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ABSTRACT To improve the accuracy of short term traffic flow prediction and to solve the problems of
nonlinearity of short term traffic flow, more noise in the data, and more difficult to determine the parametes
of long short term memory networks, a combined traffic flow prediction model based on variational
modal decomposition (VMD) and improved dung beetle optimization-long short term memory network
(IDBO-LSTM) is proposed. First, to extract various modal components, the historical traffic flow data
are smoothed using variational modal decomposition (VMD). Second, the LSTM prediction model is
built for each individual subsequence, and the parameters of the LSTM are optimized using the IDBO
algorithm which combines Singer chaos mapping, variable spiral search strategy, and Levy flight strategy.
Finally, to acquire the final prediction results, the predicted values of various subsequences are added up
and reassembled. Experiments were conducted using data collected from eight sensors along an interstate
highway in California, and taking the straight road morning peak (S-M) data as an example, compared with
LSTMandVMD-LSTM, theMAEofVMD-IDBO-LSTM is reduced by 26.69 and 7.5108,MAPE is reduced
by 8.08059% and 2.27569%, and RMSE is reduced by 33.6912 and 8.7657. According to the findings,
the VMD-IDBO-LSTM model that was proposed is capable of significantly improving the accuracy of
short-term traffic flow prediction while also effectively addressing nonlinearity, data noise, and the difficulty
of identifying the LSTM parameters.

INDEX TERMS Short-time traffic flow prediction, variational modal decomposition, dung beetle optimiza-
tion algorithm, long short term memory.

I. INTRODUCTION
The quantity of cars on the road is growing as a result of
urbanization, which is occurring quickly, and the growth in
people’s living conditions, which is making the problem of
traffic congestion worse [1]. Intelligent Transportation Sys-
tem (ITS) can solve the problem of road traffic congestion,
and predictions of traffic flow over short periods of time
can give it the necessary data on traffic flow for the time
period that lies ahead. Therefore, it is essential to increase
the stability and accuracy of short-term road traffic flow
prediction in order to relieve congestion [2], [3]. Among
them, short-term traffic flow prediction generally refers to the
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historical traffic flow data to predict the traffic flow in the next
5 to 30 minutes [4], depending on the application scenario of
the prediction and the timeliness of the decision to be met.
In general, short-term traffic flow forecasting focuses more
on upcoming traffic conditions to provide timely and accu-
rate information. This kind of short-term prediction can help
traffic managers and traffic users make real-time decisions to
optimize traffic operation and travel experience, which is of
great significance for traffic management, traffic users, and
urban traffic planning.

To increase the short-term traffic flow’s predictability,
stability, and accuracy, researchers have proposed many
prediction models divided into three main categories: para-
metric models (statistical theory models), nonparamet-
ric models (machine learning models), and combinatorial
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models, respectively. Parametric models mainly include
Kalman filter methods [5], Grey prediction models [6],
autoregressive integrated moving average models (ARIMA)
[7], and so on. Non-parametric models mainly include deci-
sion trees [8], [9], support vector machine [10], [11], neural
network [12], [13], [14], etc. Parametric models are particu-
larly good at predicting smooth data, but they are not suitable
for predicting traffic flows. As a result of the powerful non-
linear fitting abilities of nonparametric and combinatorial
models, they are both excellent at dealing with nonlinear
traffic flow data. Among them, due to their fast learning speed
and powerful data-fitting capabilities, long short term mem-
ory (LSTM) networks are often used in addressing short-term
traffic flow problems.

Due to the nonlinearity and high noise level of traffic
flow data, it is challenging to make an accurate short-term
prediction of traffic flow with a single LSTM. Therefore,
many researchers at home and abroad solve the problems
of nonlinear and noise-laden data by combining decompo-
sition algorithms with LSTM. By utilizing singular spectrum
analysis (SSA), Shuai et al. [15] were able to divide the flow
of traffic into one main portion and three random portions.
Based on these components’ other properties, they predicted
the various components using LSTM and support vector
regression (SVR), respectively. Still, this method is prone
to frequency confusion. Li et al. [16] proposed using wavelet
decomposition (WD) to decompose the original traffic flow
data into high and low frequencies and input CNN-LSTM for
prediction. Still, the larger the number of layers decomposed
by this method, the larger the distortion of the reconstructed
signal will be, which has a poor effect on the effect of
signal denoising to some extent. A combination EMD-PSO-
LSTM prediction model was proposed by Zhao et al. [17].
This model makes use of empirical modal decomposition
(EMD) to reduce the amount of noise in the data and
the particle swarm optimization (PSO) method to optimize
the parameters of the LSTM model. Although this method
achieves data noise reduction processing, it is easy to fall
into modal confounding using EMD. Although above the
decomposition methods have achieved good results, the tech-
niques’ shortcomings will affect the final prediction accuracy.
For this reason, Huang et al. [18] confirmed that variational
modal decomposition (VMD) is the most widely adapted
algorithm by comparing the performance of different decom-
position algorithms combined with BiLSTM in short-time
traffic flow prediction. Although different decomposition
algorithms have advantages, they are generally inferior to
VMD. Therefore, VMD is chosen as the decomposition
algorithm in this paper.

Although LSTM has excellent advantages in short-time
traffic flow prediction, improper parameter selection will lead
it to fall into local optimum and poor generalization ability,
thus affecting its prediction accuracy. With the emergence of
emerging metaheuristics algorithm, more and more scholars
have started combining metaheuristics algorithm with LSTM

to solve the problems of low accuracy and difficulty tuning
the LSTM prediction model. For instance, Wen et al. [19]
optimized the LSTM’s hidden layer count, training num-
ber, and dropout using a genetic algorithm (GA). However,
the approach tends to converge slowly and enter the local
optimum. On the basis of this observation, Zhang et al. [20]
modified the genetic algorithm in order to accelerate the con-
vergence of the optimized LSTM. The attention mechanism
was added to the LSTM by Lan et al. [21]. The Gray Wolf
Optimization (GWO) method was used to change the initial
weight values of the attention mechanism in order to increase
the prediction model’s attention to important information.
Their experiments show that combining the metaheuristic
algorithm with the LSTM neural network can improve its
prediction accuracy.

Using the aforementioned metaheuristic algorithm opti-
mization method, it is possible to increase the LSTM predic-
tion accuracy by substantially reducing the probability that
the algorithm will enter a local optimum. However, due to
the algorithm’s lack of stochasticity, the issue of easily falling
into local optimum may still occur, resulting in improper
model parameter selection and low model prediction accu-
racy. Similarly, despite the fact that the original dung beetle
optimization algorithms [22], [23] can effectively handle
practical applications and are characterized by faster con-
vergence and relatively higher solution accuracy than most
algorithms, they still suffer from the issue of easily falling
into local optima, which impacts their prediction accuracy in
practical applications. It is logically demonstrated by the No
Free Lunch (NFL) theorem [24] that no single metaheuris-
tic method is effective for handling all optimization issues.
This motivates us to keep developing new metaheuristics
to solve different problems. Therefore, Zhang and Zhu [25]
proposed using segmented linear chaotic mapping to improve
the search capabilities of the original DBO algorithm, adap-
tive parameter adjustment strategy, and dimensional learning
enhanced foraging search strategy and applied it with BP
neural network in the field of heat-treated wood mechanical
property prediction, and proved that the proposed IDBO-BP
model has excellent prediction capability. Still, the improved
strategy should have considered the problem that the dung
beetle is prone to choose the optimal local solution and ignore
the better global solution when the dung beetle stealing posi-
tion is updated. There is still room for improvement in terms
of the accuracy of its predictions.

In conclusion, the findings of this study present a
short-term traffic flow prediction model that is based on
VMD and includes an improved dung beetle algorithm to
optimize LSTM for the difficulties posed by nonlinear traffic
flow data, comprising high noise and difficulty in establish-
ing the parameters of the LSTM. The original traffic flow
sequence is initially broken down by the VMD algorithm
into several intrinsic modal components. Then, individual
LSTM prediction models are created for every component.
The parameters of the LSTM models are optimized using
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the IDBO algorithm that introduces Singer chaos mapping,
variable spiral search strategy, and Levy flight before each
model is trained. The final traffic flow prediction is created
by adding and reconstructing the projected values for each
component.

The rest of the paper is structured as follows: Section II
delves into the model’s concepts as well as the mechanics of
the IDBO algorithm’s improvement. Section III assesses the
effectiveness of the suggested IDBO algorithm. Section IV
describes the specific flow of the combined VMD-IDBO-
LSTMmodel. Section V presents the experimental outcomes.
Finally, Section VI outlines the research’s significant contri-
butions.

II. METHODOLOGY
A. VARIATIONAL MODEL DECOMPOSITION
A brand-new adaptive and entirely non-recursive signal
decomposition and preprocessing technique was called Vari-
ational mode decomposition (VMD) [26]. It is possible to
achieve the practical separation of intrinsic modal function
(IMF), which is the most major advantage that this method
has over standard modal decomposition methods such as
EMD and EEMD. Additionally, the original signal can be
decomposed into IMFs reflecting varying levels of random-
ness and volatility in the flow of traffic, which is another
advantage. These IMFs reflect the regularity of the timing
on different frequency bands, reducing the complexity of the
traffic flow signals.

Due to the fact that the sequence of traffic flow data
represents a nonlinear time series, and the decomposition
algorithm of classic EMD series may have different degrees
of modal confounding, the model in this paper selects VMD
as the sequence decomposition algorithm when decomposing
the traffic flow sequence. The specific decomposition steps
are as follows:

Step1: Construct the constrained variational model.

min
{µk ,ωk}

{
k∑

k=1

∥∥∥∥∂t [(δ (t) +
j

π t

)
× uk (t)

]
e−jω

t
k

∥∥∥∥2
2

}

s.t.
k∑

k=1

µk = f (1)

where ∂t is the partial derivative of t , δ(t) is the impulse
function, µk is the k-th mode function, ωk is the center
frequency of each mode, and f is the original signal.

Step2: Change the constrained variational model to the
unconstrained variational model.

Equation (2) displays the altered Lagrange expression and
introduces a quadratic penalty factor α and Lagrange multi-
plicative operator λ (t) based on equation (1):

L
(
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)
= α

∑
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j
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+

∥∥∥∥∥f (t) −
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∥∥∥∥∥
2

2

κ2
2 + λ (t) , f (t) −

k∑
k=1

µk (t)

(2)

where λ (t) is the Lagrangian multiplier and α is the penalty
factor.

Step3: The saddle points of Eq. (2) are searched using the
alternating multiplier method, and the expressions of {µk},
{ωk} and λ , after the alternating merit-seeking iterations are
Eq. (3)-Eq. (5):

µ̂n+1
k =

(
f̂ (ω) −

∑
i̸=k µ̂i(ω) +

λ̂ (ω)
2

)
(
1 + 2α (ω − ωk)

2) (3)

ωn+1
k = 1

(∫
∞

0 ω

∣∣∣µ̂n+1
k (ω)

∣∣∣2 dω

)
(∫

∞

0

∣∣∣µ̂n+1
k (ω)

∣∣∣2 dω

) (4)

λ̂
n+1(ω) = λ̂

n(ω) + γ

(
f̂ (ω) −

∑
k

µ̂n+1
k (ω)

)
(5)

where γ denotes the noise tolerance, and µ̂n+1
k (ω),

µ̂i (ω) , f̂ (ω) and λ̂ (ω) correspond to the Fourier transforms
of µn+1

k , µi (t), f(t) and λ (t), respectively.

B. DUNG BEETLE OPTIMIZATION ALGORITHM
The rolling, dancing, foraging, stealing, and reproducing
behaviors of the dung beetle served as the foundation for
the Dung Beetle Optimization (DBO) algorithm, which is
a one-of-a-kind meta-heuristic that was developed by Xue
and Shen [22]. In particular, the DBO algorithm mimics a
dung beetle’s activity to traverse the search space and locate
the best answer. Rolling, breeding, foraging, and stealing are
the four primary behavioral categories of the DBO, which
correlate to the four different types of dung beetles.

1) ROLLING BALL DUNG BEETLE
Dung beetles can roll in two different ways: when there are
obstacles in their path and when there aren’t.

As the dung beetle moves forward and does not hit an
obstacle, the dung beetle must use celestial cues (sun posi-
tion) tomaintain the dung ball rolling in a straight line. During
this process, the dung beetle’s position changes with light
intensity, and the place is updated as follows:

x t+1
i = x ti + α × k × x t−1

i + b×
∣∣x ti − xw

∣∣ (6)

No obstacle mode. Where t denotes the number of current
iterations, and xt i is in terms of the position of the i-th dung
beetle in the population at the t-th permutation. k ∈ (0,0.2]
denotes a constant of the deflection coefficient, b represents
a constant belonging to (0,1), and α is a natural coefficient
assigned to -1 or 1, where 1means no deviation and -1 implies
variation from the original direction. xw the worst position in
the current population, and

∣∣x ti − xw
∣∣ is used to simulate the

change in light intensity.
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With obstacle mode. The dung beetle must dance to repo-
sition itself to a different path when it reaches a barrier and is
unable to proceed. By simulating the dung beetle’s dancing
behavior, the tangent function creates a new rolling direction
that is only thought to lie between [0, π ]. When the dung
beetle finds a new path, the dung ball will continue to roll.
As a result, the following position defines the dung beetle’s
dancing behavior:

x t+1
i = x ti + tan (θ)

∣∣∣x ti − x t−1
i

∣∣∣ (7)

When θ = 0, π
2 or π , tan(θ) is 0 or meaningless, so the dung

beetle position does not change.

2) BREEDING DUNG BEETLE
In nature, dung balls are rolled to places suitable for spawning
and hidden by dung beetles. Dung beetles must select the
ideal location to lay their eggs in order to offer a secure
environment for their young. As a result of the conversation
that took place above, the authors offer the following bound-
ary selection technique as a way to mimic the area in which
female dung beetles spawn:{

Lb∗
= max {x∗

× (1 − R) ,Lb}

Ub∗
= min {x∗

× (1 + R) ,Ub}
(8)

where R = 1− t
Tmax

, and Tmax is the maximum number of
iterations. Lb and Ub are the lower and upper bounds of
the optimization problem, respectively, and x∗ is the optimal
position of the current population. The lower bound and
higher terms of the optimization problem are shown by the
letters Lb∗ and Ub∗, respectively.
If a female dung beetle finds a suitable area to use for egg

laying, shewill lay her eggs in that area. It is important to keep
in mind that during each iteration of the DBO algorithm, only
one brood ball is laid by each female dung beetle. In addition,
it is clear from Eq. (8) that the spawning area’s boundary
range is dynamically changing and that the R-value is the
primary factor that determines this variability. The brood
ball’s position is therefore dynamic throughout the iterative
process, which is characterized as follows:

Bt+1
i = x∗

+ b1 ×
(
Bti − Lb∗

)
+ b2 ×

(
Bti − Ub∗

)
(9)

where Bti is the position information of the i-th brood ball at
the t-th iteration, b1 and b2 represent two independent random
vectors of size 1×D, and D denotes the dimensionality of the
optimization problem.

3) FORAGING DUNG BEETLE
The term ‘‘baby dung beetles’’ refers to adult dung beetles
that venture above ground in search of food and are given
this moniker by certain people. In order to replicate how these
dung beetles forage in nature, we also need to develop the best
foraging zones to direct the dung beetles. The following are
specific definitions of the borders of the best foraging area:{

Lbl = max
{
x l × (1 − R) ,Lb

}
Ubl = min

{
x l × (1 + R) ,Ub

} (10)

where x l is the ideal location globally, Lbl and Ubl stand
for the ideal foraging area’s lower and upper boundaries,
respectively, and the remaining parameters are defined in
Equation (8). Thus, the following information about the little
dung beetle’s location has been updated:

x t+1
i = x ti + C1 ×

(
x ti − Lbl

)
+ C2 ×

(
x ti − Ubl

)
(11)

whereC1 signifies a random number adhering to the positive-
terrestrial distribution, and C2 means a random vector falling
within the range (0,1), and x ti denotes position information
for the i-th little dung beetle at the t-th iteration.

4) STEALING DUNG BEETLE
Dung balls are taken from other dung beetles by some dung
beetles known as thieves. Equation (10) also demonstrates
that x l is the best source of food. As a result, it is advisable to
compete for food close to x l . The stolen dung beetle’s location
information is updated during the iterative process and is as
follows:

x t+1
i = x l + S × g×

(∣∣x ti − x∗
∣∣+ ∣∣∣x ti − x l

∣∣∣) (12)

where x ti denotes the position information of the i-th stealing
dung beetle at the t-th iteration, g is a random vector of
size 1 × D that obeys a normal distribution, and S denotes
a constant.

C. IMPROVING THE DUNG BEETLE OPTIMIZATION
ALGORITHM
The DBO algorithm has drawbacks, including low global
searchability and premature convergence to a local opti-
mum, despite its good performance and effective application
to some engineering design problems. This study proposes
an enhanced DBO algorithm with particular augmentation
strategies to address these problems.

1) SINGER CHAOS MAPPING-BASED POPULATION
INITIALIZATION
The original DBO algorithm relies on a randomly generated
beginning population, which is prone to an uneven distri-
bution of population, which causes the process to converge
slowly and makes it simple to reach a local optimum.

Chaotic mappings are employed in the population ini-
tialization stage of the DBO to produce extremely dif-
ferent beginning populations, hence increasing the diver-
sity of initial population solutions. Numerous chaotic map-
pings are currently available [27], primarily Singer mapping,
Chebyshev mapping, Bernoulli mapping, Gaussian mapping,
PWLCM mapping, etc. Singer chaotic mapping is a method
for generating chaotic sequences. It is a typical representa-
tive of chaotic mapping and is widely used for the initial
population generation of metaheuristic algorithms because of
its traversal and non-repetitive characteristics. Additionally,
Qu and Du [28] showed that Singer mappings’ traversal uni-
formity and convergence speed are ideal for chaotic popula-
tion initialization, and they experimentally proved that Singer
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mappings can balance the capabilities of local and global
search. To increase the initial solutions with high-quality
uniform distribution, Singer chaotic mapping is presented in
this research to replace the random search approach in DBO
for population initialization. It is iteratively formulated as
follows:

ϕn+1 = µ
(
7.86ϕn − 23.31ϕ2

n

)
+ µ

(
28.75ϕn − 13.302875ϕ4

n

)
(13)

where ϕn, ϕn+1 are the n-th and n+1-th chaotic values,
respectively, and µ is a constant, µ ∈ (0.9,1.08).

2) VARIABLE SPIRAL SEARCH STRATEGY
In this paper, we add a variable spiral exploration factor [29]
to update the nestling ball position and the best foraging area
of the dung beetle so that the brood ball and the best foraging
place of the dung beetle have multiple search paths to better
adjust their positions, and balance the global search and local
search ability of the algorithm.

In the process of position updating, a fixed value of the
spiral parameter z will lead to a monotonic search method
that may fall into a local optimum, thus weakening the search
capability of the algorithm. To increase the ability of the
optimal foraging area to search for brood balls and small
dung beetles to explore uncharted territory, the parameter z
is designed as an adaptive variable for dynamically adjusting
the spiral shape of the algorithm. This increases search effec-
tiveness and global search performance. The best foraging
site approach for brood balls and small dung beetles can be
calculated using the equation below:

Bt+1
i = x∗

+ ezl × cos (2π l) × b1 ×
(
Bti − Lb∗

)
+ ezl × cos (2π l) × b2 ×

(
Bti − Ub∗

)
(14)

x t+1
i = ezl × cos (2π l) × x ti

+ C1 ×

(
x ti − Lbl

)
+ C2 ×

(
x ti − Ubl

)
(15)

where z is the spiral parameter, k is the coefficient of vari-
ation, and in this paper, we take k = 5, l is the number of
shapes, l = 2×τ -1, and τ is a random number within [0,1).
The following equation gives the spiral parameter z:

z = ek×cos( π t
maxt ) (16)

3) LEVY FLIGHT
This alternating long and short-distance flight characteristic
of the Levy flight [30] plays a vital role in balancing the
optimization algorithm’s local and global search capabili-
ties: smaller steps of random wandering are beneficial to
the algorithm for local search. In comparison, occasional
jumps of more significant measures are advantageous to the
algorithm for jumping out of the local optimum and improv-
ing the global search capability.

Due to the insufficiency of its stochastic strategy and the
absence of efficient evasion techniques, the DBO algorithm
may become local optimal in the situation of stealing dung

beetle location updates and neglect the more optimal global
solution. To address this issue, we introduce the Levy flight
search approach to improve the ability of dung beetle stealing
to find the global optimal solution while eliminating the local
optimal. The updated dung beetle stealing formula is:

x t+1
i = Levy (s) × x l

+ S × g×

(∣∣x ti − x∗
∣∣+ ∣∣∣x ti − w× x l

∣∣∣) (17)

The formula for the step size of the Levy flight is shown
below:

Levy (s) =
0.01 × x × η

|y|
1
s

(18)

where η is a random number between [0,1) and x and y obey
a normal distribution, as follows:

x ∼ N (0, σx) , y ∼ N
(
0, σy

)
σx =

 0 (1 + s) sin
(

πs
2

)
0
(
1+s
2

)
× s× 2

s−1
2


1
s

, σy = 1 (19)

W is a weighting factor with the following equation:

w =
e2×(1− t

maxt ) − e−2×(1− t
maxt )

e2×(1− t
maxt ) + e−2×(1− t

maxt )
(20)

D. LONG SHORT TERM MEMORY NETWORK
The LSTM was an improved RNN structure that Hochreiter
and Schmidhuber [31] jointly proposed. It can handle time
series problems because it can approximation complex non-
linear relations and also perform associative memory. High
precision, distributed storage, powerful learning capabilities,
excellent robustness, and fault tolerance to noisy nerves are
all benefits of this technology. Therefore, LSTM is an ideal
model for traffic flow prediction.

FIGURE 1. LSTM structure.

The LSTM structure is shown in Fig. 1. The normal sig-
moid function and matrix multiplication are represented by
σ and ⊗ wrapped in circles, respectively, while the tanh
function is represented by tanh covered with ellipses. The
three dashed lines indicated by Ct−1 indicate hidden state
ht−1 transitions, while the other three solid lines shown by
Ct−1 indicate normal state transitions. In addition, two dashed

97076 VOLUME 11, 2023



K. Zhao et al.: Short-Term Traffic Flow Prediction Based on VMD and IDBO-LSTM

lines pointed out by ⊗ complete the state update process of
the neuron.

Three gating units with different functions determine when
the information flow in the LSTM module flows in, out, and
is forgotten, respectively. As equation (21) shows, the forget
gate takes xt and ht−1 as inputs and discards the information
using the sigmoid function.

ft = σ
(
ωftxt + ωftht−1 + bf

)
(21)

The input gate is completed by Equation (22) and Equation
(23). The sigmoid function first determines which value to
update. Afterwards the candidate vector C ′′ created with the
tanh function and adds the state.

it = σ (ωitxt + ωihht−1 + bi) (22)

C̃t = tanh(ωctht − 1 + ωcxxt + bc) (23)

By multiplying the old state Ct−1 by ft and adding it to
it ∗ C̃t , as illustrated in equation (24), we update the state of
the cell.

Ct = ft ∗ Ct−1 + it ∗ C̃t (24)

The output gate eventually generates ht ’s ultimate output.
Equations (25) and (26), which divide the process into two
parts, characterize these phases.

Ot = σ (ωotxt + ωotCt−1 + bo) (25)

ht = Ot ∗ tanh (Ct) (26)

where σ determines the fraction of the output Ct−1. Finally,
equation (26) combines the new states Ct and Ot to calculate
he final output ht .

III. IDBO PERFORMANCE TESTING
This section tests the IDBO algorithm suggested in this
research using eight common test functions to determine its
efficacy. The experimental environment is shown in Table 1.

A. STANDARD TEST FUNCTIONS
We selected eight standard test functions from the litera-
ture [32] to evaluate the IDBO algorithm in this paper. The
f1 to f3 are unimodal test functions, and the f4 to f8 are
multimodal test functions.

A unimodal test function is a function that has a globally
optimal solution in its domain. Specifically, a unimodal func-
tion has a unique minimum value at a certain position, and
the value of the function at the rest of the position is higher
than that minimum. The unimodal test function is usually
used to test the performance of the optimization algorithm
on global search ability. By using the unimodal test function,
we can more intuitively observe the speed and accuracy of
the algorithm approaching the global optimal solution in the
search process. If the algorithm can find the global optimal
solution in a short time and achieve high precision, it shows
that the algorithm has good convergence and accuracy.

A multimodal test function is a function with multiple
locally optimal solutions on the domain. Specifically, a mul-
timodal function has a local minimum at multiple locations,
of which only one is a global optimal solution, and the rest
are local optimal solutions. The multimodal test function
is usually used to test the performance of the optimization
algorithm in local search ability. By using the multimodal
function, we can observe the search behavior of the algorithm
around various local optimal solutions, including whether
it can jump out of the local optimal solution and whether
it can carry out extensive exploration in the search space.
These observations can help us judge the local search ability,
convergence, robustness, and other performance indicators of
the algorithm, and improve and optimize the algorithm.

Table 3 gives basic information about the standard
test functions, including their function names, dimensions,
expressions, search ranges, and optimal values.

B. PERFORMANCE COMPARISON
The IDBO algorithm proposed in this paper is used
to compute the eight standard test functions mentioned
above. The results are compared with the Gray Wolf
Optimization (GWO) algorithm [33], the Sparrow Opti-
mization (SSA) algorithm [34], the Whale Optimization
(WOA) algorithm [35], the Nighthawk Optimization (NGO)
algorithm [36], and the original DBO algorithm in a compre-
hensive manner.

To avoid the chance of experimental results, the initial
population size was set to 30, the maximum number of
iterations was set to 500, and 30 independent experiments
were conducted on 8 standard test functions respectively.
To evaluate the search performance of the algorithm, the best
value (BV), the worst value (WV), the mean value (MV), and
the standard deviation (SD) of the search results are recorded.

The parameter Settings of each algorithm are shown in
Table 2. It should be noted that the values of these parameters
are set according to the suggestions of their reference papers.

The experimental results are shown in Table 4. From
Table 4, the original DBO algorithm cannot better solve
the complex standard test functions. In contrast, the IDBO
algorithm has zero BV, WV, MV, and SD on the test func-
tions except for f6, i.e., it has solved to the global optimum
stably. For the multi-peaked function f6 with valley shape,
the global optimum is located at the bottom of the valley-
seeking difficulty, and the DBO algorithm has better seeking
accuracy for this function. Hence, the IDBO algorithm fails to
improve the seeking accuracy of this function. Although the
f6 function fails to find the global optimum, it is still evident
that all three improvement strategies have different degrees
of improvement compared to the DBO algorithm.

The convergence curves of the six metaheuristic algo-
rithms are plotted according to the experimental data, which
can more intuitively observe the effectiveness of the IDBO
algorithm and reflect the convergence speed, stability, and
ability of the algorithm to escape from the local optimum.
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TABLE 1. Experimental environment setting.

TABLE 2. Parameter setting of the various algorithms.

Fig. 2 depicts the convergence trend with the horizontal axis
representing the number of iterations and the vertical axis
representing the order of magnitude of the fitness value,
which is expressed as a logarithm with a base of 10 to better
demonstrate the convergence trend.

The six methods’ convergence curves for the single-peak
function are shown in Fig. 2(a) through 2(c). The degree of
curve drop among them impacts how closely the algorithm’s
output resembles the ideal value. The IDBO method con-
verges the fastest, as shown in Fig. 2. In contrast, the other
five algorithms have a slowly decreasing trend, and the
curve reduces little in 500 iteration cycles, making it difficult
to approach the optimal value. This demonstrates that the
population initialization by Singer chaotic mapping makes
the overall population location distribution more uniform
and increases the population diversity, enabling the IDBO
algorithm to update the location quickly and accelerate the
convergence in the early stage. At the same time, improving
dung beetle reproduction and small dung beetle foraging by
variable spiral search strategy speeds up the algorithm search
efficiency and global search performance. It avoids dupli-
cate values in the process of updating the position, further
accelerates the convergence speed of the IDBO algorithm,
dramatically improves the ability of the IDBO algorithm
global search, and also has a vital help to balance the last
local search.

Fig. 2(d) through 2(h) display the convergence curves
for the six approaches on the multi-peak function. When
the multi-peak function is used, it is clear that the IDBO
algorithm has the fastest convergence speed among the six
methods, demonstrating once more the effectiveness of the
improved population initialization, dung beetle reproduction,

and small dung beetle foraging strategies, all of which signif-
icantly speed up convergence. This also significantly speeds
up the convergence speed. Also, the solution accuracy of
the IDBO algorithm is optimal due to the introduction of
Levy flight in the dung beetle stealing phase (local search),
which significantly improves the drawback that the standard
DBO algorithm tends to fall into local optimal solutions later.
By further judging the dung beetle stealing location update,
it can help to jump out of the local optimum, which makes
the algorithm’s local optimization finding the ability to be
improved considerably.

The convergence of various algorithms for single-peak
and multi-peak functions is depicted in Fig. 2. The IDBO
algorithm performs exceptionally well in both single-peak
and multi-peak functions, searching for convergence fast
and deepening development, demonstrating a fair balance
between the global search ability and the local development
capacity of the IDBO algorithm.

Under the same practical condition limitations, the IDBO
method has a faster convergence time and a greater solu-
tion accuracy, demonstrating the efficacy of the improvement
technique suggested in this research and significantly improv-
ing the performance of the dung beetle algorithm. This is
demonstrated by observing and analyzing experimental data
and convergence curves.

IV. SHORT-TIME TRAFFIC FLOW PREDICTION BASED ON
A COMBINED VMD-IDBO-LSTM MODEL
A. LSTM MODEL BASED ON IDBO OPTIMIZATION
The number of implied layer neurons, learning rate, and train-
ing times are all crucially important choices that might affect
how accurately the LSTM model predicts short-term traffic
flow in this study. Although these parameters can be selected
by optimizing the LSTM using the DBO algorithm, the DBO
algorithm suffers from problems such as uneven initial pop-
ulation distribution, weak local exploitation ability, and the
tendency to fall into local optimality. The DBO algorithm
has some drawbacks, so this work suggests a better DBO
algorithm to optimize the number of hidden layer neurons,
learning rate, and training durations of LSTM in order to
increase the predictability of the LSTM model for short-term
traffic flow.

In the beginning Singer chaotic mapping is used to initial-
ize the population, increasing the homogeneity and diversity
of dung beetle populations while also making the search
space more homogeneous, improving the ability to conduct
global searches. what’s more, In order to improve global
exploring capability, a variable spiral search strategy is
employed to dynamically modify the position of the brood
ball and the location of the optimal foraging region for small
dung beetles. In the end, the Levy flying approach strikes a
balance between convergence precision and search diversity.

The process of the IDBO-LSTMmodel algorithm is shown
in Fig. 3, and the main steps are as follows:

Step 1: Initialize the IDBO algorithm parameters, which
contain the population size of dung beetles (pop), the fraction
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TABLE 3. Standard test functions.

of distinct species of dung beetles in the population, variable
parameter dimension (dim), upper and lower bounds, and
other parameters.

Step 2: Determine the hyperparameters of the optimization
search in the LSTM model and the optimization search’s
range.

Step 3: Initialize the dung beetle population location using
Singer chaos mapping, as shown in equation (13).
Step 4: Calculate each dung beetle’s adaptation ratings and

record the ideal places.
Step5: All dung beetles should have their positions

updated; If they are rolling, the rolling action in equation (6)
in the unobstructed mode or the dancing action in equation
(7) in the obstacle mode should update their positions; If it
is a breeding or foraging dung beetle, it changes its position
through breeding or foraging using equations (14) or (15),
which involve a variable spiral search technique. If it’s a steal-
ing dung beetle, its position is updated by stealing actions,
as described in equation (17), which introduces Levy flight
strategy.

Step 6: Determine whether the individual dung beetle’s
location exceeds the lower bound Lb and upper bound Ub
after updating.

Step 7: Update the current optimal solution and its fitness
value.

Step 8: Steps 4 through 7 should be repeated as needed to
attain the maximum number of iterations and output the best
parameters to the LSTM model.

B. VMD-IDBO-LSTM MODEL PREDICTION PROCESS
This paper’s short-term traffic flow forecasting model con-
sists of four steps:

Step1: UsingVMDdecomposition, the original traffic flow
sequence is divided into intrinsic model functions (IMF) with
finite bandwidth and various center frequencies.

Step2: The IDBO-LSTM model of each IMF is built sepa-
rately to obtain the predicted values of each IMF.

Step3: Reconstruct the predicted values of each IMF. The
predicted values P1, P2, . . . , and Pn of each IMF are summed
to get the final prediction.

Fig. 4 depicts the flow chart of the combined VMD-IDBO-
LSTM based prediction model.

V. EXPERIMENTAL ANALYSIS
Two typical road layouts (straight road and cross-
roads) are examined in this study in order to assess
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TABLE 4. Function test results.

the performance of the proposed VMD-IDBO-LSTM
model.

A. EXPERIMENTAL DATA
The data used in this research were gathered from the Cali-
fornia Department of Transportation’s PeMS system at eight
observation stations along interstate roads in the state of
California.

The data collected by the PeMS system is characterized
by large data volume, real-time, dynamic, as well as data
accuracy and reliability. This high-quality data is crucial for
traffic flow prediction and can provide credible basic data to
support the modeling and prediction accuracy, making the
models based on these data for traffic flow prediction have
higher accuracy and reliability.

The PeMS system is a collection and management system
for traffic data such as traffic flow, speed, and vehicle occu-
pancy. It is primarily used to collect and analyze traffic data
on the California freeway network and provides real-time
traffic status information and historical traffic data analysis.
Therefore, PeMS can be considered as a roadway travel
dyna-mics data collection system.

In this study, observation stations near the intersections for
both road layouts were chosen to assess model performance.
In the straight layout (Fig. 5), three sites were chosen that
had traffic volumes travelling from north to south. The data
obtained at sites 1 and 2 were then utilized to anticipate

the traffic flow at site 3 for the following five minutes.
In the intersection layout (Fig. 6), five observation sites were
selected that have positive traffic connections to each other,
with the specific traffic flow directions shown by the arrows
in Fig. 6 and the data collected at the four sites (1)-(4) around
site five were used to predict the traffic flow at site 5, located
in the center of the intersection, for the next five minutes.

Due to variances in weekend traffic patterns, the data
utilized for the experiment only spans 10 weekdays (March
4, 2019 to March 15, 2019) at each site. On top of that,
considering that few vehicles pass by during part of the day,
the experiment only used data from peak hours of 6 a.m. to
10 a.m. and 4 p.m. to 8 p.m. Data were recorded at 5 min
intervals, resulting in 96 sampling points per site per day.

Two traffic flow data groups were created to build predic-
tion models and assess their effectiveness. The 2019 training
dataset included the first seven working days (March 4 to
March 8 andMarch 11 toMarch 12). The test dataset was cre-
ated using data from the last three working days (March 13 to
15, 2019). subsequently acquired four experimental datasets
for the two distinct road layouts, namely the straight road
morning peak time (S-M), straight road evening peak time
(S-E), crossroad morning peak time (C-M), and crossroad
evening peak time (C-E).

The traffic flow at the target station at time t+i is predicted
in this study using data obtained from all stations at times t,
t-i, t-2i, t-3i, and t-4i, where i is a fiveminute sampling period.
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FIGURE 2. Test function convergence curve.
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FIGURE 3. LSTM parameter optimization process based on IDBO algorithm.

B. VMD DECOMPOSITION
In Fig. 7, the raw traffic flow data shows apparent volatil-
ity, which makes direct forecasting difficult. To begin,
VMD is utilized to breakdown the original traffic flow sig-
nal. Still, when performing the decomposition, the value
of the decomposition number K needs to be determined
first to avoid the useless components generated by the
modal under-decomposition or over-decomposition due to
the wrong choice of K. The final K value in this study
is calculated by tracking how each IMF’s center frequency

changes [37] whenK is steadily raised. Table 5 shows the cen-
ter frequencies of each mode for different K values of S-M.

As seen in Table 5, the center frequencies of IMF5 and
IMF6 are closer to each other when K=6, which makes them
susceptible to modal mixing, and similarly for K=7. And
when K=5, the effect of frequency separation is relatively
good; that is, the center frequency interval of adjacent modes
is more significant, effectively avoiding the issue of mode
mixing, and the frequency information inside the sequence
is relatively well discovered. To balance the number of K
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FIGURE 4. VMD-IDBO-LSTM prediction model process.

FIGURE 5. Straight road.

values and the accuracy of the decomposition, a K value of
5 is chosen. Meanwhile, to ensure the fidelity of the original
sequence decomposition, the penalty parameter α, the initial
central frequency ω0, and the convergence criterion tolerance
τ are set to α = 2000, ω0 = 1 and τ = 1×10.7, respectively.
Fig. 7 illustrates the subsequence that is obtained by VMD
decomposition with K=5 when using S-M as an example.

In Fig. 7, the first sequence represents the original signal
of the traffic flow, and the remaining sequences represent
the intrinsic modes IMF1 to IMF5 obtained from the traffic
flow after VMD decomposition. Modes IMF1 to IMF2 are
weakly volatile and roughly reflect the primary trend of traffic
flow over time. The frequency of modal IMF3 volatility is
relatively low, but the periodicity is apparent, which can
reflect the periodicity of traffic flow to a certain extent.
Modes IMF4 to IMF5 have a higher frequency and relatively
drastic changes, which can reflect the randomness of traffic
flow to a certain extent. Each IMF can somewhat reflect the

FIGURE 6. Crossroads.

FIGURE 7. VMD decomposition of the S-M.

traffic flow characteristics, and the low-frequency IMF has
weak randomness and high prediction accuracy. Therefore,
the high-frequency modal prediction error determines the
total traffic flow prediction error. Compared with the direct
use of traffic flow raw series for prediction, VMD can lessen
the influence of nonlinearity in data from traffic flows on
prediction accuracy and reduce the complexity of the flow of
traffic data to be forecasted, thus enhancing LSTM accuracy
in forecasting.

C. EVALUATION CRITERION
The evaluation indices root mean square error (RMSE), mean
absolute error (MAE), and mean fundamental percentage
error (MAPE) are all used in this work.

MAE =
1
n

n∑
i=1

|yi − ŷi| (27)

MAPE =
1
n

n∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣× 100% (28)

RMSE =

√√√√1
n

n∑
i=1

(yi − ŷi)2 (29)
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FIGURE 8. Prediction results of each model.

where the actual traffic flow (yi) and the forecast traffic
flow (ŷi) are the two variables, respectively. The error of
the model’s prediction outcomes will be reduced and the
generalization ability will be stronger as MAE, MAPE, and
RMSE values decrease.

D. ANALYSIS OF EXPERIMENTAL RESULTS
To validate the predictive model’s effectiveness and superi-
ority, a variety of typical prediction models are selected for
comparison with it, including SVR, LSTM, EMD-LSTM,
VMD-LSTM, VMD-DBO-LSTM, and the model parameters
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FIGURE 9. Histogram of evaluation metrics of VMD-IDBO-LSTM and other methods in the literature.

are set as follows: Population size pop=30, and dung beetle
roles were divided in the following ratio 6:6:7:11. This means
that out of 30 individuals, six dung beetles are used for ball
rolling behavior, six dung beetles are used for reproduc-
tive behavior, seven dung beetles are defined as small dung
beetles that perform foraging behavior, and the remaining
11 dung beetles are positioned as thieves and are used to
perform stealing behavior. The dimension D=3, the number
of neurons in the hidden layer, the maximum training period,
and the initial learning rate are set to (500,300), (0,150), and
(0.001, 0.01), respectively, in the range of finding the best.

Table 6 compares the errors of the six models, despite the
fact that all six models mademore accurate predictions for the
four data sets. Still, in comparison, the prediction accuracy
obtained by the combined prediction model is better than that
of the single SVR and LSTM models. For the two combined
prediction models of VMD-LSTM and EMD-LSTM, the
prediction error obtained by VMD-LSTM is smaller, thus
indicating that smoothing traffic flow data based on VMD
is more advantageous and can get higher prediction accu-
racy. Compared with the VMD-LSTM model, the MAE of
the VMD-DBO-LSTM model decreased by 7.0839, 9.3278,
1.9347, and 2.5072 for the four data sets S-M, S-E, C-M,

TABLE 5. S-M center frequency at different K values.

and C-E, respectively, and MAPE decreased by 2.1341%,
2.51563%, 1.4163%, and 1.8282%. The RMSE decreased
by 8.1107, 11.3763, 2.1816, and 3.6343, respectively, thus
indicating that the LSTMoptimized using the DBO algorithm
has a more robust prediction performance after the VMD
smoothing process. While the VMD-IDBO-LSTM model is
more adaptive compared to the VMD-DBO-LSTM model,
the MAE under S-M, S-E, C-M, and C-E decreased by
0.4269, 0.2593, 0.4683 and 0.4533, respectively, MAPE
decreased by 0.14159%, 0.07573%, 0.1977%, 0.3156%,
and RMSE decreased by 0.6549, 0.3256, 1.5082, 0.7765,
respectively. This demonstrates that the IDBO algorithm has
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TABLE 6. Evaluation indicators of each model.

TABLE 7. Evaluation metrics of VMD-IDBO-LSTM versus other methods in the literature.

greater stability and superiority-seeking ability than the DBO
algorithm, which can enhance the prediction performance of
the LSTM model more effectively, and also demonstrates the
efficacy and superiority of the VMD-IDBO-LSTM.

Fig. 8 depicts the traffic flow prediction results from the
six models. From Fig. 8, we can see that the predicted val-
ues of SVR and LSTM models deviate too much from the
actual value curve and fluctuate more; VMD-IDBO-LSTM
is closer to the real deal than EMD-LSTM, VMD-LSTM,
VMD-DBO-LSTM, VMD-IDBO-LSTM model prediction
curve is more relative to the actual value, has a higher fit.
The forecasting of the outcome is much better than the other
five models.

To confirm even more the benefits of the suggested model,
the traffic flow error evaluation metrics of VMD-IDBO-
LSTM under four different road types are compared with

other models proposed in the literature, and the results are
shown in Table 7 and Fig. 9. From these results, we can
conclude that the VMD-IDBO-LSTM significantly outper-
forms other models proposed in the literature, and the MAE,
MAPE, and RMSE of the VMD-IDBO-LSTM are the low-
est among the predictions under the four different road
types. Although the literature [11] used an enhanced GWO
algorithm for optimizing SVM parameters and the litera-
ture [14] used PSO to optimize the parameters of the extreme
learning machine (ELM), they ignored the nonlinearity of
the original traffic flow and the fact that the data contained
a lot of noise, resulting in low prediction accuracy. Mean-
while, compared with EMD-PSO-LSTM, the MAE of VMD-
IDBO-LSTM decreased by 10.0939, 11.8114, 5.887, and
5.4322 for S-M, S-E, C-M, and C-E datasets respectively, and
MAPE decreased by 2.99429%, 3.26406%, 4.1455%, and
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3.7262%, and RMSE decreased by 12.214, 14.4246, 7.3367,
and 7.9886, respectively. This is because although the EMD
used in the literature [17] reduces the effect of data noise,
modal aliasing is unavoidable. And both in terms of how
quickly it converges and how accurately it finds a solution,
the IDBOmethod that was detailed in this paper was superior
to PSO.

VI. CONCLUSION
Improving the prediction accuracy of short-term traffic flow
helps to optimize traffic planning and management, improve
travel experience and efficiency, reduce energy consumption
and environmental pollution, and improve traffic safety, thus
contributing to the sustainable development of the urban
transportation system and the improvement of residents’
quality of life. Therefore, a short-time traffic flow prediction
method based on VMD-IDBO-LSTM is proposed in this
paper. The analysis of the arithmetic examples leads to the
following conclusions:

(1) In this study, we suggest the IDBO method to address
the DBO algorithm’s drawbacks. The four key steps in the
DBO algorithm, namely population initialization, brood ball
location and optimal foraging area for small dung beetles,
and dung beetle stealing location update, are optimized to
improve the global and local search capability of the DBO
algorithm, respectively. This is accomplished by the intro-
duction of Singer chaotic mapping, variable spiral search
strategy, and Levy flight strategy. Meanwhile, the IDBO
algorithm’s effectiveness was examined for eight standard
test functions, and five metaheuristics, including the DBO
algorithm, were selected. IDBO algorithm outperforms other
metaheuristic algorithms in solving single-peak and multi-
peak functions, according to the results., demonstrating the
efficacy of the revised method.

(2) For the traffic flow sequences that are nonlinear and
contain much noise in the data, the VMD method is used
to smooth them and obtain several sub-series with more
robust regularity, which can not only avoid the modal mixing
phenomenon but also reduce the error in decomposition pre-
diction reconstruction, with better adaptability and decompo-
sition effect.

(3) LSTM model accuracy depends directly on hidden
layer neurons, learning rate, and training times. This prob-
lem can be solved by using the IDBO algorithm to provide
the LSTM model with optimal parameters. Combining these
two methods can improve short-time traffic flow prediction
accuracy and stability.

(4) The experimental findings demonstrate that, whether
compared to other single models or the combination of EMD
and VMD models, the combined VMD-IDBO-LSTM model
suggested in this work greatly increased prediction accuracy.
Compared with LSTM, the MAE of the VMD-IDBO-LSTM
model decreased by 26.69, 23.2866, 11.0446, and 11.0168 for
S-M, S-E, C-M, and C-E datasets, respectively, and MAPE
decreased by 8.08059%, 6.18126%, 7.2002%, and 7.1592%,
and RMSE decreased by 33.6912, 29.455, 15.7351, and

16.4778, respectively. Compared with the VMD-LSTM, the
MAE of the VMD-IDBO-LSTMmodel decreased by 7.5108,
9.5871, 2.403, and 2.9605 for the S-M, S-E, C-M, and
C-E datasets, respectively, and the MAPE decreased by
2.27569%, 2.59136%, 1.614%, and 2.1438%, and RMSE
decreased by 8.7657, 11.7019, 3.6898, and 4.4108, respec-
tively. The effectiveness and superiority of VMD-IDBO-
LSTM in dealing with the problems of short-time traffic flow
nonlinearity, high noise content in the data, and the difficulty
of determining the parameters of the LSTM neural network
are demonstrated.
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