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ABSTRACT Significant challenges are posed in the design of routers and switches by the explosive growth
of internet traffic and the stringent requirements for high availability in the research area of computer
networks. Ensuring both high performance and system availability is crucial. To achieve this, recent
advancements have turned to the utilization of non-volatile memories, such as magnetic RAM (MRAM)
and phase-change memory (PCM), in routing lookup tables and packet buffers of routers and switches.
However, the use of non-volatile memories show limitations in scaling with respect to bandwidth and
capacity. With the increasing clock speed of the IO bus, high-capacity memories like PCM exhibit limited
scalability in performance since accessing the cells in the array does not show significant improvement.
Meanwhile, attempts to enhance the capacity of low-access-latency non-volatile memories like spin-transfer
torque MRAM (STT-MRAM) through smaller cell sizes result in an adverse impact on the write time. The
goal of this study is to design a packet buffer that can provide high bandwidth and ensure high availability.
To achieve this, a multi-retention timeMRAM-based packet buffer is presented, along with a packet mapping
method, which aims to overcome the scalability challenge while ensuring high availability. The two-tier
packet buffer (TT-PB) structure implements a small/fast MRAM combined with a large/slowMRAM, which
outperforms the baseline MRAM/PCM hybrid memory-based packet buffer by up to 16% and 58% for
1.6 and 3.2 GHz IO bus clocks. For input, internet-mix packet traffic is utilized to depict realistic internet
traffic. Moreover, the proposed latency-aware multi-retention time MRAM-based packet buffer structure
(MR-PB) consists of short and long retention time MRAM partitions. It identifies the buffering latency
demands of various packets and writes the packets into partitions that have sufficient retention time to
accommodate the required buffering latencies, thereby achieving an optimal write latency for each packet.
With this scheme, an additional speedup of up to 5.27% is achieved over TT-PB.

INDEX TERMS IP router, packet buffer, spin-transfer torquemagnetic RAM (STT-MRAM), multi-retention
time.

I. INTRODUCTION
The rapid surge in internet traffic is being driven by the
widespread adoption of mobile devices and the prolifera-
tion of internet-based services, such as information search,
streaming video, and video conferencing. Consequently,
there is an increasing need for router/switch designs that
can effectively handle this exponential growth. Additionally,
many network applications require routers/switches to have
high availability [1], [2], [3]. In financial enterprises, the
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target availability has already reached seven 9s (99.99999%
availability) [4], which translates into only 3.16 seconds
of acceptable downtime per year. Financial equity transac-
tions demand extremely high availability and short packet
latency ranging from several microseconds to a few hundred
milliseconds [5].

The packet buffer plays a crucial role in routers/switches.
When internet packets enter routers/switches through the
input interface, they undergo packet processing and classi-
fication by the packet processor before being sent to the
appropriate output interface for routing to their final desti-
nations. During this process, the packets are stored in the
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packet buffer, typically composed of multiple DRAM chan-
nels. Designing such a buffer becomes challenging due to
the need to satisfy both high performance, with memory
bandwidth in the range of hundreds or thousands of Gbps [6],
and high availability.

Previous studies have explored methods to maximize
bank-level parallelism and row-buffer locality of DRAM
access to meet the increasing demand for high memory band-
width [7]. Other approaches have employed SRAM buffers
capable of absorbing transient congestion caused by traffic
bursts that cannot be handled by slow DRAM-based packet
buffers [8], [9], [10]. However, these approaches have limita-
tions, as the performance of DRAMmemories is degraded for
several fundamental reasons. As the number ofmemory chan-
nels and banks of DRAM memory chips increases, the row
buffer locality of the DRAM chips, which captures the spatial
locality of packet data, decreases. This degradation adversely
affects bandwidth utilization. Furthermore, the performance
of DRAM cell arrays lags behind the increasing speed of IO
bus clocks.

To ensure both high performance and availability, a hybrid
memory-based packet buffer using magnetic RAM (MRAM)
and phase change RAM (PCM) has been proposed in
recent literature [11]. The MRAM/PCM-based packet buffer
demonstrates superior performance compared to a traditional
DRAM-based packet buffer while offering high availability
in the event of a power reset, thanks to its non-volatile nature.
This solution employs a combination of a small and fast
MRAM memory alongside a larger PCM memory to con-
struct the packet buffer. The fast MRAM memory surpasses
the performance of DRAM, effectively handling packet traf-
fic that could potentially deteriorate the row buffer locality
of the slower PCM section. Consequently, this configuration
enhances the overall performance of the packet buffer.

However, PCM is not scalable in terms of bandwidth,
as the gap between IO clock speed and array cell access
speed increases. As the IO clock speed increases, the mem-
ory bandwidth utilization decreases due to PCM becoming
a performance bottleneck. This degradation worsens with
increasing queue numbers. As the number of output queues
supported in routers/switches increases, data from packets
destined for different queues are spread over multiple mem-
ory rows, resulting in reduced row buffer locality. Low row
buffer locality exacerbates the problem caused by the increas-
ing gap between IO bus speed and cell array access speed.

To address the limitation of PCM, the design of the packet
buffer could be exclusively based onMRAMmemory. Recent
reports indicate that MRAM integration has reached giga-
bit levels [12], [13], [14]. However, a major issue with
MRAM-based packet buffers is that the write latency of
MRAM memories increases as their capacity increases. This
behavior is influenced by several contributing factors. First,
as the memory capacity increases, the cells are partitioned
into numerous sub-arrays, leading to increased access latency
as signals have to traverse H-tree networks. Second, smaller
cell sizes bring neighboring cells closer, leading to increased

magnetic coupling [15]. To counteract this effect, the write
pulse needs to be elongated to provide sufficient current
for flipping the state of MRAM cells. This is why new
high-capacity MRAM exhibits much higher write latency,
ranging from 30 ns to 50 ns [14], [16], [17], compared to small
embedded MRAM used for cache applications.

To attain a high-capacity MRAM memory similar to
DRAM, deliberate reduction of the thermal stability factor
could be implemented, thereby leading to reduced cell size
and power consumption for accesses. However, this adversely
affects the retention time of the memory. Recent studies
reduce the retention time MRAM for last-level cache (LLC)
and main memory [18], [19] in general-purpose comput-
ing. The reduced retention time MRAM-based LLC employs
expensive counters to keep track of data retention time [19].
The MRAM-based main memory reduces the thermal stabil-
ity factor to achieve small cell sizes but at the cost of reduced
retention time. Data in such memory must be scraped and
refreshed, similar to DRAM-based main memory, resulting
in additional overheads [18].
To address the bandwidth scalability problem and pro-

vide high availability in packet buffers, we propose the
multi-retention timeMRAM-based packet buffer, which con-
sists of multi-retention time MRAM chips. This approach is
based on the observation that all packets are buffered in the
packet buffer of routers/switches for only a limited time, and
the MRAM’s memory retention time for packet data only
needs to satisfy the worst-case buffering time.

The contributions made in this study can be summarized as
follows:

• The relationship among the thermal stability factor,
retention time, write current, and write latency of
STT-MRAM is derived. By identifying the maximum
buffering period of packets in the packet buffer given
network flows, we propose designing the packet buffer
to retain packet data only for the buffering period. The
reduced retention time helps achieve both large capacity
due to a smaller cell size and high performance due to a
shorter write latency.

• In a two-tier packet buffer structure, a packet buffer
consists of embedded MRAM (small and fast) in the
buffer device and stand-alone MRAM (large and slow).
Typically, transmission control protocol (TCP) buffering
requires buffering packets during the round trip time
(RTT) (e.g., 100 msec) upon severe congestion. Thus,
the large MRAM portion only needs to retain the packet
data during this buffering time. This reduces the reten-
tion requirement of data written into the packet buffer
and improves the write latency (or power consump-
tion/cell size). Furthermore, it allows for a reduction in
cell size to increase the memory capacity.

• In internet routers/switches, network configurations are
often fixed. For instance, the bandwidth and latency
requirements (QoS requirements) for supported net-
work flows are predetermined. In the packet latency-
aware multi-retention time MRAM-based packet buffer
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structure, multi-retention time MRAM partitions are
provisioned to accommodate the diverse buffering
requirements of network flows. The MRAM memory
partitions with different retention times have different
thermal stability factors. They are written with differ-
ent write latencies. Unlike general-purpose applications,
it is not necessary to track how long packet data will stay
in the packet buffer, as the packet latency requirement
guarantees that the written data will be read before the
retention time expires. The packet buffer controller is
informed about the per-packet buffering requirement
and the packet data is written into the proper partition,
which guarantees the specified retention time. Latency-
aware packet mapping improves the bandwidth utiliza-
tion by optimizing write latency.

The two-tier packet buffer structure implements a
small/fast embedded MRAM combined with a large/slow
MRAM (with a 100 msec retention time), which outperforms
the baseline MRAM/PCM-based packet buffer by up to
16% and 58% for 1.6 and 3.2 GHz IO bus clock, respec-
tively. Furthermore, the latency-aware multi-retention time
MRAM-based packet buffer structure identifies the latency
requirement of different packets and writes the packets by
guaranteeing a predetermined minimum retention time. With
this scheme, an additional speedup of up to 5.27% is achieved
over our proposed two-tier partitioned packet buffer.

The subsequent sections of this paper are structured
as follows. In Related Work (Section II), the background
information concerning packet processors and packet buffers
is presented, accompanied by a discussion on the funda-
mental principles of Magnetic Random Access Memory
(MRAM). The Methodology (Section III) elucidates the pro-
posed packet buffer, which is based on Multi-Retention Time
MRAM. In Results and Discussion (Section IV), the key
findings and significant outcomes are presented. Lastly, in the
concluding section (Section V), a summary of the paper and
avenues for future research are provided.

II. RELATED WORK
This section presents the baseline architectures of the packet
processor and packet buffer along with previous works. Fur-
thermore, it provides an overview of MRAM fundamentals,
encompassing its structure, key parameters, and operations.

A. PACKET PROCESSOR AND PACKET BUFFER
An internet router/switch consists of linecards, which serve
as the main packet processing engines [6], [20]. A linecard
typically includes a packet processor, a lookup table, and
a packet buffer, as shown in Fig. 1. The packet processor
is a many-core processor used in internet routers/switches
that processes and classifies incoming packets. During this
process, the packets are stored in the packet buffer. The packet
buffer, implemented with DRAMmemories, provides buffer-
ing and supports traffic at speeds of hundreds/thousands of
Gbps. The amount of buffering is typically determined by
TCP protocols, as they account for the majority of internet

FIGURE 1. Linecard with a packet processor and a packet buffer.

FIGURE 2. Packet data structure mapped on packet buffer.

traffic [9], [21]. A packet buffer should temporarily store
packets for a duration of RTT × interface bandwidth (e.g.,
100 ms × 640 Gbps = 8 Gbytes).
In the packet buffer, the packet buffer controller (mem-

ory controller) writes incoming packet traffic to the packet
buffer. Simultaneously, an output queue scheduler schedules
a queue based on a scheduling algorithm. Packets stored in the
scheduled queue are read from the packet buffer. Tomaximize
the memory bandwidth utilization of a packet buffer, data
structures for packets stored in the output queues are carefully
designed to exploit the bank-level parallelism and row buffer
locality of memory chips, as shown in Figure 2.

For instance, an output queue is constructed as a linked
list of blocks. Each block consists of multiple cells, which
represent fixed chunks, such as 64 bytes, of packet payload
data. In the figure, a block consists of 8 cells. Typically,
different cells belonging to the same packet are mapped to
multiple banks or a single row, allowing the reading and
writing of a single packet to exploit bank-level parallelism
or row buffer locality.

To design scalable high bandwidth packet buffer for
routers/switches, various DRAM based memory architec-
tures with SRAM buffers have been proposed [7], [8], [9],
[10], [22]. All these works basically differ in how to design
SRAM input/output buffers in the memory controller to
support the DRAM-based memory (packet buffer). These
SRAM input/output buffers absorb temporary overload due
to congestion from bank conflicts and improve read/write
operations to DRAM.

SRAMbuffers in [9] and [10]maintain per-queue queueing
structures which are costly with increasing number of output
queues. Instead, Lee et al. use a per-bank queueing structure
and reorder bank scheduling to reduce the cost of increasing
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TABLE 1. Packet buffer designs.

buffer size [7]. Mutter also uses a per-bank queueing struc-
ture, per-flow round robin dispatcher, requester, and mini-
mum buffer delay scheduling to maximize the parallel access
of DRAM modules [8]. However, the DRAM-based packet
buffer suffers from degrading row buffer locality and wors-
ening gap between IO bus speed and cell access latency. And
the small SRAM buffers in the memory controller are only
buffering temporary congestion and not prevent interference-
inducing traffic from thrashing the DRAM’s row buffer as
the data in the buffer has to be written to DRAM ultimately
through the DRAM’s row buffer.

To address this issue, a method using SRAMandDRAMas
parallel memories in the packet buffer is proposed [22]. In the
method, packets degrading row buffer locality are mapped to
the SRAM portion to enhance the scalability. However, all
existing methods using volatile memory suffer from data loss
upon power loss and provide limited availability.

To ensure both high bandwidth scalability and availability,
a hybrid memory-based packet buffer consisting of MRAM
and PCM memory has been introduced [11]. However, PCM
is not scalable in terms of bandwidth, as the gap between IO
clock speed and array cell access speed increases. Previous
works are summarized in the Table 1.

B. MRAM BASICS
• STT-MRAM: An STT-MRAM cell consists of an
access transistor and a magnetic tunnel junction (MTJ).
The MTJ comprises two magnetic layers (free layer
and reference layer) separated by an energy barrier.
The direction of magnetism and the stored value in the
free layer are changed by the current flowing through
the MTJ. The characteristics of MRAMs are defined
by important parameters, including the thermal stabil-
ity factor, retention time, bit error rate, write current,
read/write latency, and endurance. Formulas for some of
these crucial parameters are provided below, extracted
from [15].

• Thermal stability factor (TSF): In STT-MRAM, the
thermal stability factor (TSF) refers to the stability
of the magnetism direction in the MTJ. Its equation
is shown in Eqn.(1). The TSF can be controlled by
design parameters such as the size, shape, and material
type of the MTJ. Controlling the TSF affects retention
time, read/write current, read/write latency, cell size,
and read/write energy. A larger TSF value increases the

data retention time but also increases the write latency
by requiring a higher amount of current to change the
magnetism. Conversely, reducing the TSF can decrease
the write latency at the expense of shorter retention time.
To build an MRAM-based main memory, researchers
reduce the size of cells, which reduces the write energy
and retention time [18].

1(TSF) =
Eb
kBT

=
HKMSV
2kBT

(1)

where:
Eb = energy barrier
kB = Boltzmann constant
T = temperature
HK = anisotropy field term
MS = saturation magnetization
V = MTJ volume

• Expected Retention Time: The expected retention time
is the anticipated time for a bit-flip to occur in the free
layer of the MTJ. It is a function of the TSF, as shown
in Eqn.(2). When the TSF increases or decreases, the
expected retention time also increases or decreases
exponentially.

τ = τ0 · exp(
Eb
kBT

) = τ0 · exp(1) (2)

where:
τ = relaxation constant (or expected retention time)
τ0 = operating frequency

• Retention Probability: The retention probability is
determined by Eqn.(3). It calculates the probability of
a bit-flip occurring during the target retention time, t ,
given an expected retention time, τ .

Pret = 1 − exp(−
t
τ
) (3)

where:
Pret = probability of a bit-flip
t = target retention time

• Critical Current: The critical current (JPPc0 ) in Eqn.(4)
is the minimum current required to switch the content
of a cell and is proportional to the TSF. When the TSF
decreases, the critical current also decreases. A lower
critical current reduces the time needed to write a cell,
thereby reducing the write latency.

JPPc0 =
4αγ ekBT

µBg
1 (4)

where:
α = Gilbert damping constant
γ = gyromagnetic constant
e = electron charge
µB = Bohr magneton constant
g = spin transfer efficiency
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1) MRAM OPERATIONS
MRAM has asymmetric read and write latency. The write
time in STT-MRAM is typically longer than the read time
because the write process involves not just sensing the state
of a memory cell, but also applying a current to switch the
magnetic moment in the free layer. This current must be
of sufficient magnitude to overcome the thermal energy of
the system and align the magnetic moment in the desired
direction. Typically, write latency is related to the TSF value.

On the other hand, the read time in STT-MRAM is rel-
atively fast because it involves only sensing the resistance
of the magnetic tunnel junction, which is dependent on the
orientation of the magnetic moments in the two layers. This
resistance can be measured using a small voltage, without the
need for a large current.

III. METHODOLOGY
This section delves into the discussion of the advan-
tages of multi-retention time MRAM by analyzing the
trade-offs between retention time and write latency. Further-
more, two proposed packet buffer structures that incorporate
multi-retention time MRAM are introduced.

A. MULTI-RETENTION TIME MRAM (MR-MRAM)
• Retention Time and Bit Error Rate: The expected
retention time and the probability of a bit flip within
a given time limit are shown in Eqn.(2) and (3). The
expected retention time is exponentially proportional to
the thermal stability factor (TSF). A typicalMRAMchip
is designed to guarantee 10-20 years of retention time for
the bit error rate of 10−6. In packet buffer applications,
the expected buffering time for packets is usually in the
range of hundreds of milliseconds in the worst case,
as packets with larger delays are dropped and discarded.
Therefore, it is possible to reduce the requirement for
the expected retention time of stored packet data, which
allows a reduction in TSF. The reduced TSF can be used
to decrease the cell size, write current, or both.

• Write Latency: The write latency (tp) in Eqn.(5) is
determined by the current applied to the cell (JPPc ) and
the critical current (JPPc0 ). By reducing JPPc0 through a
smaller TSF, the write latency (tp) can be reduced while
maintaining the same current (JPP) for cell switching.
Alternatively, keeping the same tp allows a reduction in
JPPc , resulting in lower write energy consumption.

JPPc = JPPc0 (1 +
ϵ

tp
ln

π

2θ0
) (5)

where:
ϵ = characteristic relaxation time constant
tp = write pulse width
θ0 = initial angle variance

• Trade-off between Retention Time and Write
Latency:Retention time is controlled by the TSF.When
the target retention time and retention probability are
given, the expected retention time (τ ) can be calculated

TABLE 2. Publicised MRAM specifications.

using Eqn.(3). Once τ is determined, TSF (1) can be
calculated using Eqn.(2). If the target retention time can
be reduced, the TSF can be decreased as well. A reduced
TSF can be used to decrease the critical current using
Eqn.(4).
The primary discovery of this study is that the dimin-
ished critical current, as described by Eqn. (5), can
be employed to decrease the write latency assuming
a fixed applied current. Stated differently, there exists
a trade-off between retention time and write latency.
By diminishing the retention time, at the expense of
reducing TSF, it is possible to decrease the write latency.
This serves as one of the principal motivations for our
paper, in addition to the advantages of enhanced capac-
ity and reduced energy consumption associated with a
smaller TSF.
Table 2 shows the technology node, size, retention time,
and performance of the latest MRAM chips. Recently,
typical write latency for MRAM chips guaranteeing a
10-year retention time is around 30 ns to 50 ns. Embed-
ded MRAMs can achieve a write time as low as 4 ns by
reducing the retention time to less than 1 minute [23].

B. MULTI-RETENTION TIME MRAM-BASED PACKET
BUFFER
1) OVERALL SCHEME
The proposed packet buffer is shown in Fig. 3 and Fig. 4.
A single channel of a packet buffer consists of a buffer
device and multiple MRAM chips, similar to a DRAM-based
dual in-line memory module (DIMM). The buffer device
includes an embedded MRAM, which ranges from hun-
dreds of kilobytes to a few megabytes and has fast access
time. The capacity-optimized MRAM is incorporated in the
large MRAM portion. This arrangement, known as a two-tier
packet buffer structure, encompasses both small and fast
embedded MRAM and large and slow standalone MRAM,
as detailed in section III-B2.
In the multi-retention time MRAM-based packet buffer,

the largeMRAMportion is implemented with multi-retention
time MRAM parts. The large MRAM portion is con-
structed using depth expansion in DIMM, utilizing both
short-retention time and long-retention time MRAM parts.
To meet the latency requirements of individual packets,
the proposed latency-aware packet mapping method assigns
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FIGURE 3. Two-tier MRAM packet buffer (TT-PB) consisting of small/fast
embedded MRAM in the buffer device and large/slow standalone MRAM
chips.

packets to specific parts with different retention times. It is
important to note that different retention time parts exhibit
distinct write latencies, as elaborated upon in section III-B3.

2) TWO-TIER PACKET BUFFER STRUCTURE (TT-PB)
The proposed two-tier MRAM-based memory packet buffer
(TT-PB) consists of the small embeddedMRAMand the large
standalone MRAM portion (shown in Fig. 3), similar to [11].
Both portions share the I/O pins of the dual in-line memory
module (DIMM). The embedded MRAM is integrated into
the buffer device of DIMM, which is similar to [24]. The
construction of high-capacity and high-performanceMRAM,
surpassing the capabilities of DRAM, poses a significant
challenge. Reasonably small MRAM is known to perform
comparably to SRAM, except for the write delay.

In the proposed packet buffer structure, the embedded
MRAM portion in the buffer device is small compared to
the large standalone MRAM portion. The embedded MRAM
portion is a few megabytes and exhibits fast access time [23],
while the standalone MRAM portion is large and slow. The
target retention time for commercial MRAM is typically
10-20 years. However, in packet buffers, packets are written
and read from the packet buffer within the round-trip time
(RTT) of network flows, which is around 100 milliseconds.
Therefore, the retention time requirement is relaxed in order
to decrease TSF, resulting in increased capacity (attributable
to smaller cells) and reduced write latency for the larger
MRAM section.

Tiered MRAM memories provide two major functions.
First, the embedded MRAM portion captures the working set
of packets when queues are not congested. In typical scenar-
ios, most packets enter and leave routers/switches with very
little delay, except for a few congested interfaces (queues).
This working set captured by the embedded MRAM can
reduce the writes to the large/slow MRAM portion. The
large MRAM portion is mostly used when extensive con-
gestion occurs. Second, embedded MRAM can be used to
absorb the packets that degrade the row buffer locality of the
large MRAM portion. Writing small packets (e.g., 40-byte
TCP acknowledgment packets) causes frequent row buffer
misses in the large/slow MRAM portion. Thus, the embed-
ded MRAM portion enhances the performance of the large

FIGURE 4. Operations of latency-aware multi-retention time MRAM
based packet buffer (MR-PB).

MRAM portion by absorbing traffic that causes row buffer
misses. Packets are stored in either the embedded MRAM or
the large MRAM portion.

3) LATENCY-AWARE PACKET MAPPING WITH
MULTI-RETENTION TIME MRAM-BASED PACKET
BUFFER (MR-PB)
Typical routers/switches support hundreds to millions of out-
put queues. Each network flow (e.g., TCP/UDP connections)
is mapped to an output queue to guarantee quality of service
(e.g., bandwidth or latency). According to the service level
agreement, routers/switches provide differentiated services
to different queues. For instance, video traffic for interac-
tive video communication applications should guarantee tens
of milliseconds of end-to-end delay. Assuming that these
packets go through multiple hops (routers/switches), each
router/switch in the network path ends up processing packets
in less than a millisecond.

Consequently, packets are written to and read from
the packet buffer within the specified latency inside
routers/switches. If the usage of routers/switches (including
the number of flows and their QoS parameters) is known, the
maximum buffering capacity for different flows with diverse
buffering latency requirements (i.e., buffering time) can be
determined.

To maximize the utilization of the aforementioned unique
memory usage in routers/switches, the standalone portion
(large MRAM) of the packet buffer is partitioned into mul-
tiple partitions. Each partition can be implemented with
MRAM chips with different target retention times. The depth
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expansion method in DIMM can be used to build it. Figure 4
depicts the overall scheme of the partitioned packet buffer
with an example.

In the packet processor, when a packet arrives, the proces-
sor core classifies the output queue of the packet 1⃝. From the
associated queue number (Q1), its latency requirement infor-
mation (Lat1) is retrieved from the database 2⃝. This database
already exists in routers/switches as they need to keep track
of latency to guarantee quality of service. The retrieved
latency is used when the packet processor determines the
proper partition to ensure the retention time determined by
the latency requirement 3⃝. After this, the processor core
sends the address, data, and latency information (e.g. Lat1)
to the packet buffer memory controller 4⃝. The packet buffer
memory controller sends address and command information
to DIMMs, which select the corresponding partition that
satisfies the retention time requirement 5⃝. The size of par-
titions can be determined according to the usage plan of
routers/switches.

IV. RESULTS AND DISCUSSION
In this section, the setup for the simulation environment
will be discussed, encompassing the packet memory sys-
tem simulator and traffic generator. Subsequently, the sim-
ulation results will be presented for the two-tier packet
buffer structure and the latency-aware multi-retention time
MRAM-based packet buffer, accompanied by a discussion of
the associated costs for each scheme.

A. ENVIRONMENT
A simulator was implemented to assess the proposed scheme,
comprising an in-house memory traffic generator and a
memory system simulator. The memory system simula-
tor is based on DRAMSim2 [25] as we need to compare
the proposed scheme with a conventional DRAM-based
one and the MRAM/PCM-based packet buffer (baseline)
[11]. Table 3 shows the parameter values for the various
packet buffer systems, including the DRAM-based packet
buffer, MRAM/PCM-based packet buffer, and the proposed
MR-MRAM-based packet buffer, for comparison.

The router/switch receives internet traffic in bursts as the
TCP mechanism relies on traffic control to avoid severe con-
gestion in routes. To emulate this behavior, thememory traffic
generator stresses the packet buffer system by introducing
periodic congestion, referred to as the congestion period
(CP) [26]. The congestion period, during which the input
traffic is periodically overloaded, is set from 1 to 10 ms to
stress the packet buffer. However, for brevity, we only report
the results for the worst case (10 ms).

B. PERFORMANCE RESULTS
1) TWO-TIER PACKET BUFFER STRUCTURE (TT-PB)
In this test, the two-tier packet buffer is utilized without incor-
porating the multi-retention timeMRAM parts. The achieved
memory bandwidth is measured with respect to the IO bus
clock speed and the number of output queues. The write

TABLE 3. System configuration.

latency for the embedded MRAM portion is 5 ns since its
size is small and its required retention time is also small
[23]. The write latency for the large MRAM portion is fixed
at 62.5 ns, obtained from NVSim [28], to accommodate an
8-Gbyte packet buffer (8 channels).

The baseline measurement is taken with a 1.066 GHz bus
IO clock. Two additional bus IO clocks are used: 1.6 GHz and
3.2 GHz. The embedded MRAM size is set to 2 megabytes,
which is the optimal size reported in [11]. The number of
output queues ranges from 1,000 to 100,000.

In Fig. 5, it is observed that as the bus IO clock fre-
quency increases, a greater level of speedup is attained. This
is because the slow memory array of PCM in the baseline
MRAM/PCM-based packet buffer [11] cannot keep up with
the increasing IO clock speed. Speedups of up to 16% and
58% are achieved for 1.6 GHz and 3.2 GHz IO bus clocks,
respectively. Furthermore, as the number of queues increases,
the packet traffic is spread across multiple rows of cell arrays,
reducing row buffer locality and making the slow PCM write
latency more noticeable.

2) LATENCY-AWARE MAPPING WITH MULTI-RETENTION
TIME MRAM-BASED PACKET BUFFER (MR-PB)
Typically, different packets destined for different queues have
associated latency requirements. In general, packets may stay
in the routers/switches for a much shorter time than 100msec.
For instance, high-priority packets or video traffic packets
stay in the routers for less than 1 msec. With a 1 msec
retention time, the write latency for theMRAM can be further
reduced.

For this test, the large MRAM portion is divided into two
parts: a short retention timeMRAMpartition (write latency=

12.5 ns) and a long retention time MRAM partition (write
latency = 62.5 ns). The size of the two partitions is based on
the configuration of routers/switches. For example, if low-
latency traffic (1 msec packet buffer delay) and high-latency
traffic (100 msec packet buffer delay) account for 50% each
of the total traffic, the two partitions are sized accordingly.
In this experiment, the low retention time MRAM partition
(with a 1 msec packet buffer delay) is varied to encompass
10% to 90% of the total traffic.
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FIGURE 5. Normalized bandwidth of two-tier packet buffer with respect
to Q numbers for different bus IO clock speeds (embedded MRAM size =

2 Mbytes, congestion period = 10 msec).

The results are shown in Fig. 6. The X-axis represents the
number of queues ranging from 1,000 to 100,000. The differ-
ent colors in the legend represent the weight of low-latency
packet traffic ranging from 10% to 90%. The results are nor-
malized to the MRAM/PCM-based packet buffer [11] with
the same embedded MRAM size (2 Mbytes).

For a small number of queues, the high row buffer locality
makes the performance insensitive to the write latency of the
large MRAM portion. However, for a large number of queues
(100,000), the speedup gradually increases with respect to the
amount of low-latency packets. The speedup over the baseline
(MRAM/PCM-based packet buffer) is as much as 18.53%,
49.66%, and 60.04% for queue numbers of 1,000, 10,000, and
100,000 respectively. When the low-latency packets account
for 90%, MR-PB performs -0.57%, 5.27%, and 4.42% better
than TT-PB for queue numbers of 1,000, 10,000, and 100,000
respectively.

C. COST EVALUATION
The area cost is compared among the multi-retention time
MRAM-based packet buffer, the MRAM/PCM-based packet
buffer [11], and the DRAM-based packet buffer. The results
are reported in Table. 4. We use NVSim [28] to estimate
the area for PCM and MRAM memories and Cacti [29] for
DRAM memory, using a 22 nm process technology.

The MRAM/PCM-based packet buffer consists of an
MRAM and PCM portion, with the area for the MRAM
portion shown inside the parenthesis. MRAM/PCM has the
least area cost due to the high cell density of PCM chips.
The area cost of MR-MRAM is not significantly worse than
that of the DRAM-based packet buffer. An MRAM cell size
of 54 F2 is used in NVSim. According to [18], reducing the
cell size to 10 F2 is feasible, which would allow for further
area reduction. Both MR-MRAM and MRAM/PCM report

FIGURE 6. Normalized bandwidth of latency-aware multi-retention time
MRAM-based packet buffer with respect to Q numbers while varying the
weight for low latency packets (embedded MRAM size = 2 Mbytes,
congestion period = 10 msec, IO bus clock = 3.2 GHz).

TABLE 4. Area cost per channel.

the same area cost for the embedded MRAM portion, as both
designs use 2 Mbytes.

V. CONCLUSION
In this paper, a review is conducted on various existing works
that aim to implement high-bandwidth and highly available
packet buffers for internet routers/switches, along with their
limitations. To overcome these limitations, a proposal is made
for multi-retention time MRAM-based packet buffer archi-
tectures. The structure of the two-tier packet buffer (TT-PB)
involves the integration of a small/fast embedded MRAM
with a large/slowMRAM.The structure of themulti-retention
time MRAM-based packet buffer (MR-PB) utilizes multiple
MRAM parts with different retention times. The MR-PB
identifies the latency requirements of different packets and
ensures predetermined minimum data retention times by
mapping the packets to the appropriate partitions.

Both TT-PB and MR-PB demonstrate significant perfor-
mance gains over existing packet buffers using non-volatile
and volatile memories. TT-PB outperforms the baseline
MRAM/PCM-based packet buffer by up to 16% and 58% for
1.6 and 3.2GHz IO bus clock, respectively. Furthermore, with
MR-PB, an additional speedup of up to 5.27% is achieved
over TT-PB.

As a potential area for future research, the main idea of
this study can be applied to various streaming data applica-
tions characterized by bounded latency between write and
read operations. This approach enables the utilization of the
suitable retention time of MRAM, thereby facilitating higher
memory performance.
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