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ABSTRACT Deep reinforcement learning (DRL) has shown promising performance in various application
areas (e.g., games and autonomous vehicles). Experience replay buffer strategy and parallel learning strategy
are widely used to boost the performances of offline and online deep reinforcement learning algorithms.
However, state-action distribution shifts lead to bootstrap errors. Experience replay buffer learns policies
with elder experience trajectories, limiting its application to off-policy algorithms. Balancing the new and
the old experience is challenging. Parallel learning strategies can train policies with online experiences.
However, parallel environmental instances organize the agent pool inefficiently with higher simulation or
physical costs. To overcome these shortcomings, we develop four lightweight and effective DRL algorithms,
instance-actor, parallel-actor, instance-critic, and parallel-critic methods, to contrast different-age trajectory
experiences. We train the contrast DRL according to the received rewards and proposed contrast loss,
which is calculated by designed positive/negative keys. Our benchmark experiments using PyBullet robotics
environments show that our proposed algorithmmatches or is better than the state-of-the-art DRL algorithms.

INDEX TERMS Contrastive learning, deep reinforcement learning, different-age experience, experience
replay buffer, parallel learning.

I. INTRODUCTION
Deep neural network provides powerful representation capa-
bilities [1] for reinforcement learning. In the past few years,
deep reinforcement learning (DRL) has achieved great suc-
cess in various areas, such as market strategy [2], [3], robot
control [4], [5], and task planning [6], [7], [8]. Through
repeated interactions among agents and environments, DRL
learns a policy to maximize the expected return, represented
as a state or state-action value function. The actor-critic
architecture [9] is commonly used in DRL, where the actor
network generates actions based on state input, and the
critic network approximates the state or state-action value
function.

The effectiveness of the experience Replay buffer strategy
is proven to boost the performances of deep reinforcement
learning algorithms. Experience data is stored in an extra
buffer and sampled for model training. The replay buffer
can only be adopted by off-policy algorithms (e.g., deep
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deterministic policy gradient) since it stores data related to
older policies. Lee et al. [10] observe that for the off-policy
algorithms, state-action distribution shift leads to severe boot-
strap error. Kaplanis et al. [11] study the balance between
the new and the old experiences. If primarily focusing on
recent experiences, the agent can easily forget what to do
when it revisits states it has not seen in a while, resulting in
catastrophic forgetting and instability. However, by retaining
too many old experiences, the agent might focus too much
on replaying states that are irrelevant to its current policy,
resulting in a sluggish and noisy improvement in its perfor-
mance. Similarly, Zhang and Sutton [12] prove that using
‘‘different-age’’ experiences directly influences performance.
Novati and Koumoutsakos [13] emphasizes the importance
of the similarity between the old and most recent policies.
Wang et al. [14] analyze the challenges of balancing policy
regularization and policy cloning in offline RL methods.
In this paper, we try to solve this issue from the perspective
of the contrastive learning aspect. The proposed algorithm
balances the trade-off between the old and the current policies
through policy regularization. Another issue caused by the
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unbalanced usage of ‘‘different-age’’ policies is the compati-
bility issue [15].

Parallel learning strategies are effective for the online
DRL algorithms, where asynchronous execution on par-
alleled environment instances [16] collects less correlated
online experiences for training purposes. However, paral-
leled execution of multiple environment instances requires
a large overhead of computational resources for environ-
mental simulations or physical environmental resources.
Besides, Clemente et al. [17] study the issues of effective-
ness of using parallel agents’ experiences. On the other
hand, a parallel learning strategy can also be used for
the offline DRL algorithms to fully use the computation
resources, and collected experiences will be stored in a com-
mon replay buffer. The issue of experience replay buffer
discussed before also exists under this case. Moreover, the
parallel learning method provides a promising way to regu-
larize policies by balancing cloned old policies and focus-
ing on current ones. We try to illustrate this critical issue
deeply and propose four possible combination methods.
Based on our experiments, policy regularization and this
balance between old and current policies can improve the
performance of RL. These results match the conclusions of
existing works [11], [12], while we use different methods in
this paper.

This research proposes a contrast learning enhanced DRL
algorithm to address these issues. Contrast learning is an
unsupervised learning approach to distinguishing the positive
examples of similar objects and negative examples of dis-
similar objects [18]. The contrastive examples are stored in
a query dictionary [19]. The representation vectors of target
objects (called a query) should closely approximate the posi-
tive examples (called positive keys) and differentiate negative
examples (called negative keys). It is demonstrated that con-
trast learning can boost data efficiency in image recognition
where the performance of the proposed contrast predictive
model outperforms other semi-supervised and supervised
learning methods using only 1% of the dataset [20]. The
contrast information extracted from experience trajectories
can stabilize the observation data, de-correlate the updating
process, and thus improve the model performances. However,
there are three challenges to integrating DRL with contrast
learning: (i) How to use contrastive learning to balance
‘‘different-age’’ experiences, especially the elder experience
and the newest experiences? (ii) How to generate positive and
negative samples? (iii) How to design an efficient contrast
loss function for the training?

To address these challenges, we proposed four contrast
deep reinforcement learning (CDRL) methods: instance-
actor, parallel-actor, instance-critic, and parallel-critic.

• In the instance-actor method, the target actor network
generates negative keys, and the actor network generates
a query using the same mini-batch sample data from the
experience replay buffer. The target actor network uses

the most recently experienced data to generate positive
keys.

• In the parallel-actor method, an extra actor network is
trained to generate positive/negative keys with the most
recently experienced data. The critic network is used to
classify the positive and negative keys based on value
estimations.

The instance-critic and parallel-critic methods are similar
to the above two methods. More details are provided in
Section IV. To propose a proper contrast loss function,
we measure the distances between the query and posi-
tive/negative keys using the Jensen-Shannon divergence and
add importance weights to adjust the loss function values
based on the quality of positive/negative keys. We hypothe-
size that the quality of positive/negative keys is high when the
distance between the positive and negative keys is significant.
AMonte Carlo method is adopted to calculate the expectation
of the contrast loss function.

We implement the CDRL algorithms based on a deep
deterministic policy gradient (DDPG), since many advanced
algorithms are developed from DDPG, like twin delayed
deep deterministic (TD3). The performance of our pro-
posed CDRL algorithms is compared with six state-of-the-art
reinforcement learning algorithms, including DDPG [21],
D4PG [22], TD3 [23], PPO [24], SAC [25], and A2C [16].
The simulation results on PyBullet robotics environments
show that the proposed CDRL can boost performances and
convergence speed. The Pybullet environments are widely
used in research of DRL. They are free but a little bit different
from the famous MuJoCo environments.

In summary, our main contributions are:

1) To the best of our knowledge, the integration of
contrast learning and DRL in balancing different-age
experiences is less studied. Contrast learning can
enhance the actor/critic network representation ability
and knowledge learned from different-age trajecto-
ries. The format of the parallel learning method is
not novel. However, it serves as a great cutting point
for the combination of contrastive learning and rein-
forcement learning, and this research aspect is less
studied.

2) To study contrast learning from different viewpoints,
we propose four contrast learning methods, each
of which adopts a different way to generate posi-
tive/negative examples with different merits.

3) A novel contrast loss function is proposed, considering
the quality of positive/negative keys.

The organization of the remainder of this paper is as
follows: Section II illustrates the existing related work.
Section III describes the foundation of reinforcement learning
and contrast learning. In Section IV, we show details of
our proposed CDRL algorithms. Section V demonstrates the
advantages of our proposed method over the state-of-the-
art. In Section VI, we conclude our proposed approach and
discuss future studies.
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II. RELATED WORK
In the past few years, extensive studies have focused on
boosting the performance of DRL with various actor-critic
algorithms. Schulman et al. [26] propose the trust region
policy optimization algorithm for improving the policy
monotonically. Kronecker-factored trust region is introduced
by Wu et al. [27] to calculate the natural gradient effi-
ciently. Silver et al. [21] introduce the deterministic policy
gradient algorithm to replace the stochastic policy gradi-
ent algorithm with the experience replay buffer strategy.
Fujimoto et al. [23] approximate the actual state-action value
function with the minimum values of two critic networks’
estimations. Millán-Arias et al. [28] learn the environmental
dynamics with extra provided advice. Wang [29] combine
Hebbian learning with DRL to boost data efficiency.

Experience replay buffer and parallel learning are hot
research topics in DRL. Kong et al. [30] study the unbal-
anced utilization of the experience replay buffer. A half-
normal sampling probability window is proposed to sample
online experiences with higher probabilities. Li et al. [31]
propose to use the trajectory experience replay buffer to
overcome the disadvantages of offline algorithms. Similarly,
Yang et al. [32] propose an episodic memory as complemen-
tary to the experience replay buffer. Luu andYoo [33] propose
a Hindsight Goal Ranking (HGR) sampling algorithm for the
experience replay buffer.

Schmitt et al. [34] enable the participating agents to share
their experience with a standard replay module. Similar to
A3C, Nair et al. [35] propose a distributed learning architec-
ture for deep Q-network [36], which includes parallel actors,
parallel learners, a distributed neural network, and a dis-
tributed experience replay buffer. Grounds and Kudenko [37]
propose a parallel SARSA algorithmwhere agents are trained
separately and share weights periodically. Horgan et al. [38]
propose using multiple actors with a shared neural network to
interact with environments. A learner is employed to sample
data and update the parameters of the shared neural net-
work. Nair et al. [35] deploymultiple DQN agents on parallel
environment instances to collect massive experience into the
experience replay buffer.

Contrast learning provides a new unsupervised learning
framework, which attracts increasing attention. He et al. [39]
propose a dynamic dictionary constructor with the momen-
tum contrast strategy, which could decouple the dictionary
size from the mini-batch size and maintain consistency.
Wu et al. [40] put all positive/negative keys in a memory
bank. Hadsell et al. [19] propose two loss functions for simi-
lar and dissimilar pairs and restrict the dissimilar pairs within
a margin. Wu et al. [40] propose a non-parametric softmax
loss function to maximize the distinction between instances.
Besides, the noise-contrastive estimation [41] is used to
approximate the softmax value. Moreover, Bell and Bala [18]
focus on learning similarity metrics with contrast learning
and evaluate the performances of embedding by training
with contrastive loss, object classification softmax loss, and
both. Tian et al. [42] propose a contrastive multiview coding

method that captures information shared between multiple
sensory views. Chopra et al. [43] propose a contrast learning
method with a similarity metric to address the data unbalance
issue. Srinivas et al. [44] prove the success of contrastive
unsupervised representations in improving the performance
of DRL by finding better feature vectors of input images.
Like [45], Zhu et al. utilize inputting images to generate
positive and negative keys, restricting the proposed algorithm
to environments with video inputs. Unlike our paper, our
work focuses on efficient parallel learningmethods to balance
different-age experiences instead of finding powerful feature
vectors on image inputs.

III. BACKGROUND
A. ACTOR-CRITIC REINFORCEMENT LEARNING
Reinforcement learning is an efficient approach to learn-
ing the decision-making process through agent-environment
interactions. Given the environment state st ∈ S at time
step t , the agent chooses actions at ∈ A following a policy
π : S 7→ A. Here, S and A denote the state space and the
action space, respectively. After executing the actions at , the
agent receives immediate reward rt from the environment and
transits into the next state st+1 based on the transition function
satisfying p(st+1 | s1, a1, . . . , st , at ) = p(st+1 | st , at ). Then
the agent generates the next action at+1 and repeats the above
process until the decision process is terminated. The objective
function of DRL is the expectation of return represented as
J (π ) = E[Rγ

t | π ], where the return is denoted in Eq. (1).

Rγ
t =

∞∑
i=t

γ i−tr(si, ai), 0 < γ < 1 (1)

Here, we take the deterministic policy gradient algorithm
as an example for demonstration [46]. State-action value,
or named as Q value, is the foundation of DDPG. Given
st , at , π and the discounted state distribution ρπ ,Q value can
be represented as in Eq. (2).

Qπ (st , at ) = Es∼ρπ ,a∼π [R
γ
t | st , at ] (2)

where ρπ (s′) :=
∫
S
∑
∞

t=1 γ t−1p1(s)p(s → s′, t, π)ds [21].
According to the chain rule, Q value can be calculated by
Eq. (3).

Qπ (st , at ) = Es∼ρπ (r(st , at )

+ γ Eat+1∼π [Qπ (st+1, at+1)]) (3)

Experience replay buffer is utilized in DDPG. β is the elder
stochastic behavior policy sampled from the replay buffer.
ρβ (s′) :=

∫
S
∑
∞

t=1 γ t−1p1(s)p(s → s′, t, β)ds. The actor
network and the critic network are parameterized by φ and
θ , respectively. The performance objective and its gradient
can be written as

Jβ (πφ) =
∫
S
ρβ (s)Qπ (s, πφ(s))ds (4)

h

θ

Jβ (πφ) ≈ Es∼ρβ [
h

θ

πφ(s)
h

a

Qπ (s, a) |a=πφ (s)] (5)
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FIGURE 1. Contrastive learning mechanism (The parameters of the query
encoder are optimized based on the contrastive loss. The parameters of
the key encoder are optimized with soft update strategy or trained
separately.).

The loss function of the critic network can be approximated
as in Eq. (6).

L(θ ) = Est∼ρβ ,at∼β [(yt − Qθ (st , at | θ ))2] (6)

where yt = r(st , at ) + γQθ ′ (st+1, µθ ′ (st+1) | θ ′), and target
critic network and target actor network are parameterized by
θ ′ and θ ′, respectively.

B. CONTRAST LEARNING
Contrast learning is to build an encoded keys dictionary
{k−1 , k−2 , . . . , k−M , k+}. When an encoded query representa-
tion vector q comes, one positive key representation vector,
k+, matches q. The remaining M keys {k−1 , k−2 , . . . , k−M }
are negative keys k−. A contrastive loss is a function
L ′(q, k+, k−) whose value is low when q is similar to its
matched k+ and dissimilar to k−. As illustrated in Fig. 1, the
parameters of the query encoder are trained to minimize the
contrastive loss. The main challenges of contrastive learning
are the selection of key encoders and the contrast loss con-
struction. In the traditional application of contrast learning
in vision tasks, the positive key inputs are generated easily
by a data augmentation strategy like picture rotation. The
negative key inputs indicate the picture of other categories.
Thus, the quality of the key dictionary is guaranteed. How-
ever, in DRL, the environment states and the actions may
be continuous. The quality of the keys dictionary can not be
taken for granted. Moreover, the size of the ideal dictionary
is enormous. According to these observations, we propose a
new contrast loss function considering the quality of the key
dictionary.

C. CONTRAST LOSS FUNCTION
One challenge of contrastive learning is to find a proper
loss function. Unimodal loss functions, like mean squared
error, are not very useful because representation vectors can
be represented as a high-dimensional conditional probabil-
ity distribution. The contrast loss is designed to minimize
D(P(q | inputq),P(k+ | inputk+ )) and maximize D(P(q |

inputq),P(k− | inputk− )), where D is the distance estimator.
inputq, inputk+ , and inputk− are the corresponding encoder
inputs. Using the Jensen-Shannon divergence as a distance
estimator, we propose a new contrast loss function for its
application in DRL, as shown in Eqs. (7-8).

L ′ =
M∑
i=1

(exp(D(k+, q))− exp(D(k−i , q)))wi (7)

wi =
exp(D(k+, k−i ))∑M
j=1 exp(D(k+, k−j ))

(8)

where wi is an importance weight parameter measuring the
quality of the pair of keys (k+, k−i ). If the distance between
k+ and k−i is small, the key pair provides less information.
If the above distance is large, the key pair provides more
information. From the viewpoint of the expectation, L ′ can
be rewritten as (9).

L ′ = Epk+,k−
(exp(D(k+, q))− exp(D(k−, q))) (9)

where pk+,k− refers to the quality probability of the sampled
keys dictionary. The Jensen-Shannon divergence operator
D(a, b) is calculated according to (10-11).

D(a, b) =
1
2
KL

(
a
∣∣∣∣a+ b

2

)
+

1
2
KL

(
b
∣∣∣∣a+ b

2

)
(10)

KL(a||b) = −
∑
x∈X

a(x) log
a(x)
b(x)

(11)

Thus, the actor’s parameters φ are updated according to the
gradient calculated in (12), and the critic’s parameters θ are
updated according to the gradient calculated in (13).

h

φ

J̃ (φ) =
h

φ

J (φ)+ β1

h

φ

L ′(φ) (12)

h

θi

L̃(θ ) =
h

θ

L(θ )+ β2

h

θ

L ′(θ ) (13)

where β1 and β2 are hyperparameters. In this paper, we set
β1 = 0.5 and β2 = 0.5.
We referenced and tested several popular loss functions.

Based on our experiments, the JSD-based loss function is
better than the others. A potential reason is that trajectories
in the replay buffer are collected with different policies and
may differ from the current policy. The probability distribu-
tions of some policies may have less overlapped areas. The
JSD-based loss function is symmetric and is designed to solve
this headache. As for the training process, we do not pass the
gradient through the parallel networks. Of course, thismethod
is feasible. In this paper, we add extra sample batches in each
time step. Compared with the baseline, we use the ‘‘bigger’’
batch size. However, this operation will not influence the
complexity largely.

IV. CONTRASTIVE DEEP REINFORCEMENT LEARNING
METHODS
This section discusses the four CDRL methods. The differ-
ences lie in the approaches to generating positive and negative
keys.

97110 VOLUME 11, 2023



D. Wang, M. Hu: Contrastive Learning Methods for DRL

Algorithm 1 Pseudocode of the Instance-Actor Method
1: Initialize critic networks Qθ1 (s, a | θ1), target critic net-

works Qθ ′1
(s, a | θ ′1) with θ ′1 ← θ1, actor network πφ(s),

target actor network πφ′ (s) with φ′ ← φ, experience
replay buffer with size N .

2: for episode k = 1 to K do
3: for t = 1 to Tk do
4: Observe state st , and generate action at =

πφ(st )+ ηt where ηt denotes a random process.
5: Execute action at , receive reward rt , next state
st+1.

6: Add one transition (st , at , rt , st+1) to replay
buffer.

7: Sample a minibatch of b1 transitions
[st , at , rt , st+1]b1 . Calculate the query vector πφ(sb1 )
and the negative keys πφ′ (sb1 ).

8: Fetch the recent experienced minibatch of
b2 transitions [st ]b2 . Calculate the positive keys πφ′ (sb2 ).

9: Update critic with the loss function in Eq. (6).
10: Calculate the contrast loss with the query vector,

positive and negative keys according to Eq. (9). Update
actor with the performance function with the modified
loss function Eq. (12).

11: Update the target actor and the target critic net-
works with the soft update trick.

12: end for
13: end for

FIGURE 2. Instance-actor contrastive learning method.

A. INSTANCE-ACTOR METHOD
In this method, the actor network is considered a query
encoder, and the target actor network is considered a key
encoder. As shown in Fig. 2, in each training time step,
we sample a batch of data [st , at , rt , st+1]b1 from the replay
buffer and [st ]b2 indicates the most recent experienced trajec-
tories. Actor network πφ takes [st ]b1 as inputs and generates
query. Target actor network πφ′ takes [st ]b1 as inputs and
generates the negative key. Because the target actor network
utilizes the temporal difference error strategy and the delay
updating strategy, the target actor network parameters are
updated behind the actor network parameters. To keep explor-
ing new areas in the action space, the output of the actor
network and the target network should be different, which
prohibits falling into near-optimal actions. Thus, we maxi-
mize the distance between the query and the negative keys
according to Eq. (12). On the other hand, the target actor

FIGURE 3. Parallel-actor contrastive learning method.

network πφ′ takes the most recent experienced trajectories
as inputs and generates the positive key. Since the policy
keeps being trained iteratively, the current policy should be
better than the elder policy resulting in the recently experi-
enced state having a higher possibility of being visited by the
optimal policy than the elder state. Thus we should minimize
the distance between the query and the positive key to learn
the knowledge embedded in online policy and mitigate the
side effects of the off-policy. The pseudocode is presented in
Algorithm 1.

B. PARALLEL-ACTOR METHOD
In this method, one actor network is the query encoder,
and the remaining n actor networks are the key encoders.
As shown in Fig. 3, in each training time step, we sample
a batch of data [st , at , rt , st+1]b1 from the replay buffer.
Actor network πφ takes [st ]b1 as inputs and generates query.
Meanwhile, wemaintain extra n actor networksπφ1 , . . . , πφn .
These actor networks take most recent experienced trajec-
tories [st ]b2 as inputs and generate the dictionary {k+, k−}.
A ranker sorts the keys based on the value estimates provided
by the critic network Qθ1 . The key with the highest Q value
is the positive key k+, and the remaining keys are classified
as the negative keys k−. By minimizing the distance between
the query and the positive key and maximizing the distance
between the query and the negative keys as in Eq. (12),
the actor network πφ directly learns the representations of
online policies from different peers. Since the n actor net-
works are trained separately based on the same experience
replay buffer, we raise the data efficiency by times.Moreover,
we exploit the difference in peers’ training trajectories. The
positive key labels are currently the best policy, and the
negative keys are labeled as bad policy examples. DDPG
algorithm selects actions deterministically without evalua-
tions over the action spaces. Integrating this information
through contrastive learning leads to raising the exploration
ability. The pseudocode is presented in Algorithm 2.

C. INSTANCE-CRITIC METHOD
This method adopts the critic network as the query encoder
and the target critic network as the keys encoder. As shown in
Fig. 4, in each training time step, we sample a batch of data
[st , at , rt , st+1]b1 from the replay buffer and [st , at ]b2 denotes
the most recent experienced data. Critic network θ takes
[st , at ]b1 as inputs and generates query. Target critic network
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Algorithm 2 Pseudocode of the Parallel-Actor Method
1: Initialize critic networks Qθ1 (s, a | θ1), target critic net-

works Qθ ′1
(s, a | θ ′1) with θ ′1 ← θ1, actor network πφ(s),

target actor network πφ′ (s) with φ′ ← φ, experience
replay buffer with size N .

2: Initialize n extra actor networks πφi (s) i=1,2,. . . n.
3: for episode k = 1 to K do
4: for t = 1 to Tk do
5: Observe state st , and generate action at =

πφ(st )+ ηt where ηt denotes a random process.
6: Execute action at , receive reward rt , next state
st+1.

7: Add one transition (st , at , rt , st+1) to replay
buffer.

8: Sample a minibatch of b1 transitions
[st , at , rt , st+1]b1 . Calculate the query vector πφ(sb1 ).

9: Fetch the recent experienced minibatch of
b2 transitions [st ]b2 . Calculate n ∗ b2 keys πφi (sb2 ),
i=1,2,..n. and corresponding n ∗ b2 actions an∗b2 .

10: Rank keys according to the estimations of Q
value Qθ1 .(sb2 , an∗b2 ). b2 Keys with the highest Q values
are viewed as the positive keys, while the remaining serve
as the negative keys.

11: Update critic with the loss function in Eq. (6).
12: Calculate the contrast loss with the query vector,

positive and negative keys according to Eq. (9). Update
actor with the performance function in Eq. (12).

13: Update the extra n actors with the performance
function in Eq. (5).

14: Update the target actor and the target critic net-
works with the soft update trick.

15: end for
16: end for

FIGURE 4. Instance-critic contrastive learning method.

θ ′ takes [st , at ]b2 as inputs and generates the positive key.
Meanwhile, target critic network θ ′ takes [st , at ]b1 as inputs
and generates the negative keys. Because the target critic
network utilizes the delay updating strategy, the parameters
of the target critic network are updated behind the parameters
of the critic network. Fujimoto et al. [23] prove that more
updates of the critic network will provide more accurate esti-
mations. The output of the critic network and the target critic
network should be different, which overcomes underestima-
tion and overestimation to some extent. Thus, we maximize

Algorithm 3 Pseudocode of the Instance-Critic Method
1: Initialize critic networks Qθ1 (s, a | θ1), target critic net-

works Qθ ′1
(s, a | θ ′1) with θ ′1 ← θ1, actor network πφ(s),

target actor network πφ′ (s) with φ′ ← φ, experience
replay buffer with size N .

2: for episode k = 1 to K do
3: for t = 1 to Tk do
4: Observe state st , and generate action at =

πφ(st )+ ηt where ηt denotes a random process.
5: Execute action at , receive reward rt , next state
st+1.

6: Add one transition (st , at , rt , st+1) to replay
buffer.

7: Sample a minibatch of b1 transitions
[st , at , rt , st+1]b1 . Calculate the query vector
Qθ1 (sb1 , ab1 ) and the negative keys Qθ ′ (sb1 , ab1 ).

8: Fetch the recent experienced minibatch of
b2 transitions [st , at ]b2 . Calculate the positive keys
Qθ ′ (sb2 , ab2 ).

9: Update actor with the loss function in Eq. (5).
10: Calculate the contrast loss with the query vector,

positive and negative keys according to Eq. (9). Update
critic with the performance function with the modified
loss function Eq. (13).

11: Update the target actor and the target critic net-
works with the soft update trick.

12: end for
13: end for

FIGURE 5. Parallel-critic contrastive learning method.

the distance between the query and the negative keys accord-
ing to Eq. (13). On the other hand, since the policy keeps
being trained iteratively, the current policy should be better
than the elder policy, resulting in the recently experienced
trajectories being more important than the elder trajectories.
As proved in [15], the learned knowledge from the recent
trajectories will solve the compatibility issue among the actor
and critic networks. Thus we should minimize the distance
between the query and the positive key. The pseudocode is
presented in Algorithm 3.

D. PARALLEL-CRITIC METHOD
This method adopts one of the critic networks as a query
encoder and extra critic networks as key encoders. As shown

97112 VOLUME 11, 2023
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TABLE 1. Summary of four contrastive learning methods.

Algorithm 4 Pseudocode of the Parallel-Critic Method
1: Initialize critic networks Qθ1 (s, a | θ1), target critic net-

works Qθ ′1
(s, a | θ ′1) with θ ′1 ← θ1, actor network πφ(s),

target actor network πφ′ (s) with φ′ ← φ, experience
replay buffer with size N .

2: Initialize n extra critic networks Qθ̃i
i=1,2,. . . n.

3: for episode k = 1 to K do
4: for t = 1 to Tk do
5: Observe state st , and generate action at =

πφ(st )+ ηt where ηt denotes a random process.
6: Execute action at , receive reward rt , next state
st+1.

7: Add one transition (st , at , rt , st+1) to replay
buffer.

8: Sample a minibatch of b1 transitions
[st , at , rt , st+1]b1 . Calculate the query vector
Qθ1 (sb1 , ab1 ).

9: Fetch the recent experienced minibatch of
b2 transitions [st , at , rt , st+1]b2 . Calculate n∗b2 keysQθ̃i

,
i=1,2,..n.

10: Rank keys according to the MSE(Qθ̃i
, yt ),

i=1,2,..n). b2 Keys with the lowest MSE values are
viewed as the positive keys, while the remaining serve
as the negative keys.

11: Update actor with the loss function in Eq. (5).
12: Calculate the contrast loss with the query vector,

positive and negative keys according to Eq. (9). Update
critic with the performance function with the modified
loss function Eq. (13).

13: Update the extra n critic with the performance
function in Eq. (6).

14: Update the target actor and the target critic net-
works with the soft update trick.

15: end for
16: end for

in Fig. 5, we sample a batch of data [st , at , rt , st+1]b1 from
the replay buffer, and [st , at , rt , st+1, ]b2 denotes the most
recent experienced data. Critic networkQθ1 takes [st , at ]b1 as
inputs and generates query. Meanwhile, we maintain n critic
networksQθ̃1

, . . . ,Qθ̃n
. These n critic networks take [st , at ]b2

as inputs and generate the dictionary {k+, k−}. A ranker sorts
the keys based on the mean square errors (yt −Qθ̃1,...,n

)2. The
key with the lowest error is the positive key, and the remain-
ing is the negative one. Similarly, we minimize the distance
between the query and the positive key while maximizing the
distance between the query and the negative keys. Since the n

critics are trained separately with the same experience replay
buffer, we increase the data efficiency by times. Moreover,
we exploit the difference in peers’ training trajectories. The
positive key labels are currently the most accurate Q value,
and the negative keys are labeled as less accurate Q val-
ues. The idea of multiple critic networks is similar to TD3,
which has proven performance improvement. However, the
difference is that the most recently experienced trajectories
are utilized instead of randomly sampled from the buffer.
Moreover, Zhang et al. [47] find the underestimation issue in
TD3 in which two critic networks are utilized. They propose
to use three critic networks to find the balanced weights.
However, our proposed methods learn all critic networks’
representations. The pseudocode is presented in Algorithm 4.

Table 1 summarizes the differences among different pro-
posed methods. Policy improvement and policy evaluation
are two essential parts of DRL methods. Based on [48],
better policy evaluations can always lead to better policies.
Parallel-actor and parallel-criticmethodsmaintain extra num-
bers of actor networks and critic networks in the parallel-
learning framework. Besides, the introduction of the ranker
increases the complexity. Furthermore, the inaccurate esti-
mated Q value brings accumulated error in the ranker of the
parallel-actor method in the training process. On the other
hand, the parallel-critic method takes the stable y value in the
ranker.

The complexity of Q learning is intractable for the contin-
uous state-action spaces [49]. In this paper, we analyze the
time complexity of our proposed methods simply. Assume d
is the length of the episode and m is the training episodes.
DDPG visits each data point in the replay buffer multiple
times. s denotes the sampling times of each data point at
each time step. The complexity of DDPG is m2

∗ d2 ∗ s.
The complexity of the instance-actor and the instance-critic
methods are m2

∗ d2 ∗ s + m ∗ d ∗ b2, where b2 is the batch
size of the recent experience trajectories. The complexity of
the parallel-actor and the parallel-critic methods are (n+ 1)∗
m2
∗d2∗s+m∗d∗b2+m∗d∗b2∗log(b2). n extra parallel actor

networks or critic networks are maintained, and a sequencing
operation is required in the ranker operator.

Our proposed contrastive learning methods have higher
data efficiency than DDPG. Assume the batch size of DDPG
is b1. The total number of positive and negative keys is n times
of b1. In instance-actor and instance-critic methods, b2 =
n∗b1. For each time step, extra n times experience trajectories
will be utilized for the training purpose. In parallel-actor
and parallel-critic methods, b2 = b1. For each time step,
an extra 2 ∗ n times experience trajectories will be utilized
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TABLE 2. The maximum mean rewards of five proposed methods in four environments.

FIGURE 6. Performance comparisons among five proposed methods in four environments.

for the training purpose because extra n neural networks are
trained.

Similar to [21] and [39], the convergence of proposed
methods can be proved. According to Eq. 7, when our pro-
posed methods converge, positive keys and negative keys
are similar. Namely, D(k+, q) ≈ D(k−i , q). The proposed
contrastive loss approaches zero. Then we can refer to the
convergence proof of the DDPG method.

V. SIMULATION RESULTS
Our proposed algorithms are tested at six Pybullet environ-
ments (Ant, HalfCheetah, InvDoublePen, InvPenSwingup,
Hopper, Walker2d). Six benchmarks are from Maxim
Lapan [46], involving two popular online methods (A2C,
PPO) and four popular offline methods (SAC, DDPG, D4PG,
TD3). Implementation details of benchmarks can be found
at [46]. To match the basic settings of benchmarks, the actor
and critic networks comprise two fully connected neural
network layers with 400 and 300 hidden units. Here, the
300 hidden-unit layer indicates the logic layer. For simpli-
fication, we decrease the dimension from 300 to 20 with
another mean operator layer, which calculates the mean value
of every 15 dimensions. The sensitive analysis of these hyper-
parameters will be discussed later. The experience replay

buffer and batch size are 50,000 and 128, respectively. We set
the number of keys to 4 times. Thus, in instance-actor and
instance-critic methods, b2 = 4 ∗ 128. Based on our experi-
ments, simply increasing the batch size from 128 to 4∗128 in
the DDPG method can not boost the performance of received
rewards and convergence, which matches the conclusion
of [50]. In parallel-actor and parallel-critic methods, 4 extra
networks are trained, and b2 = 128.The sensitive analysis
of the number of keys will be discussed later. The Adam
optimizer is used for both actor and critic networks. The
ReLU activation operator is used in all layers. The learning
rate is 0.001.

The figure 6 shows the received mean rewards of five pro-
posed CDRLmethods in the training process of four environ-
ments. The total training time steps are 2e6. To plot the figure,
we run the testing every 1e4 time steps. The combined-all
CDRL algorithm means the combination of instance-actor,
parallel-actor, instance-critic and parallel-critic CDRL meth-
ods. These curves clearly show that the combined-all CDRL
method receives the maximum mean rewards and highest
convergency speed in these four environments. Parallel-
critic CDRL is better than parallel-actor CDRL in received
rewards and convergency speed, since inaccurate policy esti-
mations in the training process of parallel-actor CDRL may
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FIGURE 7. Performance comparisons among Parallel-critic CDRL and other benchmarks in six environments.

TABLE 3. The maximum mean rewards of Parallel-critic CDRL and other benchmarks in six environments.

introduce extra errors. In the parallel-critic CDRL method,
the y values are less biased. With the assistance of a parallel-
learning framework, parallel-critic and parallel-actor receive
larger maximum mean rewards and convergence speeds than
instance-critic and instance-actor methods. The convergence
of the instance-actor CDRL method is a little bit worse
than the others since the instance-actor CDRL utilizes the
target actor network to generate positive/ negative keys, and
the target actor network is conservative. Table 2 shows the
maximum mean rewards of five proposed CDRL methods
in four environments. For example, in the Ant environ-
ment, Combined-all CDRL is 3.04% larger than parallel-
critic CDRL, 7.27% larger than parallel-actor CDRL, 10.38%
larger than instance-actor CDRL, and 11.99% larger than
instance-critic CDRL in received maximum mean rewards
respectively. Similarly, in the HalfCheetah environment,
parallel-critic CDRL is 5.04% larger than parallel-actor
CDRL, 7.25% larger than instance-critic CDRL, and 12.75%
larger than instance-actor CDRL in received maximum mean
rewards respectively.

The figure 7 shows the received mean rewards of five
proposed CDRL methods in the training process of four
environments. The total training time steps are 2e6. To plot
the figure, we run ten times of testing every 1e4 time
steps. Typically, online methods require more training steps
than offline methods. But 2e6 is sufficient for the train-
ing purposes of offline methods. These curves clearly show
that the parallel-critic CDRL method receives the maxi-

mum mean rewards and highest convergency speed among
six benchmarks in these six environments. Table 3 shows
the maximum mean rewards of the proposed parallel-critic
CDRL method and six other benchmarks in six envi-
ronments. For example, in the HalfCheetah environment,
parallel-critic CDRL is 5.33% larger than TD3, 24.50%
larger than DDPG, and 41.67% larger than SAC in max-
imum mean rewards, respectively. In the Walker2D envi-
ronment, parallel-critic CDRL is 5.59% larger than TD3,
15.03% larger than DDPG, and 21.48% larger than SAC in
maximum mean rewards, respectively. In the InvDoublePen
environment, our proposed parallel-critic CDRLmethod con-
verges around 7e5 time steps, which is faster than the other
benchmarks.

As mentioned, implementation details of benchmarks can
be found at [46]. For fairness, we set the hidden units as
300 and then compress the dimension to 20 with the mean
operator. Figure 8 shows the sensitive analysis of hidden
units in the HalfCheetah environment of the parallel-critic
CDRL method. Decreasing the number of hidden units
from 300 to 100 causes the maximum mean rewards to
drop from 2010.44 to 1833.28, while increasing the dimen-
sion from 20 to 40 leads to the maximum mean rewards
rising from 2010.44 to 2163.32. In conclusion, reasonably
higher dimension hidden units involve more contrastive
information. However, high dimensions, like increasing the
dimension from 20 to 100, will increase the computation
cost hugely, which is not recommended. Figure 9 shows the
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FIGURE 8. Sensitivity analysis of hidden units in HalfCheetah
environment.

FIGURE 9. Sensitivity analysis of the total number of keys in HalfCheetah
environment.

sensitive analysis of the total number of keys in the HalfChee-
tah environment. The received maximum mean reward of
parallel-critic CDRL with 8 times keys is 2321.52, 6.59%
larger than the method with 6 times keys, and 15.47% larger
than the method with 4 times keys.

The advantages of the proposed contrast deep reinforce-
ment learning algorithm can be summarized below.

• Firstly, the mean maximum rewards of CDRL match
or are vastly better than the state-of-art algorithms.
Besides, the convergence speed of CDRL matches or is
higher than the others, and the standard deviation of the
mean rewards of DRL matches or is less than the others.

• Secondly, with the help of the contrast learning structure,
CDRL balances and learns from different-age experi-
ences. By utilizing online experiences, CDRL can over-
come the shortcomings of off-policy algorithms.

• Thirdly, unlike most parallel learning frameworks,
CDRL is more data-efficient and resource-saving with-
out parallel execution of environment instances.

• Lastly, positive and negative keys provide extra informa-
tion to assist the training process of DRL.

VI. CONCLUSION
The integration of deep learning and reinforcement learning
brings great success. The success of the experience replay
buffer strategy and parallel learning strategy has been proven

recently. The experience replay buffer stores data generated
by elder policies that differ from the current policy. The
state-action distributions shift leads to bootstrap error. If the
most recently experienced trajectories in the buffer keep
being sampled, off-policy algorithms will be degraded to
online policy algorithms. The issue of balancing different-age
experiences is challenging. The parallel learning strategy can
regularize policies via different experiences from parallel
environmental instances. However, these parallel environ-
mental instances require higher simulation or physical costs.
This paper introduces contrast learning into deep reinforce-
ment learning with four different contrast learning methods:
instance-actor, parallel-actor, instance-critic, and parallel-
critic methods. Negative and positive keys provide extra
information about different-age experiences. Our proposed
algorithms can have the advantages of both online and offline
policies. Besides, a new contrast loss is proposed based on
the quality of positive/ negative keys. Experiments prove that
our proposed algorithm can match or perform better than the
state-of-the-art DRL algorithms with six environments.

In the future, we will extend our contrast learning method
to multi-agent reinforcement learning algorithms. Compared
with the single-agent system, multi-agent deep reinforcement
learning is more complicated. Besides, the contrast learn-
ing among different agents will bring many advancements.
Moreover, the graph convolutional neural network [51] is a
promising alternative to the contrast learning method.
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