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ABSTRACT In the midst of the ongoing COVID-19 pandemic, there has been a surge in scientific literature
aimed at understanding the virus and its impact. However, it has become challenging for a researcher to deal
with thousands of articles published daily. This paper proposes a novel deep-learning architecture to organize
a large dataset of COVID-19-related scientific literature and provides a clear overview of the current state of
knowledge. The proposed model is developed based on two main bases to ensure robustness and efficiency.
In particular, we trained a denoising autoencoder with clean and noisy data to make the model can balance,
preserving the underline structure and generalizing the new unseen data. Furthermore, the cornerstone of
the proposed architecture lies in training the autoencoder using a two-fold objective function that jointly
incorporates the data’s reconstruction and clustering. The advantage behind this combination is to avoid the
distortion of the latent space and to improve the model efficiency. Afterward, we use the Latent Dirichlet
Allocation (LDA) to analyze the document’s topics. For the sake of computational efficiency, instead of
feeding the LDA with the whole dataset of documents, we fed it with the clusters produced in the phase
of dimensionality reduction and clustering to count the frequency of topics in each cluster. The model was
trained on a large public corpus of COVID-19-related articles and evaluated using a set of evaluation metrics.
Experimental results indicate the superiority of our proposed model compared to several recent studies.

INDEX TERMS Clustering, COVID-19, deep learning, dimensionality reduction, document organization,
topic modeling.

I. INTRODUCTION
The COVID-19 pandemic [1], which broke out in 2019 and
continues to do so, poses a significant threat to human-
ity, resulting in hundreds of millions of cases and a few
million deaths [2], [3]. COVID-19 has swept through the
globe and affected the health system, causing unparalleled
economic downturn, the total quarantine of citizens, the clos-
ing of international borders, and the unavailability of many
services [4], [5].
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All governments have made significant efforts to stop the
epidemic from spreading and limit the damage it causes.
In addition, thousands of researchers worldwidewere and still
are attempting, in their respective disciplines, to produce new
vaccines, re-purpose or propose new medications, develop
means for tracking population contamination, and research
the impacts of the lockdown on countries’ economies and
individual psyches, and so on [6], [7], [8], [9]. This has
resulted in a rapid increase in the number of scientific arti-
cles covering COVID-19, SARS-CoV-2, and related coro-
naviruses [10]. The number of published papers is over
1,000,000 scholarly articles, including over 400,000 with full
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text, which continues to increase exponentially. COVID-19-
related documents cover a wide range of disciplines and have
specific requirements with specific characteristics, such as
the type of data (e.g., clinical data, epidemiological data) that
require particular processing and analysis.

Indeed, staying up to date with the latest scientific
advances in this field, navigating through the hundreds of
thousands of related articles that were published recently,
or finding articles that answer a specific question or deal with
a particular aspect of COVID-19 has become extremely diffi-
cult, for a researcher or decision-maker. Locating the desired
COVID-19 documents within this huge corpus of documents
is important for several reasons. First, each document handles
the COVID-19 issue from a different point of view depend-
ing on the field in which the authors work. For instance,
economists try to estimate the economic losses caused by the
pandemic and to which extent the economy can resist this
issue. In addition, data scientists are interested in incorporat-
ing AI techniques to facilitate the detection of this disease.
This richness and interdisciplinary motivates the develop-
ment of efficient tools to organize the existing documents and
to reach the desirable documents effectively. Second, if one
is interested in AI-based solutions for COVID-19, picking up
the appropriate AI technique to deploy depends on several
factors. For instance, the performance of AI solutions can
be heavily influenced by the imaging modality to consider
(e.g., Computed Tomography scan or Chest X-Ray). Another
essential question to answer before adopting a specific tech-
nique is to check whether the technical requirements are sat-
isfied. For instance, compared to the conventional approach,
deep-learning-based solutions require a large amount of data
to train and hardware with high specifications.

Recently, very few studies have discussed this topic.
From one point of view, the existing studies can be cate-
gorized into conventional and deep-based approaches. The
first category includes the works [11], [12], [13] that use the
conventional machine learning approaches involving Princi-
pal Component Analysis, Expectation Maximization (EM),
t-distributed student neighbor embedding (t-SNE), etc. The
second approach involves developing deep-based methods to
organize COVID-19-related literature [14]. Although these
studies have dealt with the problem at hand, much effort is
still needed to achieve the desired goal. In particular, the
conventional machine learning techniques [12] lack the gen-
eralization power, especially with the constantly increasing
number of documents. For instance, considering the k-means
algorithm to perform document clustering can yield incon-
sistent solutions because of the high dimension of data.
In addition, for the deep architectures based on auto-encoder
(AE) [15], the AE is designed to perform both document
clustering and input reconstruction. Nevertheless, performing
such joint processes separately could negatively affect the
learned latent space.

This paper introduces a novel deep learning-based frame-
work called Deep Joint Reconstruction and clustering
(DJRC) for exploring and organizing a large-scale dataset of

COVID-19-related documents. The proposed method jointly
performs dimensionality reduction and clustering using a
two-fold objective function. More precisely, we propose an
architecture of denoising autoencoder with three compo-
nents: two different encoders and one decoder. The two
encoders are called clean and noisy encoders, depending on
the data type they are trained on (clean and noisy data, respec-
tively). Noisy data are documents that are not pre-processed,
while clean documents are pre-processed prior to feeding
them to the auto-encoder. The three components are trained
using the two-fold objective function, where the first term in
this function represents the reconstruction loss, which aims
to reduce the input features’ dimensionality. The second term
seeks to predict cluster assignments. Two distinct matrices
associated with clean and noisy encoders during the training
phase are updated iteratively to accomplish this. Afterward,
the Latent Dirichlet Allocation (LDA) is employed for topic
modeling. LDA identifies the main topics covered in the
documents to understand the content better and analyze the
relationships in the data.

To sum up, the contributions of the current study can be
summarized as follows:

• We introduce a novel robust deep architecture for
COVID-19-related document analysis.

• To ensure faithful learning, we propose a novel two-fold
objective function to train the proposed architecture,
which simultaneously performs dimensionality reduc-
tion and clustering assignments.

• The proposed method can achieve high robustness due
to considering both clean and noisy encoders. The noisy
encoder calculates the reconstruction loss, and clean and
noisy latent spaces are used for clustering assignments.

• For the sake of computational efficiency, instead of feed-
ing the LDA by the whole dataset of documents that
cover different fields, e.g., economy, AI, biology,. . . etc.,
we fed it by the clusters (which group documents of the
same field) predicted by the model.

• We conduct thorough experiments to evaluate the per-
formance of the proposed approach. The experimental
results demonstrate the effectiveness of our approach,
which significantly outperformed several recent studies.

The rest of this paper is organized as follows: Section II
reviews related work. More details about our method are in
Sec. III. Section IV reports some experimental results. Then,
we conclude the paper and give some of our perspectives for
future research in Sec. V.

II. RELATED WORK
Machine Learning (ML) has been successfully applied to
solve many problems in different fields [16], [17], [18].
Natural language processing (NLP) is one of the ML fields
which involves the engineering of computational models
and processes to solve practical problems in understanding
human languages. Documents organization and clustering,
which is the main target of this study, is a typical task
of NLP. In the past decades, machine learning approaches
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such as naïve Bayes [19], k-nearest neighbors [20], hidden
Markov models [21], support vector machines [22] were
widely used for documents organization. However, with the
impressive performance of deep learning on different applica-
tions, deep models involving convolutional neural networks
(CNNs) [23], [24], Recursive Neural Networks [25], have
widely been considered to handle different NLP tasks. This
study is particularly interested in the automatic organization
of the COVID-19 literature documents. It is worth mention-
ing that a few literature studies are concerned with such an
interesting topic. Existing studies can be classified into two
categories, depending on the techniques used: Conventional
and Deep-based approaches.

The first category involves methods that use conven-
tional machine learning techniques such as expectation max-
imization (EM) algorithm and principal component analysis
(PCA). For instance, in [11], the different foci of many
COVID-19-related abstracts were analyzed using a clustering
approach, where Singular Value Decomposition (SVD) was
used for dimensionality reduction, and the EM algorithm
was employed to perform clustering. Nevertheless, this study
was concerned with examining only the abstracts and not
considering the entire document. This could negatively affect
the determination of topics discussed in these documents.
Authors in [12] have proposed COVID-19 LC, an organiza-
tion and visualization tool for COVID-19 documents. At first,
documents are pre-processed and transformed into vectors
using the TF-IDF algorithm. Then, Principal Component
Analysis (PCA) is used for dimensionality reduction. This
last step is a preliminary step for the next step in which
t-Distributed Stochastic Neighbor Embedding (t-SNE) is
used to visualize documents. Next, the unsupervisedK-means
cluster the documents by grouping similar data instances in
the same cluster and entirely dissimilar from those in other
clusters. Finally, Latent Dirichlet Allocation (LDA) is imple-
mented to label the clusters. However, relying on K-means
for clustering may arise several issues. For instance, it is
well-known that K-means are unsuitable for databases with
unbalanced clusters, such as the CORD-19 dataset. In addi-
tion, k-means is sensitive to the initial clustering solution and
cannot appropriately handle outliers and noisy data. In [13],
authors built a platform to extract information on COVID-
19 clinical risk variables and present the results clustered
to aid knowledge discovery. The authors conducted a com-
parative study between two clustering algorithms which are
spectral and Agglomerative clustering. There is still room for
improvement, especially in reducing the dimensionality of
vectors extracted from documents. Additionally, improving
the clustering component could significantly improve the
outcomes of the proposed model [26], [27].
As for the second category (i.e., deep learning-based

methods), studies using deep learning for COVID-19-related
document analysis are very scarce. In [14], the authors
proposed a method for organizing and visualizing COVID-
19-related documents from the CORD-19 dataset. After the
pre-processing step, the dimensions of the dataset were

reduced using a deep-stacked autoencoder. Later, the reduced
dataset was projected into a 2D space using Uniform Man-
ifold Approximation and Projection (UMAP) [28], and the
agglomerative clustering algorithm was used to cluster the
data. Finally, the topic modeling step was performed using
the LDA.

As for the other deep learning methods [15] that are dedi-
cated to clustering, they suffer from several limitations. First,
in [15], clustering and latent space learning (i.e., dimension-
ality reduction) are done separately, i.e., reconstruction loss
is optimized. The decoder is removed to train the model
to perform the clustering assignments. However, in such a
manner, the learned latent space could be deformed [29],
significantly affecting the clustering process and increas-
ing the time required to do this task. Second, considering
either clean or noisy encoders can reduce the generalization
power of the model. Moreover, [15] is based on computing
the similarity between clustering assignment matrices using
the KL-divergence. In [28], it has been shown that KL-D
considers only one direction (i.e., from the first matrix to
the second one) to generate the similarity. This can cause
loss of significant information compared to the other metrics
(e.g., cross-entropy), which considers the two directions in
computing the similarity between the matrices.

III. OUR METHOD
This section is devoted to presenting the proposed method
in detail. Indeed, the main target of this study is to develop
a clustering method to organize the scientific documents
related to COVID-19 based on deep learning. To do so,
we propose a novel deep architecture that simultaneously car-
ries out dimensionality reduction and data clustering (DJRC).
Figure 1 presents the general flowchart of the proposed
approach. From Figure 1, we can notice that the first step of
our method is to pre-process the input documents by elim-
inating punctuation, stop words, orthographic and spelling
errors, symbols, etc.We consider an autoencoder-based archi-
tecture in which three components, two different encoders
and one decoder, are jointly trained. We refer to the two
encoders as clean and noisy because the former is fed with
pre-processed documents, whereas the last one is fedwith raw
documents. To improve the model robustness, we consider
training the noisy encoder with the weights of the clean
encoder. To further improve the model robustness, inspired
by the denoising auto-encoder (DAE) principle, we consider
a two-fold loss (i.e., objective function), where the first fold
of the loss is generated by considering the latent space of
the noisy encoder and the output of the decoder. The sec-
ond fold of the loss is designed for predicting the cluster
assignments. To do so, we associate each clean and noisy
encoder with two matrices, aiming to converge the matrices
to each other by iteratively updating them during training.
This double-side convergence can be achieved by considering
the cross-entropy function instead of the conventional KL
divergence. Indeed, this two-fold loss (i.e., objective func-
tion) allows us to reduce the dimensionality and cluster the
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FIGURE 1. DJRC’s architecture. The clean and noisy data are passed to dimensionality reduction and clustering algorithms to embed and cluster the
dataset.

data simultaneously. The cornerstone of the proposed method
lies in this simultaneity, which allows our model to train
efficiently and overcome the issue of latent space distortion.

After the training process had finished, and unlike the
existing works, which fed the entire dataset documents to
the topic modeling model, we fed the LDA with the data
clusters, which are supposed to be consistent and group the
documents covering the same topic, as shown in Figure 2.
Doing so can significantly improve the model efficiency and
reduce the response time, which is crucial for such models
and for fighting COVID-19 in general.

A. DATASET PRE-PROCESSING
In our work, we use the COVID-19 Open Research Dataset
(CORD-19) [30], which is a freely and publicly available
dataset on the Kaggle website. It contains over 1,000,000
scholarly articles, including over 400,000 full-text scien-
tific papers concerning COVID-19, SARS-CoV2, and other
related coronaviruses. In the natural language processing
field, the pre-processing step (such as removing the punc-
tuation, stop-word, etc.) is essential to filter and clean the
data from inaccuracies, errors, or conflicting information to
improve the performance of the proposed model [31]. Fur-
thermore, we used the well-known Term Frequency-inverse
document frequency (Tf-IDF) algorithm [32] to convert the
documents from the text format to the feature vectors that can
be processed by learning models later on.

TF-IDF vectorization involves calculating the TF-IDF
score for every word in the corpus relative to that document
and then putting that information into a vector. Thus each
document in the corpus would have its vector, and the vector
would have a TF-IDF score for every single word in the entire
collection of documents. Then the similarity of the documents
can be computed using cosine similarity between the vectors
of those documents.

B. DIMENSIONALITY REDUCTION AND CLUSTER
ASSGINMENTS
1) THE PROPOSED ARCHITECTURE
In our model, Deep Joint dimensionality reduction and clus-
tering (DJRC) is based on a Denoising Autoencoder (DAE)
with three components. DAE is a good dimensionality reduc-
tion technique that can extract the dataset’s intrinsic struc-
ture [33]. Unlike the standard learning approach for denoising
autoencoders, we built an autoencoder similar to the one
reported in [34]. Figure 1 (a) represents the structure of the
DAE, which contains three parts: a clean encoder, a noisy
encoder, and a decoder part. The clean encoder is used to
compute the more accurate target variables, while the noisy
encoder is trained to achieve noise-invariant predictions.
The clean and noisy encoders are trained together with the
decoder, where the clean encoder shares its weights with the
noisy encoder. In the following, we give more details on these
deep architectures.
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FIGURE 2. Topic Modeling step. We use LDA to model the topic and extract the keywords that best represent each cluster topic.

a: NOISY ENCODER
This component is trained using noisy input data. Noisy data
refers to text containing errors, inconsistencies, irrelevant
information, punctuation, stop-word, numbers, special char-
acters, capitalization, etc. The aim of training an autoencoder
using noisy data is to make it more robust to variations in
the input data and to increase its ability to generalize to new,
unseen data. When the autoencoder is trained on noisy data,
it must learn to reconstruct the original, clean data from a
corrupted version. This helps the model to become more
robust to noise and to ignore irrelevant details in the input
data. The following equation indicates the output of each
layer in the noisy encoder:

z̃l = f le (W
l
e z̃

(l−1)
+ ble) (1)

z̃l ∼ Dropout(z̃l) (2)

where z̃l is the noisy input of the l-th encoding layer.
Dropout(.) is a regularization technique that we used to
reduce the over-fitting in our autoencoder. f le is the activation
function (Rectified Linear Unit (RELU) in our case) of the
current encoding layer, and θ le = {W l

e , b
l
e} are the parameters

of the l-th encoding layer, where W stands for the weights,
and b represents the bias. The structure of the noisy encoder
is [D− 500− 500− 2000− d], where D is the dimension of
the input data, and d is the dimension of the latent space.
The noisy encoder is associated with a Soft assignment

matrix denoted by Q. The Soft assignment matrix was com-
puted using an equation similar to the one used in [28]. This
equation measures the similarity between embedded point z̃

and centroid µk :

qik = (1 + d2ik )
−1 (3)

where d2ik is the squared distance between the data points z̃ and
the centroids µk , dik = (z̃− µk ). z̃ = f (xi) ∈ Z corresponds
to the input data xi ∈ X after embedding.

The complexity of the noisy encoder is O(N ∗W ∗ e+Q),
where N is the number of samples, W is the weights of the
noisy encoder, and e is the number of epochs.

b: CLEAN ENCODER
The clean encoder is trained using data cleaned from noise
or corruption that misleads the learning process. The aim
of training an autoencoder using clean data is to learn a
representation of the input data that is as accurate as possible.
When the autoencoder is trained on clean data, it can learn
the underlying structure of the data, including its important
features and patterns. This allows the model to capture the
input data’s essence and accurately reconstruct the original
data from its internal representation. The features of the clean
encoder are used in the reconstruction loss function, which is
inferred using the following equation.

zl = f le (W
l
ez

(l−1)
+ ble) (4)

where zl is the input of the l-th encoding layer. f le is the
activation function of the current encoding layer, and θ le =

{W l
e , b

l
e} are the parameters of the l-th encoding layer. The

structure of the clean encoder is similar to the noisy encoder
[D− 500 − 500 − 2000 − d].
This component (i.e., the clean encoder) is associated with

a matrix (denoted by P) which is iteratively updated during
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training epochs to achieve the cluster assignments. P rep-
resents the probabilistic point-to-cluster assignments using
the obtained Soft assignment Q. Therefore, P is the auxiliary
target distribution proposed to improve feature representation
and clustering assignment.

pik =
qik/

∑
l qlk∑

m(qlm/
∑

l qlm)
(5)

m is the number of clusters, and l is the number of data points
in the corresponding cluster.

The complexity of the clean encoder is O(N ∗W ∗ e+ P),
where N is the number of samples, W is the weights of the
clean encoder, and e is the number of epochs.

c: DECODER
The decoder is a commune part between the noisy and the
clean encoders. By training on clean and noisy data, the
decoder can learn a more robust representation of the data and
generalize better to new, unseen data. The following equation
represents the layers of the decoder part:

ẑl = f ld (W
l
d ẑ+ bld ) (6)

where zl is the input of the l-th decoding layer, fdl is the
activation function of the current decoding layer, and θ ld =

{W l
d , b

l
d } are the parameters of the i-th decoding layer. The

structure of the decoder is [d − 2000 − 500 − 500 − D],
where D is the dimension of the input data, and d is the
dimension of the latent space. The complexity of the decoder
is O(N ∗W ∗ e), where N is the number of samples,W is the
weights of the decoder, and e is the number of epochs.

2) JOINT OPTIMIZATION USING THE TWO-FOLD OBJECTIVE
FUNCTION
The bottleneck of the proposed algorithm is to provide a joint
learning framework that optimizes the binary cross-entropy
and autoencoder parameters. This is achieved by using a two-
fold function, which is given by

min
∑
i

∑
l

∥zli − ẑli∥
2
2

+

∑
i

∑
k

pik log
pik
qik

− (1 − pik ) log
1 − pik
1 − qik

(7)

Training the autoencoder using reconstruction and clus-
tering losses simultaneously ensures the achievement of
both objectives appropriately. The reconstruction loss helps
to ensure that the autoencoder can effectively capture the
underlying structure of the data and reduce it to a lower-
dimensional representation. The clustering loss helps to force
the encoder to produce a compact and well-separated repre-
sentation of the data in the latent space, making it easier to
perform the clustering task. The first term in Eq. (7) is the
Reconstruction Loss (RL):

RL =

∑
i

∑
l

∥zli − ẑli∥
2
2 (8)

It is worth mentioning that the reconstruction loss is obtained
by considering the weights from the clean encoder and the
features (i.e., of the latent space) from the noisy encoder.
Combining the noisy encoder features and the clean encoder
weights optimizes the reconstruction loss in a way that
ensures the balance of the trade-off between better handling
of the input data variations and the accuracy of the model.

The second term is the Clustering Loss (CL), computed
between the Soft assignment matrixQ and the auxiliary target
matrix P. The CL is optimized until the Soft assignment
matrix approximates the auxiliary target matrix. The CL term
is defined as

CL(P||Q) =

∑
i

∑
k

pik log
pik
qik

− (1 − pik ) log
1 − pik
1 − qik

(9)

We use the binary cross-entropy function as a clustering loss
to perform double-side convergence, i.e., P converges to Q,
and Q converges to P, which is inspired by UMAP. The
Clustering Loss (CL) computes the total entropy between the
quantity matrices Q and P.

The aim is to find the derivative of CL function w.r.t
zi and µk . First, CL was noted as a function having
z1, z2, . . . , zn, µ1, µ2, . . . , µC as vector variables. Then, the
data point coordinates zi are updated using the following
iterative relations:

z(t+1)
i = z(t)i − η1ziCL(z

(t)
1 , z(t)2 , . . . , z(t)i , . . . , z(t)N ,

µ
(t)
1 , µ

(t)
2 , . . . , µ

(t)
k , . . . , µ

(t)
C ), (10)

for i = 1, . . . ,N and t is the time step. Where η is
the learning rate, 1ziCL is the gradient of CL loss function
with respect to the components of the vector zi i.e., if zi =

(zi1, zi2, . . . , zid )T then 1ziCL = ( ∂CL
∂zi1

, ∂CL
∂zi2

, . . . , ∂CL
∂zid

)T

where d = 1, . . . , d is the dimension of data space and the
subscript T designate the transpose of the vector. The partial
derivative of the CL loss function w.r.t each component d of
the vector zi is:

δCL
δzi

=

∑
k

[
2pik

1 + d2ik
−

2(1 − pik )

d2ik (1 + d2ik )

]
(zi − µk ) (11)

Similarly, the coordinates of the centers of the clusters µk
are updated using the following iterative relations:

µ
(t+1)
k = µ

(t)
k − η1µkCL(z

(t)
1 , z(t)2 , . . . , z(t)i , . . . , z(t)N ,

µ
(t)
1 , µ

(t)
2 , . . . , µ

(t)
k , . . . , µ

(t)
C ), (12)

for k = 1, . . . ,C and t is the time step. Where η

is the learning rate, 1µkCL is the gradient of CL loss
function with respect to the components of the vector
µk i.e., if µk = (µk1, µk2, . . . , µkd )T then 1µkCL =

( ∂CL
∂µk1

, ∂CL
∂µk2

, . . . , ∂CL
∂µkd

)T . The partial derivative of the CL loss
function w.r.t each component d of the vector µk is:

δCL
δµk

=

∑
k

[
−2pik
1 + d2ik

+
2(1 − pik )

d2ik (1 + d2ik )

]
(zi − µk ) (13)
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FIGURE 3. Latent Dirichlet allocation description.

Stochastic Gradient Descent (SGD) was used to optimize
the cluster centers µk and the parameters of the DAE jointly.
For each iteration, the gradients δCL

δzi
are passed down to

the deep autoencoder and update mapping parameters using
back-propagation for computing zi.

C. TOPIC MODELING
In order to find the topics contained in the extracted clusters
through our model to interpret and understand the data and
gain insights into the reasons behind the model’s decisions,
we resorted to the topic modelling step. We used Latent
Dirichlet Allocation (LDA) as a topic modelling technique.
Unlike the previous studies, and to improve the computational
efficiency of the proposed approach, we opt for using the
clusters produced by the previous step (i.e., dimensionality
reduction and clustering assignment). These clusters are fed
to the LDA instead of the whole dataset. LDA [28] is a widely
used method in various applications. In LDA, each document
is described by a distribution of topics, and the distribution of
words can describe each topic, as shown by Figure 3.

Many reasons make LDA a good choice as a topic mod-
elling technique. LDA is flexible, effective, and scalable to
handle large datasets such as CORD-19. LDA is a generative
model that explicitly models the generation of documents
based on a set of latent topics. This makes it easy to interpret
the model’s results and understand the relationships between
topics and documents. LDA is an unsupervised learning tech-
nique that does not require labelled data, which makes it
useful in our case.

IV. EXPERIMENTAL RESULTS
In this section, we report our experimental findings. Specif-
ically, we carry out several experiments to measure the

performance of our proposed architecture. We devid these
experiments into two studies: comparative study and case
study as follows:

• In the Comparative study, we compare the performance
ourmodel against several baselinemodels on benchmark
datasets.

• In the case study, we study the performance of our model
on important topic, which is the documents related to
COVID-19.

Let us first represent the evaluation metrics, the dataset
we considered in these experiments, and the implementation
details.

A. EXPERIMENTAL SETUP
1) DATASET
We conduct experiments on four benchmark datasets given as
follows:

1) USPS: consists of 9298 images belonging to 10 dif-
ferent classes. Each image is a 16 × 16 grey-scale
image [35].

2) MNIST-FULL: consists of 10 handwritten digits with
70,000 images. Each image is a 28 × 28 grey-scale
image [36].

3) MNIST-Test: consists of 10 handwritten digits with
10,000 images. Each image is a 28 × 28 grey-scale
image.

4) The COVID-19 Open Research Dataset Challenge
(CORD-19): is a freely available dataset of more than
570,000 scientific papers about COVID-19, the virus
SARS-CoV2 that caused it, and other related corona-
viruses. Among those papers, over 150,000 are brought
with their full text [30].

2) EVALUATION METRICS
We adopt two external metrics and two internal metrics to
evaluate the clustering task and onemetric for topicmodeling.

The two external clustering metrics are Accuracy (ACC)
and Normalized Mutual Information (NMI):

ACC = maxm

∑n
i=1 1{yi = m(ci)}

n
(14)

where yi and ci are the ground truth and predicted label of
sample i respectively. All conceivable one-to-one mappings
between clusters and labels are covered by the range m.

NMI =
2I (y, c)

[H (y) + H (c)]
(15)

where y is the ground truth label, c is the predicted label, H(.)
is the Entropy and I (y, c) is the Mutual Information between
y and c.

The two internal clustering metrics are:

• Davies-Bouldin (DB) [37]: which takes into account
both intra-dispersion of clusters and their inter-structure.
Therefore, the performance of the clustering algorithm is
better when the DB index is near zero.
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• Silhouette Coefficient (SC) [38]: SC measures the
goodness of clustering. The performance of the cluster-
ing algorithm is better when the SC index is near 1, and
it will be worse when the SC index is near −1.

To evaluate the performance of LDA, we use the following
metric:

• Coherence ScoreCv: It calculates how often two words,
wi and wj appear together in the corpus, and it’s defined
as:

CUMass(wi,wj) = log
D(wi,wj) + 1

D(wi)
,

whereD(wi,wj) indicates howmany times words wi and
wj appear together in documents, andD(wi) is howmany
time word wi appeared alone. The greater the number,
the better is coherence score.

3) IMPLEMENTATION DETAILS
The architecture is not too deep, making our model not
computationally expensive and resource-intensive. The size
of the DAE latent layer equals the number of clusters, which
is empirically determined in the first experiment. The ReLU
function activates all the internal layers. Finally, the autoen-
coder is trained using the Stochastic Gradient Descent (SGD)
optimizer with a learning rate of 1.0, gradually decreasing,
and momentum of 0.9. We set the batch size equal to 50 sam-
ples and avoided tuning any hyper-parameters of the model.

B. COMPARATIVE STUDY
1) BASELINE METHODS
The proposed DJRC is compared with a set of deep
and manifold-based clustering methods including state-
of-the-art deep clustering methods: k-means [39], deep
embedded clustering (DEC) [15], Deep Embedded Regu-
larised Clustering (DEPICT) [34], Deep Adaptive Cluster-
ing (DAC) [40], Deep Embedded Dimensionality Reduction
Clustering (DERC) [41]. For these methods, the performance
results are taken from the original publications.

2) EXPERIMENT RESULTS
Tables 1 and 2 outline the performance in terms of accu-
racy and NMI, respectively, where the top three accuracy
scores are highlighted. Table 1 shows that both variants of
DJRC are competitive with other algorithms across all bench-
marks. It outperforms the mentioned deep clustering meth-
ods. In addition, DEPICT, and DAC techniques are designed
for image datasets, so these techniques cannot be performed
on other datasets, such as document datasets. In contrast,
DIRC can be applied to any dataset.

C. CASE STUDY USING CORD-19 DATASET
To assess the performance of the proposed method, we con-
duct experiments on the public CORD-19 dataset. This
dataset is made up of scientific documents that are concerned
with discussing COVID-19 from different aspects. Note that
the databases from which these documents are taken are in

TABLE 1. DJRC vs. other baselines: accuracy scores.

TABLE 2. DJRC vs. other baselines: NMI scores.

FIGURE 4. Count of words in papers.

different languages, including English and other languages,
as shown by Table 3. This Table also mentions the num-
ber of documents for each language. As a preliminary step,
we detect the language of each document. Then we limit
our attention to English documents. Figure 4 represents the
number of words in different papers. As can be seen from
this figure, most papers are about 5000 words in length.
The existence of outliers causes the long tail in Figure 4.
Approximately 98% of the papers are under 20,000 words in
length.

Following, we report our experimental findings by mea-
suring the performance of our proposed architecture on
CORD-19:

• In the first experiment, we evaluate the dimensionality
reduction and clustering algorithm in terms of internal
validation when varying the number of clusters.

• In the second experiment, we compare the performance
of the proposed algorithm against several clustering
algorithms.

• The third experiment is an interpretability analysis to
shed light on the decision-making process of our model.
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TABLE 3. The number of papers in each language. af: Afrikaans, ca: Catalan, cy: Welsh, de: German, en: English, es: Spanish, fr: French, it: Italian, nl:
Dutch, pl: Polish, pt: Portuguese, zh-ch: Simplified Chinese.

• In the fourth experiment, we discuss the performance of
LDA when varying the number of topics.

• In the last experiment, we visualize the CORD-19
dataset to get a view of the prediction of our model.

1) SUITABLE NUMBER OF CLUSTERS
It is very challenging to precisely determine the number of
clusters in the CORD-19 dataset. This parameter is quite
crucial, as the outcomes of the proposed method are heavily
dependent on this parameter. In the case of an unknown
number of clusters, the first step is to specify a range of
candidates (k) from which the exact number of clusters is
picked out. In this work, we set this range to [2, 50]. In this
experiment, we evaluate the performance of our algorithm for
dimensionality reduction and clustering in terms of DB and
SC measures when varying the number of clusters. Figure 5
depicts the performance of the proposed method, in terms of
DB and SC metrics, when varying the number of clusters.
As shown in Figure 5, the proposed method reaches its best
performance for k between 5 and 10. The goal of clustering
is to make the distance between two points belonging to two
different clusters far apart (Inter-cluster distance) and tomake
points belonging to the same cluster close as possible (Intra-
cluster distance). This is exactly what the Internal validation
measures (i.e. DB and SCmeasures) are targeting to do based
on the following two criteria: Separation and Compactness.
The Separation measures how distinct or well-separated a
cluster is from other clusters. The Compactness measures
how closely related the objects in a cluster are. Consequently,
the optimal number of clusters is the one for which the
proposed algorithm reaches its best performance in DB and
SC measures.

2) EVALUATING THE PERFORMANCE OF CLUSTERING
ALGORITHM
In this experiment, we compare our method with the follow-
ing methods:

• Deep Embedded Clustering DEC [15]
• Birch [42]
• Spectral Clustering [43]
• COVID-19 LC [12]
• and the one adopted in [14] we called DAE+UMAP+

AGG

Our evaluation aims to compare our model to the different
approaches to assess the clustering effectiveness, stability,
and reliability of our model using the DB and SC metrics.
The comparison results are given in Table 4. We can notice
through this table that our algorithm is significantly better
than all the other algorithms in terms of all indices. These

TABLE 4. Comparison with different algorithms in terms of
Davies-Bouldin (DB) and Silhouette Coefficient (SC).

results assess the quality of our algorithm’s clustering, which
ensures outstanding dataset organization.We can observe that
DAE+UMAP+AGG [14] came in second compared to the
other methods in terms of all indices. In DAE+UMAP+AGG,
the combination of deep and manifold embedding tech-
niques improves the performance of agglomerative clus-
tering. In DAE+UMAP+AGG, and compared to the other
models, the combination of deep and manifold embedding
techniques has improved the performance of agglomerative
clustering. Although DEC is a deep clustering method that is
designed to deal with high-dimensional and non-linear data,
we notice that the classical clustering approaches (i.e. Spec-
tral clustering [43], COVID-19 LC [12] which use k-means as
a clustering algorithm, and Birch [42]) generally outperform
the DEC [15].
The learning process of the proposed deep learning model

is based on two kinds of losses, namely reconstruction,
and clustering. We can understand how our deep learning
algorithm represents the CORD-19 dataset through loss func-
tions. If the predicted output of our model deviates too much
from the actual data or output, the loss function will produce
a high error value. Figure 6 shows the behavior of the two
losses. This figure shows that the two losses softly decreased
toward zero. This can be considered a good indication of the
performance of our model.

3) MODEL INTERPRETABILITY
An important point we should study is understanding the
model’s performance and interpreting its results. In this part,
we use each cluster’s feature importance analysis technique.
We used a model-agnostic approach called the Unsupervised
to Supervised technique [44]. This technique converts the
unsupervised clustering problem into a One-vs-All super-
vised classification problem using an interpretable classifier
such as a tree-basedmodel. The steps to do this are as follows:

• Change the cluster labels into One-vs-All binary labels
for each

• Train a classifier to discriminate between each cluster
and all other clusters

• Extract the feature importance from the model
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FIGURE 5. Evaluating the performance of the proposed algorithm in terms of DB and SC when varying the number of clusters.

FIGURE 6. The error of the clustering and reconstruction loss per epochs.

After converting the problem into a binary classifica-
tion problem, we chose Random Forest Classifier for the
next step, which is the importance of getting the features

with the most discriminatory power between all clusters and
the targeted cluster. Figures 7 and 8 present the achieved
results.
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FIGURE 7. Most important features using Unsupervised to Supervised method for the clusters 0, 1, 2, and 3.

FIGURE 8. Most important features using Unsupervised to Supervised method for the clusters 4, 5, 6, and 7.

The significance of Clustering Interpretability becomes
evident in scenarios where ground truth labels are absent
during the development phase. This absence not only hinders

data scientists from directly assessing the validity of clus-
tering using internal validation indices but also complicates
the task of conveying cluster performance to stakeholders
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in a straightforward and understandable manner. In this
context, we have introduced a potential method aimed at
addressing this challenge. This method revolves around
extracting feature importance specific to clusters, enabling
us to comprehend the rationale behind the configuration of
each cluster by model. This approach extends to effective
communication with stakeholders and intuitive evaluation
and finds applications in cluster-based Keyword Extraction
within Natural Language Processing (NLP) and as a general
technique for feature selection.

4) TOPIC MODELING EVALUATION
In this experiment, we pass the outputs of our deep architec-
ture (i.e., clusters assignment) to LDA, extracting the topics
in each document. The aim of this experiment is to find the
topics contained in the CORD-19 dataset, which allows us
to know if there are biases in the collected data. Table 5
presents the topics predicted by the proposed method for
each cluster. Those topics are predicted through the terms that
describe each topic. In addition, Figure 9 shows the number
of documents that has or share the same topic.

The selected topics were labeled with the names of
sub-fields related to Medicine, Biology, and Chemistry.
Figure 9 represents the number of labeled topics: Virol-
ogy, Immunology, Surgery, the Risk factor of COVID-19,
Intensive Care Medicine, Molecular Biology, Pathology, and
Genetics. It can be seen that the most significant number of
publications is in Virology. The relationship of the sub-field
of virology to COVID-19 explains this large number of pub-
lications, and this is because virology deals with the study
of the COVID-19 virus, its variants, and attempts to find the
appropriate vaccines. The fields of Immunology, Surgery, and
Risk factor of COVID-19 have roughly equal proportions of
publications. These fields are considered to be hot topics that
have attracted significant attention. These fields studied the
behavior and consequences of this virus on health and its
impact on citizens, education, the economy, and many other
areas. Finally, The least active fields during the COVID-19
pandemic are Molecular Biology, Pathology, and Genetics.
The reason for the low number of publications in these areas is
due to that these areas are not closely related to the COVID-19
pandemic.

We assess the performance of the LDA when feeding it
with the entire dataset (instead of clustered documents) using
the Coherence Score CV . The aim was to measure if LDA
provides a meaningful, accurate, and latent topic represen-
tation. A set of statements or facts is considered coherent if
they support each other. Topic Coherence measures a single
topic’s score by measuring the degree of semantic similarity
between high-scoring words in the topic. These measure-
ments help distinguish between semantically interpretable
topics and topics that are artifacts of statistical inference.
Figure 10 outlines the performance of LDA measured by Cv
score while varying the number of topics.

The coherence score seems to keep increasing with the
number of topics. In particular, the best performance is

TABLE 5. The descriptive terms of each topic per cluster.

reached when the number of topics is equal to 8, which is
analogous to the number of clusters detected by our proposed
method. The difference, however, lies in the computational
cost required by the two strategies. In the proposed method,
as we fed the LDA with clustered documents, the computa-
tional cost will be much less than fed the whole dataset.

5) VISUALIZATION
To get a better view of the clusters’ structure and how our
model organized the documents, the CORD-19 dataset was
projected into a 2D space using UMAP.

Through Figure 11, It is noticeable that the virology group
is widespread and overlaps with all clusters, which can be
explained by the relationship of the virology field with all
other fields. In addition, some points appear to be outliers,
however, they are clustered in the virology field, which can
be explained by how similar these points are to the points of
this cluster. It can be seen that the clusters of immunology,
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FIGURE 9. The number of documents shared the same topics.

FIGURE 10. Measuring the performance of LDA using Cv score while varying the number of topics.

genetics, molecular biology, and pathology overlap, and this
is due to the similarity of these fields. The groups for surgery
and the risk factor of COVID-19 are separated rather well

because these two fields have unique and different keywords
from the rest clusters. Ultimately, it is worth mentioning
that UMAP is also a dimension reduction method, and its
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FIGURE 11. Visualization of CORD-19 dataset using UMAP.

way of work can affect the latent space produced by our
model.

V. CONCLUSION
This paper proposed a novel deep-learning architecture for
organizing a large dataset of COVID-19-related scientific
literature. The architecture is made up of three main com-
ponents, namely two encoders that are jointly trained with
one decoder. The main idea behind our model is to train the
autoencoder using a two-fold objective function that incorpo-
rates two different terms. The first term is the reconstruction
loss, designed to check the latent representation, whereas
the second term (clustering loss) is dedicated to clustering
the input documents. Then, the Latent Dirichlet Allocation
(LDA) is used to analyze the document’s topics. To improve
the computational efficiency of our method, we have consid-
ered feeding the LDAwith the clustered documents instead of
feeding the whole dataset. We conduct thorough experiments

on a public dataset. Experimental results show that the
proposed method can produce accurate predictions of top-
ics. In addition, experimental results demonstrate that our
method has significantly outperformed several recent studies.
Although the LDAhas produced promising results, as a future
direction, one can investigate the possibility of developing a
new topic modeling technique based on the recent advances
in Natural language processing.
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