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ABSTRACT This work presents a study on the effects of aging on the performance and reliability of
facial authentication methods. First, a brief review of the literature on the effect of age on face recognition
algorithms is presented, followed by a detailed description of the face aging datasets. In contrast with some
recent studies, we demonstrate significant variations in authentication robustness between age groups. The
second part of this paper focuses on a comprehensive comparative assessment on the effects across age
groups. Four different face recognition algorithms are studied of which three are state-of-the-art neural
network based models and the fourth one is a conventional machine learning model. Two different age range
threshold settings (±3 in Experiment Category A and ±5 in Experiment Category B) of the age groups are
adopted in the experimental analysis to get a proper comparison. Moreover, a synthetic aging method has
been incorporated to augment the age data. Experimental result shows that the older adults groups are easier
to identify with higher levels of accuracy and robustness compared to other age groups, while younger adults
are the most challenging and false authentications are more likely to occur.

INDEX TERMS Age effect, data augmentation, face recognition, FR evaluation.

I. INTRODUCTION
Automatic face recognition (FR) algorithms have been stud-
ied extensively in the literature and have become widely used
in recent years [2], [3]. They are employed in many critical
real-world applications including security systems and immi-
gration controls. And in recent years most smartphones and
some other consumer devices have adopted facial biometrics
to provide access control in place of a conventional password.
Facial authentication technology has become increasingly
robust and is now at a point where it can be embedded into the
hardware of even simpler consumer devices such as doorbell
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cameras to address privacy issues linked with personal bio-
metrics. However, before such broad adoption can occur, this
raises new issues with respect to the longer-term reliability
and robustness of the technology and the potential for inbuilt
bias due to the training of neural models on unbalanced
datasets.

Recent research has shown that existing face recognition
algorithms have performance biases due to various factors.
These include age [4], gender [5], and ethnicity [6] which
limit their robustness in applications that are more focused
towards biometric security authentications. The potential fac-
tors leading to these biases are attributed to weaknesses in the
training datasets and the resulting FR algorithms. In order
to achieve the best possible performance, facial recognition
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algorithms for a particular application or use case must be
trained on a large-scale and balanced dataset. However, in the
context of this research work, the existing large-scale publicly
available datasets such as VGGFace2 [7], MS-celeb-1M [8],
and CASIA [9] lack sufficient and balanced data regarding
age variations of individual subjects. This can lead to a trained
neural model which is insensitive to the age-linked character-
istics of the subjects in the training dataset. In simple terms,
younger age groups, especially children and teens, have less
well-developed facial features compared with middle-aged or
older adults.

Face recognition across the full span of human aging is a
unique challenge, as age is a fundamental biological charac-
teristic it is important to be able to adapt facial recognition and
authentication algorithms to take into account different age
demographics. Previous studies indicate that the aging effect
is still an unsolved problem in this field [10], [11]. As amatter
of fact, human facial characteristics change significantly due
to the aging factor including hair, wrinkles, and other facial
attributes.

Ideally, to design a biometric identification system that
should remain effective for long-term usage, it is neces-
sary to extract persistent features of the human face that
can be further utilized for training advanced machine learn-
ing algorithms thus enabling to achieve of robust recogni-
tion. However, most of the large-scale facial datasets are
based on celebrity persons who are mainly middle-aged.
As a result, most of the publicly available datasets lack
teens, younger, and elder age groups, especially children
and older people. This implies that we need to adapt dif-
ferent models for teenagers, young adults, mature adults,
and older adults; it also means that different models need
to be trained for different demographics. But first, we
have to understand plausible age effects. Therefore, it is
essential to conduct an investigation of age group bias in
state-of-the-art (SOTA) face authentication (FA)/face recog-
nition (FR) methods.

Sawant and Bhurchandi [4] published a survey about
the age effect as it is one of the essential techniques for
age-invariant face recognition. Similarly, Abdurrahim et al.
[12] presented age, gender, and race as essential factors
affecting the effectiveness of automatic face recognition.
Almost all these surveys concentrate on different factors that
affect FR models and describe the age effect as one part of
these factors. Thus they were not intended to do a compre-
hensive study on age bias. In addition, these studies are based
on conventional machine learning based FR algorithms. Dif-
ferent from these earlier studies, our work mainly focuses on
a study of the effect of face aging data on the performance
of FR systems, including the effect of the age gap and the
age group. Specifically, we provide a comprehensive study
including the effect of face aging on FR algorithms and pop-
ular face aging datasets that are always used in age studies.
In addition, we conduct a series of experiments about the
effect of face-aging groups on the performance of various
FR systems.

The main contributions of this research are as follows.
• This work conducts a comprehensive survey of the liter-
ature review that primarily focuses on the age effect on
FR algorithms.

• We conduct experiments to determine the variations in
performance/robustness/accuracy of SOTA FR models
across different age groups and elaborate on reasons
for inconsistent findings in previous studies whether
because of the FR algorithms.

• Experiments associated with synthetic age data have
shown that it is valid to use synthetic data as a way to
augment the real-world age dataset and to investigate
how aging affects FR models.

• Experiments results confirm that younger adults are
more difficult to recognize than older adults even for
neural facial FR algorithms.

The rest of the paper is organized as follows. Section II
presents a review of the effect of face aging on the perfor-
mance of face recognition models. Then the literature survey
about datasets is presented in Section III. Subsequently,
Section IV, Section V, and Section VI conduct experiments to
evaluate the effect of state-of-the-art face recognition models
on age groups. Specifically, the methodologies are introduced
in Section IV. SectionV presents the results of the experiment
on original age data. Section VI extends the experiments
on synthetic age data. Finally, we conclude the paper in
Section VII and provide potential future research.

II. FACE RECOGNITION PERFORMANCE ACROSS AGE
There are two different approaches in the literature to inves-
tigate the effect of subject age on FR performances, that is,
age gap (interval) and age group.

The age gap approach entails registering a subject at
a particular age and subsequently evaluating the regis-
tered facial image against those recorded at different ages,
thereby assessing the variability of the performance of the
facial recognition model across individuals of varying ages.
The age group method, on the other hand, involves quantify-
ing the accuracy of facial recognition for distinct age groups,
with the aim of determining the performance of the FRmodel
within these specific age groups.

A. AGE GAP
Anumber of face aging studies in the literature have indicated
that large age interval lengths cause significant degradation
in face recognition accuracy. This large interval length is
generally measured in years, rather than months or days,
to produce substantial deterioration [13], [14]. The same
studies have also shown that different feature extractors have
various levels of sensitivity to aging intervals.

Ling et al. [15] were the first to propose a study on the
effect of the age gap on face recognition performance, and
their study focused on the task of passport renewal and
passport verification. Their approach used traditional fea-
ture extraction methods to extract face features from real
passport photos. Their experimental results conclude that
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the aging process increases the difficulty of the face recog-
nition task and typically remains stable over a period of
4 to 10 years. Another study from them [1] shows that the
additional difficulty of facial verification tests on age gaps
becomes saturated after the age gap is larger than four years
and this phenomenon remained valid for up to ten years.

Guo et al. [13] combined principal component analysis
and elastic bunch graph matching to analyze age intervals
in a very large Morph II database with 13,160 subjects
of 54,675 face images and showed that recognition accu-
racy decreases with increasing age. They concluded that the
facial recognition process is not linear with respect to aging
and, in particular, they noted that the accuracy decreases
dramatically when the age gap is greater than 15 years.
Similarly, Deb et al. [16] studied two longitudinal mugshot
datasets, PCSO and MSP from two different law enforce-
ment sources, where the PCSO dataset contains 147,784
mugshots of 18,007 spanning 16 years and the MSP dataset
contains 82,450 mugshots of 9,572 recidivists spanning for
13 years. The experiment results showed that age differences
greater than 8.5 years resulted in a significant decrease in
face recognition accuracy. Moschoglou et al. [46] tested face
verification in AgeDB using the Centre Loss and Marginal
Loss methods. The results show a significant decrease in
accuracy over an age gap from 5 to 30 years.

Meng et al. [10] showed that robust features can be
extracted using the Gabor wavelets feature, and fea-
tures extracted by local binary pattern can achieve better
recognition accuracy at large age intervals than features
extracted by gradient orientation pyramid. Experiments by
Bereta et al. [17] verified that Gabor wavelets and multi-
scale block local binary pattern local descriptors provided
the best recognition accuracy in the context of age. Sim-
ilarly, Boussaad and Boucetta [18] examine the effects
of age on face recognition performance across FGNET,
using three approaches for comparison. A recent study by
Negri et al. [54] provides a fine-grained analysis of the aging
effect on different age intervals and shows that probabilis-
tic linear discriminant analysis (PLDA) based approaches
and a nonlinear version of pairwise support vector machine
(NL-PSVM) could reduce the age sensitivity of facial
features.

Furthermore, some interesting findings from other
researchers related to this field are as follows. Ling et al. [1]
experiment shows that individual age differences in the test
and training sets can cause degradation in facial recognition
performance. Otto et al. [19] discuss the effect of face aging
on individual facial components including mouth, eyes, and
nose, and they find that the nose is the most stable component
during the face aging process. Their analysis shows that as
individuals age, the upper facial region becomes more impor-
tant for recognition performance than the lower facial region.
Klare and Jain [20] explore whether a FR model that com-
pensates for the aging effect compromises the performance of
FR that has not undergone any aging. They have trained the
models on datasets with age diversity and shown a decrease

in performance in non-aging scenarios. Additionally, some
other studies have investigated the effect of age intersecting
with other factors on face recognition performance, such as
expressions [21], gender [14], and race [22].

The FR algorithms used in most of these studies are based
on pre-dates neural statistical machine learning. There is
an assumption that neural networks are better than older
methods when recognizing faces, but we can still learn about
the potential weaknesses of neural networks from previous
feature-based research efforts. Face recognition performance
degrades when the difference between a pair of faces is more
than a few years. The effects of other demographic factors
overlaid with age should also be considered when analyzing
performance.

B. AGE GROUP
Intuitively as people age their facial features evolve and
become more defined; thus children can often look quite
similar to humans, but as people grow into teens and mature
adults it becomes easier to distinguish between them. How-
ever, some literature show that the outcomes of the impact
of age group on face recognition performance are not consis-
tent regarding which age group is more easily recognizable.
In general, older methods of FR relied mainly on statistical
machine learning and explicit feature extraction as opposed
to DL where the model learns features in an ‘unconstrained’
way to achieve an end goal. These early studies have indicated
that recognizing young individuals is a more arduous task.

Almost all the results for the face recognition vendor test
(FRVT) 2002 illustrate that older people are easier to recog-
nize than younger people [23]. Givens et al. [26] conducted
three FR algorithms including principal component analy-
sis (PCA), an interpersonal image difference classifier, and
an elastic bunch graph matching algorithm on the FERET
dataset and verified that older individuals are easier to rec-
ognize compared with younger ones. Beveridge et al. [27]
studied 351 subjects from FRGC, indicating that males,
older people, and subjects without glasses are easier to
recognize under the aging effect. Similarly, another study
by Akhtar et al. [22] getting consistent results that older
subjects and males are easier to recognize. Boussaad and
Boucetta [18] showed that the older group (>40 years) had
the highest accuracy rate. Lui et al. [14] summarized existing
results, indicating that while the magnitudes of the age effect
are different for various algorithms, in 20 out of 22 results,
older people are easier to recognize than younger people.
Klare et al. [28] measure the performances of three commer-
cial face recognition algorithms on three age groups and find
that younger subjects (18 to 30 years old) are more difficult
to recognize.

Recent studies that employ deep learning methods have
yielded some different conclusions about which groups are
more difficult to identify. In one study by Albiero et al. [29]
it was shown that the FR results for older people (in the
age bracket of 50 to 70 years old) using deep learning
based face recognition models were less accurate than the
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results achieved on younger age groups (16 to 29 years old).
Wu and Wang [30] present experimental results showing that
middle-aged men are more difficult to identify than the youth
and the elderly.

This inconsistency in recent studies on age groups using
Neural Network (NN) based approaches is a key motiva-
tion to under this current study. NN based techniques have
come to dominate computer vision research and have recently
established themselves as gold standards [29], [37], [53] for
FR algorithms. One of the rationales used for adopting NN
models is that they can often find feature patterns that are too
obscure to be identified by most humans and thus, arguably,
can transcend human perception. Is it possible that NN mod-
els can provide improved performance for younger subjects
where older FR algorithms have been challenged? Are the
reasons for this inconsistency due to features extracted by
earlier algorithms and deep learning methods? Or are they
arising from the way age groups are divided?

In order to answer the above questions, this paper reclas-
sifies different age groups, we have chosen more granular
age groups than previous literature [18], [29] and divided
them into seven age groups which include Group 1 (around
20 years old), Group 2 (around 30 years old), Group 3
(around 40 years old), Group 4 (around 50 years old),
Group 5 (around 60 years old), Group 6 (around 70 years
old), and Group 7 (around 80 years old). The ‘around’
here means different age range thresholds at ±3 years and
±5 years have been verified in our experiment. Multiple face
recognition classifiers including ArcFace [31], CosFace [32],
SphereFace2 [34] and LBP-based [36] are used to answer the
question of whether different feature extractors have different
recognition abilities for different age groups as detailed in
Section V. In addition, one augmentation technique with
synthetic aging to increase the amount of different age data is
adopted in Section VI. This helps us to understand whether
unbalanced age data in different age groups affect the perfor-
mance of FR algorithms.

III. FACE AGING DATASETS
Quality databases are essential for the training and testing of
face recognition systems. There are numerous face datasets
accessible, but very few of them are created specifically to
solve the aging issue. Building an aging database entails
gathering multiple age-separated face photos of the same
person, ideally in controlled (laboratory) conditions. This is
a time-consuming and laborious task that should be executed
over many years, ideally several decades. Although there are
many existing large-scale face datasets, finding the appropri-
ate datasets which can be used to solve the age problem is still
a challenging task. This is because we have a limited amount
of age-related data in these datasets.

There are several criteria that should be met when inves-
tigating datasets used in the process of facial aging. Firstly,
there should be a sufficiently large number of subjects and
face images across all age groups, from youngest (c.20 years)
to oldest (c.80 years) age groups. Secondly, a balanced

distribution of each age group should be available. Typically,
there are fewer older data subjects and where datasets are
drawn from public figures and celebrities there tend to be
more subjects and samples in the 30 – 50 year age groups as
successful public figures mostly emerge in these age groups.
Third, facial images of a consistent minimum quality are
available for each subject within a certain age range. For
example, several images of a particular subject in his or her
20s-30s are needed to analyze the features of that subject.
This section introduces and discusses face aging datasets
which are often used in age-related research studies.

A. FG-NET
The FG-NET aging dataset [38] contains 1,002 images from
82 different subjects, with ages ranging from birth to 69 years.
The dataset was collected mainly by scanning photographs of
the subjects. The images in the database have considerable
variation in resolution and image quality resulting from the
resolution of the camera used to take the photographs and the
resolution of the scanner. In addition, this dataset provides
descriptions of the 68 facial landmark points for each image.
FG-NET is counted as one of the most popular datasets in
age-related studies. The major limitation of FG-NET is less
number of subjects and research indicates that the accuracy of
this dataset is nearly saturated [39], thus recent studies rarely
use the FG-NET dataset as a benchmark dataset.

B. PCSO
The Pinellas County Sheriff’s Office (PCSO) longitudinal
dataset contains 147,784 images, collected from 18,007 crim-
inals spanning from 1994 to 2010. This dataset provides
metadata with a capture date of each image along with the
date of birth for each subject. Each subject has at least five
photographs of their face over a period of a minimum of
five years. PCSO is significantly large in length and breadth,
which made it a popular dataset for the research community
on age-related studies such as age-invariant face recognition,
however, this dataset is no longer publicly available.

C. MORPH
TheMorph dataset [40] is one of the largest publicly available
longitudinal face datasets collected by the Face Aging Group
at theUniversity of North Carolina. The dataset is divided into
two parts: the commercial and the non-commercial version.
The non-commercial release (Morph II) has a total of 55,134
images with 13,618 identities taken over 5 years. It contains
people aged from 16 to 77 years old, with an average of four
images per person. The Morph II dataset also records other
information of each subject which includes gender, race, and
whether the subject is wearing glasses. Literature [29], [41]
shows that the Morph II dataset has some mislabelled data
and given the filtering approach which could be used for our
experimental works.

D. CACD
The Cross-Age Celebrity Dataset (CACD) contains 163,446
images of 2,000 subjects collected by Chen et al. [42]
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It consists of celebrity images acquired in the time frame
of 10 years from 2004 to 2013. The dataset is collected
from Google Images using celebrity names and years as the
keywords. Each image has metadata with the name, age,
identity, year of birth, and whether it exists in the LFW
dataset [43]. This is one of the publicly available large-scale
facial aging datasets. However, there are many images that
are mislabelled, have multiple faces in the image, or have
no faces in the image, because all the images in CACD
were collected directly from the Internet. This dataset can be
beneficially used for training purposes. CACD-VS is a subset
of the CACD dataset that has a more accurate label. CACD-
VS contains 4,000 pairs of images with 10-fold which can be
beneficial for face verification tasks.

E. UTKFace
The UTKFace dataset [44] is a large-scale face dataset with a
long age span, which contains 20,000 face images in the wild.
Each image has information about age, gender, ethnicity,
and corresponding landmarks. This dataset includes large
variations in pose, facial expression, illumination, occlusion,
resolution, etc. This dataset can be used for variety of com-
puter vision tasks, such as face detection, age estimation, age
progression/regression, and landmark localization. However,
this dataset does not provide information about the subjects,
thus it is not applicable to explore age effects.

F. ADIENCE
The Adience dataset [39] contains 26,580 images of
2,284 subjects in the wild taken by mobiles. Each image has
a subject label, gender label, and age label from eight age
groups. This dataset captures all the variations such as appear-
ance, noise, pose, and lighting. It is used as a benchmark
dataset for face photos and for age and gender recognition
studies.

G. IMDB-WIKI
The IMDB-WIKI dataset [45] contains 523,051 images from
20,284 subjects obtained from the IMDB and Wikipedia
which is publicly available in 2015. This dataset provides
labels about the date of birth, taken date, gender, face loca-
tion, face score, second face score, celeb name, and celeb id.
The approximate age can be obtained by calculating the taken
date and the date of birth. Since the images in IMDB-WIKI
are collected from the Internet, some information from labels
is not accurate and this dataset should be cleaned first before
use. The distribution of age groups in this dataset is unbal-
anced in the young and old age groups. And this dataset is
a large dataset of celebrities which is always used as the
training dataset.

H. AgeDB
AgeDB [46] was public in 2017 and is the first manually
collected ‘‘in-the-wild’’ age dataset, which contains 16,488
images of various celebrities such as actors, writers, scien-
tists, and politicians. Each image is annotated with identity,
age, and gender attributes. There are 568 different subjects

in total. The average number of images per subject is 29.
And the average age range for each subject is 50.3 years. The
minimum and maximum ages in the dataset are 1 and 101,
respectively.

I. CAF
CAF dataset [55] is a large-scale cross-age face dataset with
a large number of cross-age celebrities’ faces. It is used
for age-invariant face recognition. CAF dataset comprises
313k images in total. These face images are downloaded from
several commercial image search engines including Google
and Baidu. The authors have employed a public pre-trained
age estimation model DEX [56] to obtain a rough age label
for each image. CAF has minimized the noise data compared
to IMDB-WIKI.

J. CAFR
The Cross-Age Face Recognition (CAFR) dataset [57] con-
sists of 1,446,500 images annotatedwith age, identity, gender,
race, and landmarks. CAFR is collected from real-world
scenarios. The images in CAFR have various expressions,
poses, occlusion, and resolutions. These images are annotated
by using an off-the-shelf age estimator [56] and landmark
localization method [58]. Then these annotations are manu-
ally rectified by professional data annotators. CAFR is one of
the benchmark datasets for age-invariant face recognition.

K. LCAF
The large cross-age face (LCAF) dataset [49], [59] has 1.7M
faces from cross-age celebrities. Huang et al. collected LCAF
fromMS-Celeb-1M dataset and used the public Azure Facial
API to label the ages and genders of the images. They also
build a subset of the cross-age face (SCAF) dataset, which
contains 0.5M images with 12k individuals. These datasets
could be used for training age-invariant face recognition and
face age synthesis networks.

L. FFHQ-AGING
The FFHQ-Aging dataset [47] contains 70,000 original
FFHQ images which is an extension of the NVIDIA FFHQ
dataset [48]. It is designed for benchmarking age transfor-
mation algorithms. Each image is annotated with gender,
age group, head pose, glasses, eye occlusion score, and full
semantic map. These labels are acquired by different soft-
ware platforms. As FFHQ has multiple resolutions, up to
1024 × 1024. This makes this dataset popular among age
progression/regression tasks recently.

Table 1 shows the detailed numeric comparison of each of
these face-aging datasets. In addition to the above datasets,
there are some datasets dedicated to the study of children
such as ITWCC [60], CLF [62], YFA [63], and ICD [61],
which are mostly privately available. Among these aging
databases, FG-NET, Morph II, and AgeDB are used in most
common studies [17], [18], [29], [49] about aging exper-
iments. We choose Morph II and AgeDB as the baseline

97122 VOLUME 11, 2023



W. Yao et al.: Study on the Effect of Ageing in FA and the Utility of Data Augmentation

TABLE 1. Comparison of facial aging datasets.

datasets in this work as they have more subjects and images
compared to the FGNET dataset. We have done two sets
of experiments in this work. Firstly, we classify the dataset
into different age groups and evaluate the performance of
different age groups on various face recognition algorithms.
Secondly, we introduce a synthetic age method to augment
the real-world age datasets and evaluate the performance of
synthetic age data on various face recognition algorithms.

IV. METHODOLOGY AND EVALUATION METRICS
There are some inconsistent results on the aging effect
according to the age group in Section II. This discrepancy
brings us to the following questions. How short-term age
group affects non-deep learning and deep learning facial
authentication models? Is it the reason that leads to differ-
ences in earlier research due to the different algorithms? Or is
it due to the dataset? In this section, we introduce the adapted
experiment methodology and evaluation metrics which could
be used for answering the questions.

A. DATA AUGMENTATION WITH SYNTHETIC AGE SAMPLES
As discussed in Section III, it is difficult to find a large-scale
real dataset that satisfied diversified aging samples including
balance numbers of samples for individuals in different age
periods due to the limitations of the existing aging dataset.
Recently, researchers have mainly focused on generating
photo-realistic face aging data [25], [49]. Inspired by these
promising results, we plan to introduce the recent state-of-
the-art synthetic age and aging method in our study to build
an ideal synthetic aging dataset.

In this work, synthetic aging data is used to extend the
real-world aging experiment in order to overcome the barrier
of the imbalance distribution of data among different age
groups in the existing datasets. As this is an initial work with
synthetic aging effects, the SAM technique [25] is applied to
synthesize photo-realistic aging data. The method achieves
the state-of-the-art age transformation task from a single
facial image by mapping the input image and the target age
to the latent space of the StyleGAN generator.

B. FACE RECOGNITION ALGORITHMS
In this study, three state-of-the-art deep learning face recog-
nition algorithms and one feature extraction-based face

recognition algorithm are evaluated in our experimental
work. This is done in order to answer whether the perfor-
mance of FR algorithms on face images from different age
groups is consistent with previous studies about the impact
of age groups on FR performance.

1) ArcFace
ArcFace [31] was initially publicly available in 2018 as a
2D face recognition model. It has now been extended for
tasks such as 3D face recognition, and the functionality is
continuously maintained and updated, making it the most
popular face recognition model within the research commu-
nity. The public reference implementation of the ArcFace and
pretrained model.1 is used in this work, which provides a
useful public baseline for performance comparisons [37].

2) CosFace
CosFace [32] is inspired by the initial SphereFace [33] and
uses multi-class classification training and additive margin.
It does not provide an official reference implementation.
We used a public implementation framework2 and trained
on the VGGFace2 dataset [7] for 70,000 epochs with large
margin cosine loss.

3) SphereFace
SphereFace2 [34] is recently published in 2022 and is con-
sidered as the latest generation of SphereFace [33]. It uses
binary classification training and is robust to label noise.
In this work, the pre-trained model 2 has been used and is
trained on the VGGFace2 dataset [7]. Our experiments would
be reproduced by the same model.

4) LBP
The Local Binary Pattern (LBP) based face recognition
method was introduced by Ahonen et al. [36]. This method
employs LBP histograms to extract face features, then recog-
nition is performed using the nearest neighbor classifier in
feature space with Chi-square as a dissimilarity measure.

1https://www.dropbox.com/s/ou8v3c307vyzawc/model-r50-arcface-
ms1m-refine-v1.zip?dl=0

2https://github.com/ydwen/opensphere
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TABLE 2. Evaluation metrics. Here TP means True Positive. TN means True Negative. FN means False Negative. FP means False Positive. P means the total
number of Positive cases and N means the total number of Negative cases.

The features of LBP were commonly utilized in early-stage
age studies. We have adopted LBP based FR method in
this work as an earlier non-deep learning method, which is
one of the commonly used methods for analyzing the aging
effect [17], [20], [22]. In this work, we employ non-trainable
LBP to extract face features and use Chi-square distance
compare features.

C. EVALUATION METRICS
Several quantitative metrics shown in Table 2 have been
employed to evaluate the age effect on face recognition
methods. These metrics are widely used to evaluate the per-
formance of neural networks [50].

V. EXPERIMENTS
In this section, our aim is to answer the question that how
aging data impact the performance of face recognition algo-
rithms and which age group has a larger effect on the deep
learning based face authentication and conventional machine
learning based face recognition method.

A. EXPERIMENT SETTING
This section presents the complete experimental work carried
out in this study. We evaluate different aging groups from two
different datasets which include AgeDB and Morph II using
mentioned face recognition methods in section IV-B. We use
two different age range thresholds to divide our age group
in order to explore how small age range groups affect the
FR results.

First, we have organized the images into 7 different age
groups (20/30/40/50/60/70/80) with age range threshold
setting of ±3 such that 17 ∼ 23, 27∼33, 37∼43, 47∼53,
57∼63, 67∼73, 77∼83. Second, in cases where the exist-
ing datasets do not have enough images for this small age
range threshold, we introduce a larger age range threshold
setting ±5 for each age group, which includes the age groups
range from 15∼25, 25∼35, 35∼45, 45∼55, 55∼65, 65∼75,
75∼85. To evaluate the performance of face recognition
models, an equal number of positive-identity pairs (PPs)
and negative-identity pairs (NPs) are created. A positive-
identity pair means that two images from one identity and

a negative-identity pair means that two images from different
identities. Table 3 shows the number of PPs / NPs and subjects
for each age group from AgeDB and Morph II that is used
in our experimental work. Figure 1 shows the example of
two subjects in different age groups. We kindly mention that
if there is only one image for a subject, this image will
be deleted before PPs / NPs are created during the entire
experiment.

B. ROC CURVE COMPARISON
The ROC curves for different age groups from AgeDB and
Morph II datasets tested on ArcFace, CosFace, SphereFace2,
and LBP are presented in Figure 2. Table 4 demonstrates the
analysis of the ROC curves in Figure 2.

The analysis in Table 4 shows that the ROC curves per-
formed consistently on the same age group with two age
ranges on the same dataset using deep learning based face
recognition models, although the accuracy of the different
face recognition algorithms on the ROC curves is different.
Besides, old people who are in Group 6 and 7 have a high per-
formance on the deep learning based FR models, and young
people who are in Group 1 and 2 have a lower performance on
the deep learning based FR model. This result indicates that
face recognition at different ages continues to have an impact
on FR. The existing face recognition algorithms do not solve
the age-invariant face recognition problem.

In addition, there are some minor different results for
AgeDB and Morph II datasets from Table 4. The latest deep
face recognition systems such as ArcFace, CosFace, and
SphereFace2 are not effective in dealing with large age varia-
tions like the AgeDB dataset. For results test on Morph II, the
high performance of these deep learning based ROC curves
indicates that the age differences in the Morph II dataset have
a low impact on the current stage of deep FR models. Also
compared to the results from AgeDB and Morph II for the
LBP algorithm, we could obtain that older people have high
performance on the LBP algorithm, middle age people have
the lowest performance in ROC curves on the LBP algorithm.

C. MATCH SCORE COMPARISON
The match score distribution results are depicted in Figure 3
which support the ROC curves in Figure 2. We can observe
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TABLE 3. Division of age groups for AgeDB and Morph II dataset.

FIGURE 1. Example of image samples from different age groups. (Images from AgeDB [46].)

TABLE 4. The analysis of the ROC curves in Figure 2.

that the central axis of the impostor distribution in different
age groups is almost unchanged. This phenomenon illustrates
that impostors have a weak impact on the performance of
deep learning based face recognitionmodels. Contrary to this,
the genuine distribution shifted to higher similarity scores
with an increase in the age group, especially in the AgeDB
dataset.

The main factor affecting the variation in performance on
face recognition tasks across age data has changed in the
genuine distribution. From Figure 3, we can also observe
that the Morph II dataset has less variability in score dis-
tributions for different age groups than the AgeDB dataset.
Furthermore, the distance between the genuine distribution

and the impostor distribution is larger in Morph II dataset
than in the AgeDB dataset. This implies that FR could
extract better features on Morph II dataset than that of
the AgeDB dataset and the performance of the Morph II
dataset on the FR models is better than the performance
of AgeDB dataset on the FR models. Figure 4 shows the
number of face images per subject and the latest image
acquisition for each subject in years in the Morph II and
AgeDB datasets. From Figure 4, we can find that 63.32% of
the whole Morph II dataset has only 5 images or less, and
11,686 subjects (85.82%) only have a time span of 2 years
or less. Thus, compared to the AgeDB dataset, the Morph II
dataset cannot effectively reflect the aging effect of the same
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FIGURE 2. The ROC curves for ArcFace (top row), CosFace (second row), SphereFace2 (third row), and LBPs(bottom row) of AgeDB(first & second
column), Morph II(third & fourth column).

person on the face recognition models over a long time
interval.

D. EXPERIMENTAL VALIDATION USING VARIOUS
QUANTITATIVE METRICS
In this section, we evaluate the performance of FR models on
various age groups of AgeDB and Morph II using four differ-
ent quantitative metrics which include accuracy, as discussed
in Section IV-C and shown in Table 2. The average accuracy
value as depicted in Table 5 shows that the best recognition
rate is mostly obtained in Group 5, Group 6, and Group 7
(around 60-80 years old), and the worst recognition rate is
mostly obtained in Group 1 (around 20 years old).

For the results of Group 2, Group 3, and Group 4, we can-
not observe a significant trend of increasing accuracy. Also,
there is no substantial difference in the accuracy of EC-A and
EC-B, which indicates that the facial recognition system is
not notably affected by age range within the upper and lower

2 years. (The upper and lower bounds of EC-A and EC-B
differ by 2 years, respectively.)

Furthermore, Morph II achieves the highest accuracy rates
using ArcFace, CosFace, and SphereFace2, with little varia-
tion between different groups. This suggests that theMorph II
dataset is close to saturation for the recent deep learning based
face recognition algorithms. i.e., the deep learning-based face
recognition algorithms can very well identify the face images
in the Morph II dataset.

Figure 5 shows the optimal F1 score, precision, and sen-
sitivity of different age groups from AgeDB dataset by using
the ArcFace model. From Figure 5 we can deduce that people
from older age groups have the higher performance.

E. SUMMARY OF EXPERIMENTAL FINDINGS ON
REAL-WORLD DATA
This section illustrates and quantifies the effect of data from
various age groups on the face recognition model. From these
experiments, the following findings can be obtained.
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FIGURE 3. The match score distributions for ArcFace of AgeDB dataset and Morph II dataset.

(1) We concluded that the older adult group has a high
performance on the face recognition models whereas
the younger adult group has a low performance on
the face recognition models. The performance of FR
models is much better in people from older age groups
(Group 6 and Group 7) as compared to people from
the middle age group (Group 4 and Group 5). Subse-
quently, the performance of FR models on the middle

age groups (Group 4 and Group 5) is comparatively bet-
ter than the young adult groups (Group 1, Group 2, and
Group 3).

(2) The genuine score distribution is the main factor that
affects the variation of face recognition performance in
various age groups.

(3) While deep learning based face recognition methods
have achieved robust results, however, there is still room
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FIGURE 4. Analysis of AgeDB and Morph II Dataset. (a) and (c) shows the number of face images per subject. (b) and (d) shows the time span
between the image of the youngest age and the image of the oldest age for each subject in years.

for improvement when it comes to recognizing faces of
all ages.

(4) Different age range threshold settings for age groups
(EC-A and EC-B) can affect the accuracy of recognition.
However, their overall trend is consistent, i.e., younger
people are more difficult to recognize.

(5) Although the Morph II dataset has more amount of data,
the AgeDB dataset is more suitable for the age and
aging tasks because of the small number of images per
identity and the short time-lapse in the Morph II dataset.
The current aging dataset is still lacking in terms of the
number of identities, the number of images per subject
collected at different ages, and the low resolution of
time-lapse images.

F. DISCUSSION OF THE DIFFERENCE WITH RELATED
WORK
Recent study [29] on deep CNN face matches find that older
people are harder to recognize while younger people are
easier to recognize which is different from our conclusion.
We analyzed the main differences between our findings and
their studymainly due to the following reasons. (1) This paper
employs different face recognition methods compared to [29]
where authors have used FaceNet [35], VGGFace2(ResNet-
50 trained on VGGFace2) [52], and ArcFace [31]. Popular
deep learning based face authentications such as ArcFace,
CosFace, and SphereFace2 and traditional LBPs-based FR
method have been used in our work. (2) This paper uses
different datasets as well as age group definitions. The age
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TABLE 5. Recognition accuracy rates for AgeDB and Morph II evaluation (accuracy vs. age groups).

FIGURE 5. The F1 score, Precision, and Sensitivity for ArcFace of AgeDB.

gap between young (Group 1) and old (Group 7) as defined in
our experimental design was larger than in previous studies.
The age span between each age group in our experiment is
the same, however, for most of the previous studies, it was
different [18], [28], [29].

As compared to this researchwork authors in [29] have also
used the Morph II dataset and ArcFace model. When only
comparing the ROC curves on the whole Morph II dataset for
the ArcFace model, it can be seen from their results that the
best performance of the face recognition model is in the older
and younger groups, while it decreases slightly in the middle-
aged group. Our method has shown the best performance in
Group 1 (around 20 years old), Group 4 (around 50 years old),
and Group 5 (around 60 years old) in the Morph II dataset

for the ArcFace model thus our outcomes are consistent with
their method. This suggests that the reason for the inconsis-
tency of our findings with them is mainly due to the use of
different face recognition methods, as well as the design for
age groups and the different datasets used in the experiments.

VI. ADDITIONAL EXPERIMENTS WITH SYNTHETIC-AGE
DATA
The image pairs and identities are different within the various
age groups in the experimental setting described in Section V
because of the limitation of the real-world datasets that are
available. This section investigates the use of synthetic aging
as an augmentation technique to enlarge the original datasets.
Synthetic data is now widely used in data-centric problems
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FIGURE 6. The match score distributions for ArcFace of synthetic AgeDB and synthetic Morph II.

and as there are some well-developed methods to age/de-
age facial data samples this approach should help clarify the
outcomes of the previous work on real data by providingmore
balanced age groups and enabling image pairs of the same
data-subject to be used for our ROC studies.

We next evaluate the performance of balanced age groups
on the face recognition models by introducing synthetic age
data. These balanced age groups will have the same number
of image pairs and the same identities. Firstly, we describe
how to produce a balanced dataset by using synthetic age
data. Next, we analyze and compare the match score dis-
tributions of the synthetic data with the real-world data.
In addition, the impact of synthetic age data will be evaluated
on the face recognition tasks.

A. EXPERIMENT SETTING
Firstly, all the face images from AgeDB and Morph II are
aligned, cropped, and resized to 256 × 256 image resolu-
tion. Then various aging faces are generated by all these
pre-processed face images via the SAM techniques [25].
To maintain consistency and balance in various age groups,
synthetic faces were generated with different age groups
which include 20, 30, 40, 50, 60, 70, and 80 years old. All
20-year-old faces will be in Group 1. Similarly, 30, 40, 50, 60,
70, and 80 years old faces are inserted in Group 2, Group 3,
Group 4, Group 5, Group 6, and Group 7 respectively. It is
important to mention that if any face could not be detected
by using the MTCNN face detector [24], then all the corre-
spondent faces are discarded. Then the AgeDB and Morph II

are used to create PPs and NPs. The number of pairs from
AgeDB is 176,008, and the number of pairs from Morph II
is 135,537. The original pairs are generated from real-world
AgeDB and real-world Morph II as the reference (Ref-Ori) in
Figure 7. For different age groups, we replaced the original
image pairs with the corresponding synthesized age pairs
which are generated from the original real-world image pairs
for evaluating the effect of the synthetic age images on face
recognition algorithms.

B. MATCH SCORE ANALYSIS
Figure 6 shows the score distribution of synthetic aging
generated by the SAM method [25]. We can observe that
the impostor distribution and genuine distribution are signif-
icantly shifted relative to the original impostor distribution
and genuine distribution. Secondly, observing the genuine
distribution at synthetic age in Figure 6(a), it can be found
that there is a tendency to shift to the right with increas-
ing age, which is consistent with the moving trend of the
genuine distribution for real age in Figure 3. Observing
the impostor distribution of synthesis age data as shown
in Figure 6(a), it can be noticed that the distribution shifts
significantly to the right with increasing age. The synthetic
Morph II dataset in Figure 6(b) has the same trend, the only
difference is that the impostor distribution of the original
Morph II dataset is far from the genuine distribution of
the original Morph II dataset. This phenomenon suggests
the synthetic Morph II dataset is better than the synthetic
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FIGURE 7. The revised ROC curves for ArcFace (first row), CosFace (second row), and SphereFace2 (third row) of synthetic AgeDB
(first column) and synthetic Morph II (second column).

AgeDB in terms of the performance of the face recognition
model.

From the above observation, first, we can conclude that
as age increases, the impostor distribution shifts to the right
to a much greater extent than the genuine distribution shifts
to the right. That is, the distribution of impostor scores
increases obviously with aging, and the distribution of gen-
uine scores increases slightly with aging. This phenomenon
implies a significant increase in the similarity scores of
negative-identity pairs (i.e. different people), leading to a
significant decrease in the recognition performance of the
face recognizer for older people. Moreover, observing the

data in different rows, it can be found that although the
distribution is distinct, the trend is consistent, indicating that
the phenomenon is related to the synthetic age algorithm
and is independent of the different deep face recognizers.
It is also implied that the main reason for the different per-
formance of the synthetic age data generated by SAM and
the real data on the face recognizer is that the synthetic age
makes the faces more similar and the stronger the effect is
applied the more similar they become. Furthermore, Figure 6
also supports that for the age data synthesized using SAM,
the older the age the lower the performance of the face
recognition.
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C. ROC CURVE COMPARISON
As analyzed in Section VI-B, the main reason for the gap
between the performance of the synthetic dataset and the real
dataset is impostor distribution. For the real-age dataset, the
impostor distribution remained consistent across different age
groups. Thus, we used the NP of the original dataset to correct
the NP of different age groups, which can roughly make it
closer to the real data performance. The results are shown
in Figure 7.

From Figure 7, the original reference ROC curves have
the best performance. It indicates that there is still a gap
between the synthetic data and the real data in terms of the
performance of the face recognizer. Comparing the Ref-Ori
ROC curves of different columns from Figure 7, it can be
found that the first column has the best ROC curves, implying
that ArcFace performs best in age-invariant face recognition
among the three face recognition models - ArcFace, CosFace,
and SphereFace2. Comparing the ROC curves for all age
groups, it can be found that Group 7 (80-year-old) performed
the best among all six results. Group 1 and Group 2 have
poor ROC curves. This is consistent with Figure 2, indicating
that the synthesized age data has similar properties to real age
data.

From Figure 7, we can find that there is no significant trend
of increasing the performance of the face recognizer during
the change of the ROC curves from Group 1 (20-year-old)
to Group 2 (30-year-old) and from Group 2 (30-year-old)
to Group 3 (40-year-old). By observing the ROC curves
corresponding to the age group from Group 3 to Group 4 and
Group 4 to Group 5, there is a trend of increasing face recog-
nition performance. In the process of ROC curve changes
associated with the age groups of Group 5 to Group 6 and
Group 6 to Group 7, a significant improvement in the perfor-
mance of the face recognizer can be observed. This suggests
that face recognizers are more susceptible to recognizing peo-
ple who are older, but this is not a linear increasing process.

D. SUMMARY OF EXPERIMENTAL FINDINGS ON
SYNTHETIC DATA
(1) The overall experiment analysis further illustrates that

older people are prone to obtain better face recognition
performance and this process is not a linear increase. The
results from Section V are in line with this, showing that
the number of images and the number of image pairs in a
certain age group do not significantly affect the accuracy
of the face recognition system.

(2) The synthetic age data generated by the SAM method
poses an issue in terms of the identities of the syn-
thetic data. The similarity score of the different identity
samples increased with age. This implies that the dis-
tance between different identity classifications can be
increased with increasing age to improve the authentic-
ity of the synthetic age data distribution. Thus, increas-
ing the synthetic data is useful for maintaining identity
by decreasing the distribution of scores of different
individuals.

(3) Although existing face recognizers do not solve the
age-invariant face recognition problem, ArcFace has
higher robustness for face recognition across ages com-
pared to other methods.

VII. CONCLUSION AND FUTURE WORK
This paper investigated comprehensive studies of the aging
effect and facial aging datasets. In addition to this, the impact
of age group on the performance of face recognition algo-
rithms is explored, along with an initial exploration of the
use of synthetic age data to complement the real datasets.
These experiments demonstrate that older people are more
accurately identified, whereas younger individuals are more
difficult to identify. To minimize the effect of data imbal-
ance from the original dataset on these results, we employed
synthetic age data to expand the number of samples for
each age group. This further verifies that the face recognizer
exhibits age-specific biases and it is more likely to distinguish
between two older people and less likely to confuse them
as being the same person. Among the datasets used in this
study, this research illustrates that the AgeDB is a better
option for investigating the impact of age, as it encompasses
a considerable quantity of image samples for each individual
and is more uniformly spread across various age groups,
with a large interval between the minimum and maximum
ages.

The SOTA face recognizers published in recent years com-
monly use hyper-spherical deep learning methods, and in this
paper, the most widely used hyper-spherical deep learning
based face recognizers which include ArcFace, CosFace, and
SphereFace2 and a traditional LBP-based face recognizer are
shortlisted to evaluate the performance of face recognizers for
different age groups. The experimental outcomes show that
the deep learning based face recognition algorithms perform
consistently between different age groups, while the tradi-
tional FR method performs differently from the latest face
recognition methods in different age groups. And this result
may serve as an inspiration for future work in the related
field.

In this study we have only explored one particular method
of synthetic aging and the initial results presented in this
study suggest that this method tends to reduce the FR per-
formance as stronger aging effects are applied to the original
data sample. We next plan to study a variety of synthetic
aging methods including more robust methods that better
account for identity preservation and explore their individual
and ensemble effects on FR algorithms. It is also important
to validate these algorithms through both quantitative and
qualitative studies. Another potential direction includes the
interactions between aging effects with other demographics
such as race and gender. Ultimately our goal is to build a refer-
ence aging dataset derived from real data, but with augmented
data that is consistent with the publicly available datasets.
This will enable fine-tuning of FR models for specific age
groups, with an ultimate goal to optimize performance across
individual age groups, especially for younger adults.
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