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ABSTRACT Testability prediction can help developers identify software components that require significant
effort to ensure software quality, plan test activities, and recognize the need for refactoring to reduce the test
effort. Previous studies have predicted code coverage as a measure of testability based on software metrics.
However, these studies have primarily used object-oriented software with simple code structures. Industrial
software developed using C is often more complex than the object-oriented software used in these studies.
Models trained primarily on low-complexity training data may have insufficient training for the testability
of high-complexity software. In this study, we developed a testability prediction model for C programs
by considering the complexity diversity. We analyzed the impact of the complexity of the training/test
data on the testability prediction model for C programs. The results showed that the model with the best
performance achieves an MAE of 7.436 and an R? of 0.813. Moreover, the results demonstrated that as the
complexity diversity of the training data decreased, MAE increased from 5.203 to 6.361, and R? decreased
from 0.809 to 0.725. Furthermore, the performance of the model trained with low complexity-diversity
deteriorated as the complexity level of the test data increased, with MAE increasing from 3.498 to 6.631, and
R? decreasing from 0.841 to 0.687. Additionally, in the correlation analysis between the model performance
and the difference in the complexity of the training and test data, a strong correlation was observed, with
MAE of 0.898 and R? of -0.848.

INDEX TERMS Coverage prediction, metrics, regression, software testability, testing.

I. INTRODUCTION
Testing is essential to ensuring the quality of software dur-
ing the software development process. Testing is a costly
activity in the software development industry, accounting for
approximately 50% of total software development costs [1].
In other words, improving the effectiveness and efficiency of
testing can lower software development costs. Testability is
a measure of testing effectiveness and efficiency [2]. High
testability means that the software can be tested effectively
and efficiently.

Testability prediction can help developers identify soft-
ware components that require significant effort to ensure
software quality, plan test activities, and recognize the need
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for refactoring to reduce the test effort. Previous studies
predicted testability through regression analysis using metrics
such as cyclomatic complexity, which measures the structural
characteristics of software [3], [4], [5], [6], [7], [8], [9], [10],
[11], [12], [13].

Some testability prediction studies have used testing infor-
mation, such as test case metrics or testing time, as measures
of testability in terms of test effort [3], [4], [5], [6], [7], [8],
[9], [10]. However, accurately predicting testability based on
testing information is challenging because testing depends on
the capabilities of the test team or individual testers.

Among the recent testability prediction methods, existing
studies use code coverage as a measure of testability in
terms of test effectiveness [11], [12], [13]. Code coverage
is one of the representative indicators that can measure test
effectiveness as a test criterion required by ISO 26262 [14],
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IEC 60601 [15], EN 50129 [16], IEC 61508 [17], and
DO 178C [18] industry standards.

Previous studies mainly constructed prediction models for
object-oriented open-source software [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13]. The software used in previous
studies often does not have a complex code structure; there-
fore, these studies were conducted using a high proportion
of low-complexity source code. For example, in SF110 [19],
which consists of 110 open-source Java projects used in
existing studies [12], [13], only 2.9% of the non-abstract
methods have a cyclomatic complexity (CC) exceeding eight
or a number of structuring levels (SL) exceeding four.

However, the upper limitations of the complexity metrics
in C/C++ industry standards such as MISRA [20], JPL [21],
and JSF [22] indicate that a substantially larger proportion
of high-complexity source code may be present in industrial
C/C++ software than in previous studies. In GCC 13.1.0,
a representative C compiler, functions that exceeded a CC of
eight or an SL of four were observed in 7.9% of the functions.
Furthermore, in our analysis of a large-scale C source code,
which consists of 6,873 functions from a real-world automo-
tive industry domain, we found that 9.6% of the functions
exceeded a CC of eight or an SL of four.

If the proportion of high-complexity training data is
low, training for the testability of high-complexity soft-
ware may be insufficient. In other words, to enhance the
testability-prediction performance of high-complexity soft-
ware, it is necessary to use high-complexity training data for
model construction. Low-complexity functions, with fewer
decision statements and lower nesting levels, have relatively
simple conditions. This simplicity of the conditions makes
it easier to achieve high code coverage. However, the condi-
tions for high-complexity functions are relatively complex,
making it difficult to achieve high code coverage. Therefore,
predictions for not only low-complexity functions but also
high-complexity functions are important.

We developed a testability prediction model using training
data with various complexities for C programs. C language
is widely used in embedded systems since it offers efficient
memory management and hardware access. C language is
being used in popular microcontroller platforms such as the
AVR and ARM Cortex-M, as well as in automotive systems.
Moreover, many legacy systems have been written in C,
and these systems still require maintenance and testing. The
testability prediction model for C programs can be usefully
utilized by test engineers who want to develop testability
models, and by developers who aim to evaluate the quality
of C programs.

We then analyzed the differences in prediction per-
formance based on complexity diversity, which refers to
the diversity in program complexity. First, we confirmed
that a model with excellent prediction performance can
be constructed using training data under various complex
conditions. In addition, we analyzed whether the prediction
performance of the model was affected as the complexity
of the training data became biased and diversity decreased.
We also examined whether prediction performance decreased
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when high-complexity test data were input into a model
trained with data that exhibited low complexity-diversity.
Finally, we verified whether the difference in complexity
levels between the test and training data affected the pre-
diction performance of the model. Analysis of the impact of
complexity diversity on testability prediction can be useful
for test engineers who want to improve the performance of
testability prediction models.

We developed a methodology and conducted experiments
to address these research questions.

e RQI: Does a model that considers complexity diversity
for C programs exhibit high prediction performance? Which
model exhibited the best performance?

e RQ2: Do training data with low complexity-diversity
degrade testability prediction performance? Does a lower
complexity diversity of the training data lower the prediction
performance?

e RQ3: Does the model trained with low
complexity-diversity data present lower prediction perfor-
mance depending on the complexity level of the test data?
Does a higher complexity level in the test data result in lower
prediction performance?

e RQ4: Does a larger complexity-level difference between
the training and test data result in a greater performance
difference? Is there a correlation between the complexity
level difference in the training and test data and the prediction
performance?

To answer these questions, we developed a testability
prediction model based on highly diverse training data.
In addition, to analyze the impact of the complexity diver-
sity of the training data on the performance of the model,
we constructed models based on training data with limited
complexity diversity.

To obtain high-complexity-diversity data, we determined
the maximum/minimum value of the metric based on the
maximum allowed complexity metrics of the MISRA [20],
JPL [21], and JSF [22] C/C++ industry standards and
automatically generated software under test (SUT) that sat-
isfied various metric combinations. In addition, test data
were generated and branch coverage was measured using
search-based test data generation, which is a representative
test data generation method that effectively generates test
data.

A testability prediction model was constructed using a
regression analysis based on the training data of various met-
ric combinations. Metrics applicable to C programs affecting
the search and solution spaces were selected and used as
independent variables for training. When the structure of
the code becomes complicated, the conditions required to
achieve coverage also become complicated, thus reducing
the solution space and making it difficult to find test data
that improve the coverage. Branch coverage, a testability
measure of test effectiveness, was used as the dependent
variable.

The main contributions of this study are as follows:

e Unlike previous studies that have primarily focused on
object-oriented software, we develop a high-performance
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testability prediction model specifically for C programs,
taking into account complexity diversity.

e We empirically investigate that low complexity-diversity
in training data can reduce testability prediction performance.
This demonstrates the importance of complexity diversity
in training data for testability prediction, a problem not
thoroughly examined in previous studies.

e We explore the relationship between training and test
data complexity, proving that testability prediction perfor-
mance decreases with less complex training data and more
complex test data. This finding highlights the need for
high complexity-diversity training data to improve testability
prediction performance for complex C programs.

The structure of the remainder of this paper is as follows:
Section II describes the related work. Section III describes
the methodology used to construct a testability prediction
model with a high complexity-diversity for C programs.
Section IV analyzes the experiments for each research ques-
tion. Section V discusses the results and limitations. Finally,
Section VI concludes the study.

Il. RELATED WORK

Several standards have defined testability, none of which
specifies concrete measurement methods, leading to the study
of various approaches. According to Garousi et al. [23], there
are more than 30 definitions of testability. Representative
definitions of testability are as follows:

e ISO 9126 [24]: “attributes of software that bear on the
effort needed to validate the software product.”

e ISO 25010 [2]: “degree of effectiveness and efficiency
with which test criteria can be established for a system, prod-
uct or component and tests can be performed to determine
whether those criteria have been met.”

Existing studies on metric-based testability prediction have
focused mainly on testability in terms of test effort, as defined
by ISO 9126, and test effectiveness, as defined by ISO 25010.
Studies have been conducted on testing efforts using test
information [3], [4], [5], [6], [7], [8], [9], [10] and on testing
effectiveness using code coverage [11], [12], [13].

Gupta et al. [3] proposed a testability index defined using a
fuzzy approach to CC and object-oriented metrics for 25 Java
classes. They divided the values into preferred, acceptable,
and not acceptable for each metric and built a fuzzy model to
define the testability index. In their analysis of the correlation
between the testability index and unit testing time, they found
that the testability index was strongly correlated with testabil-
ity. However, generalizing the results is challenging because
the testing time depends on the capabilities of the tester
and SUT features. Bruntink and Deursen [4] analyzed the
correlation between object-oriented metrics and testability
using the lines of code for test classes and the number of test
cases as measures of testability in five Java systems.

Singh and Saha [5] and Badri and Toure [6] constructed
prediction models for object-oriented metrics and testabil-
ity using the lines of code for test classes and the number
of assertions. Singh and Saha [5] used linear regression
and regression trees on three open-source Java systems, and
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Badri and Toure [6] used logistic regression analysis on three
open-source Java systems.

Toure and Badri [7] built a testability prediction model
based on LOC and object-oriented metrics using four regres-
sion algorithms on ten open-source Java systems. They clas-
sified a class as tested or untested as a measure of testability,
assuming that the classes selected by the testers required test
effort. They predicted whether a class needed to be tested on
the basis of these metrics.

Albattah [8] built a testability prediction model using
package-level cohesion metrics and logistic regression on five
open-source Java systems. They measured testability by the
lines of code for test classes.

Terragni et al. [9] conducted a correlation analysis between
28 object-oriented metrics and testability using normalizing
test effort with test quality on open-source Java systems. Six
test-case metrics were used as test effort, while statement
coverage, branch coverage, and mutation score were used as
test quality. They showed that normalizing test effort with
test quality increases the correlation between object-oriented
metrics and test effort.

Testing depends on the capabilities of the test team or
the individual testers. Therefore, it is difficult to predict the
test-case metrics or testing times using only these metrics.
According to Bajeh [10], there is a significant relationship
between the metrics and test-case metrics, but the magnitude
of the relationship is low. This implies that the metrics alone
do not accurately measure the task of developing test cases.

Wang et al. [25] proposed a state-based testability model
for testing systems with multi-state characteristics. They used
fault detection rate, fault isolation rate, and state detection
rate as measures of testability. However, the performance of
the model can vary depending on the domain knowledge and
capabilities of the test engineer constructing the state-based
testability model.

Recent studies have used code coverage as a measure
of testability effectiveness. Grano et al. [11] constructed a
prediction model for package, object-oriented, CK, Halstead
metrics, and branch coverage by using four regression algo-
rithms on seven open-source Java systems. They measured
branch coverage using search-based test data generation with
GA and random approaches.

Zakeri-Nasrabadi and Parsa [12], [13] constructed a testa-
bility prediction model based on object-oriented metrics for
110 open-source Java systems. In [12], five regression algo-
rithms were used to build a prediction model using the
product of the average branch coverage, statement cover-
age, and minimum test case ratio to improve the coverage
as a measure of testability. In [13], seven regression algo-
rithms were used to build a prediction model using the
average branch coverage and statement coverage divided
by the average time to improve coverage as a measure of
testability.

These studies were conducted on object-oriented systems
with a high proportion of simple methods without analyzing
the diversity of complexity in the training data. Accord-
ing to an analysis using Understand [26], a commercial
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FIGURE 1. Testability prediction model construction process.

metric analysis tool, the proportions of non-abstract methods
(excluding the test suite) with a CC of eight or less and
an SL of four or less in the systems used by Grano and
Zakeri-Nasrabadi were both 97.1%. However, a methodology
for constructing a testability prediction model using software
metrics for C programs has not yet been established, and there
has been no detailed analysis of the impact of complexity on
testability prediction.

lll. METHODOLOGY

This section describes the construction of a testability pre-
diction model for C programs based on high-complexity-
diversity training data. It describes a method for generating
software under test (SUT) to obtain training data with high
complexity-diversity, a method for generating test data to
measure coverage, a metric collection used as an independent
variable, and a method for predicting testability using regres-
sion analysis. Fig. 1 illustrates the procedure for constructing
the testability prediction model.

We generated SUTs with high complexity-diversity imple-
mented in C using the metric maximum/minimum range
determined using the upper limit presented in C/C++ indus-
try standards. We performed search-based test data gen-
eration on the generated SUT for the branch coverage
measurements. We analyzed the metrics of SUT and collected
those to be used as independent variables in the construc-
tion of a testability prediction model. We built a testability
prediction model using the measured branch coverage as a
dependent variable, collected metrics as independent vari-
ables, and predicted testability using the constructed model.

A. SUT GENERATION

SUT was automatically generated to obtain training data
with a high complexity-diversity. Complexity and size met-
rics that can affect the performance of search-based test
data generation, such as cyclomatic complexity (CC), num-
ber of structuring levels (SL), number of equality operators
(NOEO), and number of parameters (NOP), were selected as
the criteria for SUT generation. The higher the CC, the higher
the number of branches that must be executed to increase
branch coverage. As SL increases, the maximum nesting
depth of the decision statement also increases, complicating
the conditions that must be satisfied to execute the decision
statement. The larger the NOEO, the more difficult it is to
determine a solution that satisfies the branch conditions. This
is because the proportion of solutions that satisfy the equality
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TABLE 1. Metric min/max range.

Metric Basis Min value Max value
CcC MISRA 2 15
SL MISRA 1 min(6, CC - 1)
NOEO - 0 CC-1
NOP JPL, JSF 2 6

comparison in the domain space is limited. Therefore, the
search for a solution to the conditions in which the equality
operator exists is more difficult than the search for conditions
in which the relational operator exists. As NOP increases, the
size of the domain space that must be explored for test data
generation becomes wider.

The range of each metric value is determined based on
the upper limit presented in the MISRA [20], JPL [21], and
JSF [22] C/C++ industry standards. Table 1 lists the ranges
of the metric values used to generate SUT.

The standard only provides the upper limit of the metrics
and not the minimum value. In this study, the minimum value
is established by assuming at least one decision statement and
two or more parameters. Because the nesting depth cannot
exceed the number of decision statements, we used a smaller
value between CC-1 and 6 (six being the upper limit in the
standard) as the maximum value for SL. As the standard
does not reference NOEO, we assumed that NOEO would
be used less frequently than the decision statements and used
CC -1 as its maximum value. Based on these constraints,
3,320 feasible metric combinations were identified.

We generated ten programs for each metric combination,
for a total of 33,200 programs. Because automatically gen-
erated programs may contain infeasible branches, we use
Joggie [27], a tool for detecting infeasible codes, to remove
these infeasible branches. Joggie assessed its feasibility by
using the Princess solver [28]. The Princess solver, a tool
that checks whether the conditions are satisfiable, serves
as an essential feature in infeasible code detection. The
Princess solver is utilized in JavaSMT [29], a unifying Java
interface for SMT solvers, and Eldarica [30], a predicate
abstraction-based model checker.

B. TEST DATA GENERATION

Search-based test data generation is an automatic generation
method of test data that uses search algorithms to explore
test data that meet test goals. We generated test data using
branch coverage as a test goal and the genetic algorithm
(GA), hill climbing (HC), and random (RND) methods as
search algorithms. The GA is a global search algorithm that
finds values that improve branch coverage by changing val-
ues through crossover and mutation operations. Values that
satisfy relational comparisons are found quickly; however,
more searches are required to identify the values that satisfy
equality comparisons. HC is a local search method used to
determine a value that improves branch coverage by changing
the value to a relatively small value, which is the neighboring
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TABLE 2. Test data generation parameters.

Algorithm Parameter Value
HC Search method Alternating variable method
Selection operator Ranking
Selection strategy Elitism
Crossover operator One point
GA Crossover probability 1
Mutation operator Bit flip
Mutation probability 1/1len
Gene encoding Binary
GA, RND Population size 50

value of the current value, as the next value. The HC tends
to find values that satisfy the equilibrium comparison more
quickly than the GA. Because RND is a method for generat-
ing arbitrary values without a separate search technique, the
branch coverage is determined by the ratio, the proportion
of the solution space within the domain space. We used the
value from [31] for the crossover probability, and the values
from [32] for the rest of the search algorithm parameters.
Table 2 lists the search algorithm parameters used to generate
test data.

For the range of each variable, [-23%, 231.1], which is the
range of values that can be expressed as a variable of 4 bytes,
was used. The results were derived by repeating each pro-
gram ten times to reduce the randomness of the search-based
testing method. According to an existing study [33], search-
based testing results require at least ten repetitions to achieve
minimal statistical power.

C. METRIC COLLECTION

We selected complexity metrics that affected the search for
test data to improve branch coverage and collected the inde-
pendent variables. All the selected metrics were applicable to
C programs. CC, SL, NOP, and NOEO were used to generate
the SUT, and the number of paths (NPath) [34], which are
metrics that express software complexity and Halstead com-
plexity [35], program length, program vocabulary, volume,
and difficulty, were used.

The CC, SL, NOP, and NPath metrics were measured using
Understand [26], a commercial metric measurement tool, and
the Halstead complexity metrics were measured using PC
Lint Plus [36], another commercial metric measurement tool.
NOEO was measured by developing a custom tool to count
the number of == and != operators within the function.

D. TESTABILITY PREDICTION MODEL CONSTRUCTION

The histogram-based gradient boosting regressor (HGBR),
random forest regressor (RFR), multilayer perceptron
regressor (MLPR), decision tree regressor (DTR), linear
regressor (LR), Huber regressor (HR), and stochastic gradient
descent regressor (SGDR) are representative regressors used
to build testability prediction models in existing studies [11],
[12], [13]. HGBR, RFR, and DTR are tree-based methods;
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MLPR is a neural network-based method; and LR, HR, and
SGDR are linear-based methods.

HGBR [37] is a representative ensemble machine-learning
method. The training data were separated into bins for each
feature based on feature percentiles. The gradient boosting
algorithm trains a sequence of decision-tree sizes to minimize
the global loss function. Gradient boosting algorithms are
used to train a sequence of decision tree sizes to minimize
the global loss function. This allows the algorithm to leverage
histograms instead of relying on sorted continuous values
when building the trees.

RFR [38] is another representative ensemble machine-
learning method. It combines multiple decision trees, each
built using subsamples of the dataset, and uses averaging.
By averaging these predictions, some errors can be canceled
out because of the tendency of individual decision trees to
overfit.

DTR [39] predicts the value of a target variable by learn-
ing the decision rules inferred from data features in a tree
structure. A decision tree was constructed by dividing the
dataset into smaller subsets. DTR is easy to understand and
interpret. However, it has disadvantages, such as overfitting
and generating biased trees when some classes are dominant.

MLPR [40] is a fully connected class of feedforward
artificial neural networks consisting of multiple layers of
numerous computational neurons. An MLPR consists of at
least three layers of nodes: an input layer, an output layer,
and one or more nonlinear hidden layers. Except for the input
nodes, each node is a neuron that uses a nonlinear activation
function. Neural networks are difficult to tune in terms of
hyperparameter variables but have the advantage of training
nonlinear interactions between features.

LR [41] is the first type of regression analysis used to
model the relationship between a target variable and one or
more input variables. The model parameters were estimated
by minimizing the error between the predicted and actual
values. LR has the advantages of simplicity and ease of
interpretation.

HR [42] is a linear regression method that is robust to
outliers. It uses the Huber loss function, which is less sensitive
to outliers in the data than the mean squared error.

SGDR [43] is a linear regression method that uses stochas-
tic gradient descent as an optimization algorithm to fit the
model. The model is particularly useful for large-scale sparse
datasets.

Scikit-learn [44] was used to build the testability pre-
diction models. Scikit-learn is a representative Python
machine-learning library that provides various classification,
regression, and clustering algorithms. We built testability pre-
diction models using scikit-learn’s HistGradientBoostingRe-
gressor, RandomForestRegressor, DecisionTreeRegressor,
MLPRegressor, LinearRegression, HuberRegressor, and
SGDRegressor. For hyperparameter tuning of the regression
model, GridSearchCV, a search method that investigates all
parameter combinations, was used.

Hyperparameter tuning was performed for each regres-
sion algorithm to identify optimal parameters. The
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TABLE 3. Hyperparameter search range.

Model = Hyperparameter name Search range

loss [’squared_error’, "absolute_error’]
max_depth range(3, 50, 5)
HGBR
min_samples_split range(5, 50, 10)
max_iter range(100, 500, 100)
n_estimators range(50, 200, 50)
criterion [’squared_error’, *absolute_error’]
RFR
max_depth range(3, 50, 5)
min_samples_split range(2, 30, 2)
criterion [’squared_error’, "absolute_error’]
DTR max_depth range(3, 50, 5)
min_samples_split range(2, 30, 2)
hidden_layer_sizes [(128, 64), (256, 100), (512, 256, 100)]
activation [’relu’, "tanh’, "logistic’]
MLPR
learning_rate [’constant’, adaptive’]
max_iter range(100, 500, 50)
HR alpha pow(2, np.linspace(-30, 20, num=15))
max_iter range(50, 1000, 50)
loss [’squared_error’, "huber’]
penalty [’12°,’11°, *elasticnet’]
SGDR [invscaling’, *optimal’,

learning_rate s » s ‘o
g constant’, adaptive’]

range(50, 1000, 50)

max_iter

hyperparameter is an adjustable parameter whose value is
used to control the model training process. The model
performance significantly depends on the hyperparameters.

We used the values from [13] for HGBR, RFR, DTR,
SGDR, [12] for MLPR, and [11] for HR to tune the param-
eters and search ranges. However, for HR, we added the
max_iter parameter because the regression analysis library
reported a warning message to increase max_iter. Table 3
presents the search scope for hyperparameter determination.

We constructed testability prediction models for the GA,
HC, and RND datasets. Each dataset comprised 33,200 data
points derived from test data generation on SUTs of all
complexity combinations.

The testability prediction models were evaluated using
performance metrics such as the coefficient of determination
(R2), mean absolute error (MAE), mean squared error (MSE),
and root mean squared error (RMSE). R2 represents the
extent to which an independent variable explains a depen-
dent variable. The MAE is an easy-to-interpret error metric
because it has the same units as the actual value. MSE is an
error metric that employs squared operations to sensitively
reflect errors. In other words, if an outlier exists, the value
fluctuates significantly compared with the MAE. RMSE is an
error metric that takes the square root of MSE and converts
it into units similar to the actual values. R? implies that the
larger the value, the better the performance of the model,
whereas MAE, MSE, and RMSE, as error metrics, indicate
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that the smaller the value, the better the performance of the
model.

IV. EXPERIMENTS

This section describes the experiments conducted to
answer the research questions. First, to verify whether a
high-performance testability prediction model can be con-
structed using C programs with complexity diversity, we built
prediction models using complexity diversity training data
and various regression algorithms. The performance of the
models was analyzed using statistical methods. To determine
whether training data with low complexity-diversity reduces
testability prediction performance, we constructed various
prediction models using training data that exhibited different
levels of low complexity-diversity and compared their perfor-
mances. Furthermore, we investigated whether the prediction
performance of models trained with low complexity-diversity
data was degraded as the complexity level of the test data
increased by sampling test data with various complexity lev-
els and comparing their performances. Finally, we analyze the
correlation between the complexity-level differences between
the training and test data and the performance metrics to
determine whether the difference in the complexity levels
between the training and test data leads to performance
degradation.

A. RQ1: CONSTRUCTION OF PREDICTION MODELS
CONSIDERING COMPLEXITY DIVERSITY FOR C
PROGRAMS

Previous studies constructed testability prediction models
using data with low complexity-diversity. In other words,
both the training and test data had a higher proportion of low
complexity. However, low-complexity source codes tend to
have fewer branches and simpler conditions, making it easier
to achieve high code coverage. We investigated whether we
could build high-performance models for C programs using
training data with high complexity-diversity by increasing the
proportion of high-complexity data.

We built models using seven learning algorithms — HGBR,
RFR, DTR, MLPR, LR, HR, and SGDR - with high
complexity-diversity training data generated using a combi-
nation of metrics within the maximum and minimum ranges
determined based on C/C++ industry standards. Because the
coverage achievement varied for each TDG algorithm, the
datasets were used separately for the three TDG algorithms:
GA, HC, and RND. In other words, 21 models were con-
structed by combining the seven regression algorithms with
the three TDG datasets.

We validated the performance of the models using k-fold
cross-validation with randomly shuffled datasets compris-
ing 33,200 data points for each TDG algorithm. K-fold
cross-validation divides the dataset into k parts, using k-1
parts as training data and the remaining one as validation data.
While there is no formal rule for the choice of K, we used five
which is usually selected [45].

The experiment was repeated 30 times to reduce the
data randomness caused by shuffling. Performance metrics
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FIGURE 2. Experimental process of RQ1.

used were MAE, MSE, RMSE, and RZ. Fig. 2 shows the
experimental process of RQ1.

We calculated the mean MAE and R? to verify whether the
models trained with high complexity-diverse data exhibited
a high prediction performance. Fig. 3 shows the mean MAE
and R? results for RQ1.

We observed a mean MAE between 4.502 and 7.734, and a
mean R? between 0.579 and 0.866. Tree-based HGBR, RFR,
and DTR showed better mean performances than neural-
network-based MLPR and linear-based LR, HR, and SGDR.
Considering the R? values of 0.525 [11], 0.680 [12], and
0.678 [13] in previous testability prediction studies, the
results indicate that the model has moderately high perfor-
mance. The mean MAE and R? performance of the models
improved in the order of HGBR, RFR, DTR, MLPR, LR, HR,
and SGDR for all datasets.

We compared the performance of the models built using
each regression algorithm to determine which model exhib-
ited a statistically significant difference. We performed an
ANOVA to analyze the differences among the means for
statistical analysis. Prior to the ANOVA, we performed Lev-
ene’s test [46] to assess the homogeneity of variances for the
measured performance metrics. As Levene’s test did not pass,
we used Welch’s ANOVA, an analysis method applicable
when the homogeneity of variances assumption was not met,
and the Games-Howell post-hoc test [47] for the analysis.

Table 4 presents the experimental results for RQ1 separated
by the dataset and regression algorithms. The experimental
results across Tables 4 through 8 are presented as mean =+
standard deviation (SD), and the letters to the right of the SD
represent the groups with statistically significant differences
according to the Games-Howell test results with a p-value
below 0.05. Different letters indicate statistically significant
differences between the groups.

In all cases, MHOBR exhibited the best performance, fol-
lowed by MRFR In some cases, no statistically significant
differences were observed between MPTR MMLPR 34 MLR.
however, the order of model performance remained consis-
tent; MPTR MMLPR 5nd MER | 1n all cases, MPR and MSGPR
exhibited the lowest performances.

B. RQ2: PERFORMANCE ANALYSIS BASED ON THE
COMPLEXITY DIVERSITY OF TRAINING DATA

To analyze whether the prediction performance decreased
with lower complexity diversity in the training data, we com-
pared the performances of the models trained using data
with low complexity-diversity. We separated the training data
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into low-complexity and high-complexity data and generated
training data with low complexity-diversity by combining
them such that the proportions of low complexity-data were
90%, 95%, 98%, and 99%, respectively. As the criteria for
distinguishing between low and high complexity, we used a
CC of eight or lower and an SL of four or lower. This criterion
was determined based on the observation that SF110, a repre-
sentative SUT used in search-based test data generation [19]
and employed in related studies [12], [13], had 97.1% non-
abstract methods with a CC of eight or lower and an SL of
four or lower. Fig. 4 illustrates the experimental process for
RQ2.

We used 4,800 training data points and 1,200 test data
points for RQ2. MA!! was trained using 4,800 training data
samples from the dataset. M“C was trained using the train-
ing data sampled from 4,320 low-complexity training data
points (CC < 8 and SL < 4) and 480 high-complexity training
data points (CC > 8 or SL > 4). In other words, 90% (4,320 out
of 4,800) of the training data comprised low-complexity data,
and 10% (480 out of 4,800) consisted of high-complexity
data. MEC95 MLC%8 and MLCY were trained using the same
method, with the training data consisting of low-complexity
data in proportions of 95, 98, and 99%, respectively. The four
models, MEC90 MLCOS MLCI8 and MLECH | are collectively
referred to as LC models.

We used 1,200 samples of test data from the dataset,
excluding the training data. To reduce the randomness of the
training and test data due to sampling, the experiment was
repeated 30 times.

We used HGBR, which exhibited the best performance
for RQ1, as the regression algorithm to build the prediction
model. The experimental results were measured and analyzed
using MAE, MSE, RMSE, and RZ, and an ANOVA test was
performed. Fig. 5 shows the mean MAE and R? results for
RQ2.

The mean MAE and R? performances of the models were
consistently better in the order of MAI ML ML,
MEC% and MEC across all datasets. In other words, we con-
firmed that the mean prediction performance of the models
decreased as the proportion of low-complexity data increased
and the complexity diversity of the training data decreased.
The differences in the mean MAE and R? of MA!! compared
with those of MHGBR in RQI were owing to the use of
sampled training data to limit the complexity diversity of
the training data. Table 5 presents the experimental results
for RQ2 separated by the dataset and the proportion of
low-complexity data in the training data.

The mean performance consistently improved in the
order of MAIL MLC90  MLCS  MLCB  and MLECP across
all results. The ANOVA results do not always indicate
statistically significant performance improvements. How-
ever, MAl always demonstrated significantly better per-
formance than the LC models. Moreover, MLC%0 always
exhibited a significantly better performance than M3 and
M and MEC9S always exhibited a significantly better per-
formance than M-C%°, Therefore, the results indicate that the
prediction performance tends to decrease as the complexity
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TABLE 4. RQ1. Performance of regression models in each dataset.

Dataset  Regressor  Model MAE MSE RMSE R?
HGBR  MY9BR  503540.053°  49.235+1.295 7.01640.092*  0.827+0.004
RFR MRIR - 513240.051°  51.50241.232° 7.176+0.086"  0.81940.004°
DTR MR 542240055 57.12841.251¢ 7.558+0.083¢  0.79940.004°
GA MLPR  MMLPR 566040454 58.156+10.948°  7.601£0.619°  0.795+0.038°
LR ME  6.658+0.057°  75.460+1.587¢ 8.68640.091¢  0.734+0.005¢
HR MR 6.985+0.1577  84.668+4.510° 9.19940.236°  0.702+0.016°
SGDR MK 7.067+0.1688 9537345470 9.76240.273F  0.664+0.019
HGBR  M7GR  58374£0.063°  64.145+1.660° 8.008+0.104%  0.745+0.006
RFR MRFR 5.901+£0.058"  65.893£1.462" 8.11740.090°  0.738+0.006"
DTR MPIR  6.121£0.065¢  70.48441.792¢ 8.395+0.107  0.720+0.007¢
HC MLPR  MMR  651840.585¢  75.41+11.903¢ 8.662:+£0.621¢  0.70040.047¢
LR MIE  6.634+0.064¢  78.484:£1.793¢ 8.85940.101¢  0.688-+0.007°
HR MR 6.798+£0.154°  84.896::3.474 9.21240.181F  0.663+0.013f
SGDR MR 7.734+0.169"  105.986+4.081¢  10.293+0.197¢  0.57940.017¢
HGBR  MAGBR  4.50240.050°  44.744+1.059* 6.689+0.079*  0.866+0.003
RFR MRIR - 4532+0.057°  46.943+1.229° 6.85140.090>  0.860+0.004°
DTR MPIR  502240.061¢  52.570+1.475° 7.25040.102¢  0.843+0.005
RND MLPR  MMER 5206404219 52.597+6.720¢ 7.23940.439¢  0.843+0.020¢
LR MR 7.158+0.065°  86.3131.9564 9.29040.105¢  0.7420.006¢
HR MR 7.52640.134"  96.181+4.836° 9.80440.239°  0.713+0.014°
SGDR MR 7.509+0.163F  107.509+£4.9967  10.366+0.238F  0.67940.015°
TABLE 5. RQ2. Performance of models with low-complexity of training data in each dataset.
Dataset  Training Data ~ Model MAE MSE RMSE R?
All MAT 5.0734£0.154°  49.499+3.473%  7.031£0.246°  0.82440.012°
LC90 MIC® 533040.165°  56.606+3.192°  7.521+£0.211°  0.799+0.013°
GA LC95 MICSH  5.59840.171¢  61.043£3.996°  7.809+0.254°  0.785+£0.014¢
LC98 M 5.82940.259¢  65.02745.304¢  8.058+0.318¢  0.771+0.021¢
LC99 M 6.041+03279  69.23147.125¢  8.310£0.431¢  0.754:£0.026¢
All ML 5.907+£0.1132 65910434214 8.1164+0.212¢  0.739+0.013
LC90 MIS® 6.16940.197"  72.361+4.853"  8.502+0.284°  0.711£0.018°
HC LC95 MG 6.36240.212°  76.929+4.849¢  8.76740.275°  0.698+0.016
LC98 MG 6.645+0.2879  83.62947.502¢  9.136+0.407¢  0.663+0.030¢
LC99 MG 6.96040.372°  90.472+£9.629°  9.49940.495¢  0.642+0.036¢
All MAL 4.63040.139*  46.166+£2.764*  6.79240.204*  0.863+0.009*
LC90 ML 5.0154+0.145°  54.8314+3.041°  7.402+0.205°  0.836:£0.009"
RND LC95 MLCS  5216+0.242¢  57.7244+4.879°  7.591+0.319°  0.827+0.015°
LC98 MLS®  5.67440.3249  66.350+£6.868°  8.135+0.419°  0.802+0.023¢
LC99 MLC9 608340347 74.54146.888¢  8.624-+0.408¢  0.779+0.022¢

RND

diversity of the training data decreases, following the order
of MAI MLC90 MLC5 MLC8 4nd MLCY.

C. RQ3: PERFORMANCE ANALYSIS BASED ON THE
COMPLEXITY LEVEL OF TEST DATA

We investigated whether the prediction performance of mod-
els trained on data with low complexity-diversity decreased
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as the complexity level of the test data increased. If the
difference in the complexity levels of the test data reduces the
prediction performance of LC models, it could be challenging
to accurately predict the testability of complex source codes.
To distinguish the complexity levels of the test data, we sorted
them by the sum of the CC and SL values. Even if the CC
is high, a low SL indicates fewer nested conditions, which
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FIGURE 4. Experimental process of RQ2.

means that the conditions are relatively easy to cover. Con-
versely, even if SL is high, a low CC implies that there are
fewer conditions to cover. Therefore, we identified a combi-
nation of CC and SL as features that influence code coverage,
which is a measure of testability effectiveness. The sorted test
data are divided into five parts, each representing a different
level of complexity. LC models were constructed using RQ2.
Fig. 6 illustrates the experimental process for RQ3.

We analyzed the performance using test data with divided
complexity levels on models with low complexity-diversity,
which were constructed using the same method as in RQ2.
To identify test data with different levels of complexity,
we sampled 6,000 data points, excluding the training data.
The sampled data were then sorted based on the CC+SL
values and subsequently divided into five parts. We classified
the 1,200 test data points differentiated by complexity level
as CL1 for data with the lowest complexity level and CL5 for
data with the highest complexity level. The experiment was
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repeated 30 times because of the randomness of the training
and test data caused by sampling.

We obtained 25 performance results using five test datasets
from five models. The experimental results were analyzed
using the MAE, MSE, RMSE, and R?, and an ANOVA test
was performed. The experiment was conducted separately
for each dataset, and we subsequently analyzed whether
there was a similar tendency across all the datasets. Fig. 7
presents the mean MAE and R results for the GA dataset for
RQ3.

The experimental results indicate that MA!, which was
built using training data without complexity limitations,
demonstrated a mean MAE of 4.579 or less and a mean R?
of 0.866 or higher at all complexity levels of the test data.
For the CL1 test data, all models exhibited a mean MAE of
3.916 or less and a mean R? of 0.871 or higher. In the CL1 test
data, the LC models showed high performance similar to that
of MA!L This was because the LC models were built using
a high proportion of low-complexity training data, similar to
the CL1 test data.

All LC models showed a decrease in prediction perfor-
mance in terms of the mean MAE and R? as the complexity
level of the test data increased from CL1 to CL4. However,
despite the increase in the complexity level of the test data
from CL4 to CLS5, the MAE decreased slightly for MLC% and
R? increased slightly for MEC%0, MECS "and MECY8 | Table 6
presents the experimental results for RQ3 in the GA dataset,
separated by the proportion of low-complexity data in the
training data and the complexity level of the test data.

MAI did not exhibit a consistent performance difference
based on the complexity level of the test data in all cases.
The mean performance consistently decreased from CLI
to CL4 across all LC models. In some LC model results,
a reversal of mean performance was observed between
CL4 and CL5.

However, in all LC model results, CL2-CL5 always
showed a statistically significant lower performance than
CL1, and CL4 always showed a statistically significant lower
performance than CL2. Furthermore, except for the MSE
and RMSE between CL4 and CL5 for MEC90 gnd MLC9,
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FIGURE 5. RQ2. Mean MAE and R? of models with low-complexity training data in each dataset.
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no statistically significant performance improvement was
observed between CL4 and CLS5. Therefore, despite some
exceptions, the prediction performance tends to decrease as
the complexity level of the test data increases in the GA
dataset. Fig. 8 shows the mean MAE and R? results for the
HC dataset of RQ3.

The experimental results indicate that MA!" demonstrates a
mean MAE of 5.229 or less and a mean R? of 0.736 or higher
across all complexity levels of the test data. For the CL1 test
data, all models exhibited a mean MAE of 4.458 or less and
a mean R? of 0.702 or higher, with LC models exhibiting
a slightly lower performance in terms of both MAE and R?
than MAIL

The mean MAE consistently increased from CL1 to CL5
across all LC models. The mean R? was lower in the order
of CL1, CL2, CL4, and CLS5 across all LC models. However,
for MEC90 MLC9S and MLC98  there were instances in which
R? for CL3 was slightly higher than that for CL2. Table 7
presents the experimental results for RQ3 for the HC dataset.

Similar to the GA dataset, MA! did not exhibit a consistent
performance difference based on the complexity level of the
test data in all cases. The mean performance consistently
decreased in the order of CL1, CL2, CL4, and CL5 across
all LC models. In some LC model results, a reversal of mean
performance was observed between CL2 and CL3.

However, in all LC model results, CL2-CL5 always
showed a statistically significant lower performance than
CL1, and CLS5 always showed a statistically significant lower
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performance than CL1-CL4. Furthermore, in all LC models,
although there were instances where the performance of the
model significantly decreased as the complexity level of the
test data increased, no instances of a statistically significant
increase were observed. Therefore, for the HC dataset, the
prediction performance decreased as the complexity level of
the test data increased. Fig. 9 presents the mean MAE and R?
results for the RND dataset for RQ3.

The mean MAE consistently increased from CL1 to CLS5
across all LC models. Similarly, the mean R? consistently
decreased from CL1 to CLS5 across all LC models. The RND
dataset consistently demonstrated a decrease in mean perfor-
mance in terms of MAE and R? as the complexity level of the
test data increased. Table 8 presents the experimental results
for RQ3 for the RND dataset.

In all cases, MA! shows statistically significant differ-
ences between CL1 and CL2-CL4. However, there was no
consistent relationship between CL2-CL4. Across all LC
models, the mean performance consistently decreased from
CL1-CLS5, except for ML and MLC98, and between CL4
and CLS5 in terms of MSE and RMSE.

Furthermore, except for the MAE, MSE, and RMSE
between CL4 and CLS5 for all LC models, statistically
significant performance increases were observed in all
cases as the complexity level of the test data increased.
Therefore, for the RND dataset, the prediction perfor-
mance decreases as the complexity level of the test data
increases.

D. RQ4: PERFORMANCE ANALYSIS BASED ON THE
DIFFERENCE IN COMPLEXITY LEVELS OF TRAINING AND
TEST DATA

We investigated whether the larger the difference in the com-
plexity levels between the training and test data, the greater
the difference in the prediction performance of the model.
If the difference in complexity levels between the training
and test data linearly decreases the prediction performance,
it can be expected that the lower the complexity diversity of
the training data, the greater the decrease in the prediction
performance for high-complexity source code.
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FIGURE 7. RQ3. Mean MAE and R? of models with the different complexity levels of test data in GA dataset.

TABLE 6. RQ3. Performance of models with the different complexity levels of test data in GA dataset.

Training Data ~ Model  Test Data MAE MSE RMSE R?
CL1 3.91640.360°  33.109+5.679 5.73440.490°  0.872+0.023
CL2 4.19140.393>  35.88446.250°°  5.969+0.513%  0.86740.023"
All Mg CL3 4.19140.333>  33.703%4.814° 579140.412¢  0.877£0.017*
CL4 4.57940.403¢  39.559+6.438" 6.27040.504>  0.866+0.022*
CL5 439540383 33.25645.590° 5.74840.478°  0.881£0.0222
CL1 3.61640.117%  32.760+£2.112% 5.72140.184%  0.874:£0.009*
CL2 5.2654+0.182°  57.330+4.340° 7.566+0.286°  0.786+0.016"
LC90 MEER CL3 5.56340.199¢  58.930-+4.286" 7.67240277°  0.785+0.015°
CL4 6.12740.207¢  69.071+4.725¢ 8.30640.284¢  0.76640.017°
CL5 6.16940.2919  64.076+5.318° 7.998-+0.326°  0.774-£0.021"
CL1 3.57140.152*  32.315+3.385° 567740292 0.876+0.0112
CL2 5.60140.258"  63.051+5.585" 7.93340.350>  0.764+0.019"
LC95 M CL3 5.94940.280  64.964+4.545" 8.05540.280  0.7630.016"
CL4 6.499+0.196¢  74.673+4.615¢ 8.637+0.268¢  0.74740.018¢
CL5 6.45440.2489  69.507+5.194° 8.33240.308°  0.750+0.019°
CL1 3.56240.133%  32.411£2.924% 5.688+0.252°  0.875+0.011%
CL2 5.68440.235>  64.256+5.016° 8.0104£0.313>  0.75840.020°
LC98 MEER CL3 6.20940.355¢  70.384+6.938° 8.38040.415°  0.74340.027"
CL4 6.7634+0.386¢  79.973+8.613¢ 8.9314+0.464¢  0.72940.027°
CL5 6.7384+0.478¢  75.415+10.38¢  8.666+0.567°¢  0.730+0.036°
CL1 3.58240.173%  33.574+3.864% 5.78540.332¢  0.871+0.014*
CL2 5.95840.341>  69.301+£6.808" 8.31540.402>  0.743+0.026"
LC99 MECH? CL3 6.64040.561¢  77.492+10.783¢  8.783+0.606°  0.718-+0.038¢
CL4 7.21740.6440  91.385+14.300¢  9.532+0.739¢  0.691=0.050¢
CL5 7.25940.8261  88.062£19.532¢¢  9.333+0.991%¢  0.685+0.071¢

To measure the difference in complexity levels between
the training and test data, we employed the concept of effect
size, which measures the difference between the means of
the two groups relative to the standard deviation of the data.
Specifically, we use Cohen’s d [48], a representative method
for computing the effect size, which is calculated as the
difference between the means divided by the pooled standard
deviation of the data.
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To calculate the difference in complexity levels, we used
the model and test data from RQ3. The experiments were
conducted using 25 combinations of five distinct models and
five CL test data. Each combination was repeated 30 times
to reduce the random sampling effects. Thus, the experiment
was conducted 750 times, and the difference in complexity
levels between the training and test data was calculated each
time. We use the CC4-SL complexity level indicator, which is
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FIGURE 8. RQ3. Mean MAE and R? of models with the different complexity levels of test data in HC dataset.
TABLE 7. RQ3. Performance of models with the different complexity levels of test data in HC dataset.
Training Data  Model  Test Data MAE MSE RMSE R?
CL1 4.45840.400° 46.050+7.422* 6.7664+0.533*  0.7360.042°
CL2 4.8554+0.382  45.57747.625° 6.73040.547*  0.7850.037
All My CL3 4.77640.329° 41.939+5.854 6.46240.439°  0.804-40.027¢
CL4 5.05840.388<0  45.429+6.936" 6.72240.497*  0.804=0.030¢
CL5 5.229+40.420¢ 45.731+7.077* 6.74440.508  0.762=0.038%
CL1 4.33620.204* 50.55045.940° 7.09840.417*  0.7080.032°
CL2 6.220+0.249° 75.2534+5.781° 8.669+0.330>  0.643+0.025"
LC90 MEC0 CL3 6.329-+0.228° 73.338+4.736° 8.559+0.275>  0.658-£0.020°
CL4 6.84540.231¢ 81.19644.785¢ 9.00740.265¢  0.6454:0.022°
CL5 7.296+0.203¢ 87.041+4.416¢ 9.32740.237¢  0.54440.029°
CL1 4.293+0.163 49.6334+4.7812 7.037+0.343*  0.719-+0.023
CL2 6.378+0.208° 78.91745.251° 8.8794+0.297°  0.630+0.023°
LC95 M CL3 6.597+0.266¢ 78.37246.111° 8.846+0.344>  0.636--0.029"
CL4 7.11340.289¢ 86.879+6.699° 9.314+0.359¢  0.623+0.027°
CL5 7.52440.315¢ 92.26746.812¢ 9.59940.355¢  0.51440.035¢
CL1 4.28040.172 49.367+4.616* 7.01940.332*  0.71940.026°
CL2 6.729+0.340° 85.491+6.412° 9.24040.343°  0.603+0.026"
LC98 ML CL3 6.997+0.376¢ 85.257+6.856° 9.22640.369"  0.604=-0.030P
CL4 7.5654:0.436¢ 96.13749.532¢ 9.79340.486°  0.58420.040P
CL5 8.014+0.424°  104.147+£10.122¢  10.193+0.498%  0.462+0.047¢
CL1 4.382+0.254 51.786-+5.074% 7.18840.351°  0.70240.031%
CL2 6.8100.329" 88.595+7.552b 9.40440.401>  0.58240.037°
LC99 M CL3 7.34740.329¢ 94.30547.629° 9.7044:0.390°  0.559-0.037
CL4 7924404870  106.488+13.642¢  10.300+0.6499  0.540+0.052°
CL5 8.280+0.587¢  111.479415.435¢  10.5354+0.709¢  0.41940.0824

consistent with RQ3. Scatter plots were drawn to analyze the
relationship between the complexity-level difference and R?.
Fig. 10 presents a scatter plot of the differences in complexity
levels between the training and test data and R.

It can be observed that in all the datasets, there is a
tendency for R? to decrease as Cohen’s d increases. To quan-
titatively measure the relationship between Cohen’s d and
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the model performance, we conducted a Pearson corre-
lation analysis. Table 9 presents the Pearson correlation
coefficient between Cohen’s d and the model performance.
All correlation coefficients had p-values < 0.05.

The experimental results showed that the absolute value
of the correlation coefficient in all cases was 0.804 or
higher. Assuming a reasonably sized dataset, a correlation
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FIGURE 9. RQ3. Mean MAE and R? of models with the different complexity levels of test data in RND dataset.
TABLE 8. RQ3. Performance of models with the different complexity levels of test data in RND dataset.
Training Data ~ Model  Test Data MAE MSE RMSE R?
CL1 2.850+0.304*  21.215+3.677 4.58940.407*  0.933+0.011°
CL2 3.618+0.313>  29.232+4.890° 5.388+0.453>  0.90940.016°
All MY CL3 377940312  30.92044.721° 5.54540.421°  0.90640.014%
CL4 423140.359¢  35.966+5.732° 5.97940.476°  0.89640.016°
CL5 4.12440.400°  31.30645.753° 5.57240.521°  0.89740.019%¢
CL1 2.41240.124*  21.281£2.7212 4.60440.294*  0.93340.009*
CL2 4.92340.221°  53.07944.870° 7.27840.331°  0.8344-0.014°
LC90 MLCE0 CL3 5.44140.188°  59.951+4.293¢ 7.73840.277°  0.81840.014¢
CL4 6.014+0.183¢  69.055+4.4994 8.306+0.271¢  0.80140.0134
CL5 6.1674£0.225°  67.668+4.8434 8.22140.2949  0.780+0.017°
CL1 2.38940.156*  21.367£3.2512 4.60940.354*  0.93340.010°
CL2 5.08940.270°  55.812+4.408° 7.46540.290°  0.8264-0.016°
LC95 MLCo CL3 5.7814£0.229°  65.555+4.418¢ 8.09240.275°  0.800+0.014¢
CL4 6.40040.210¢  75.292+4.716¢ 8.673+0.273¢  0.78340.015¢
CL5 6.59840.209°  75.454+4.519¢ 8.6834+0.261¢  0.75140.018¢
CL1 2.40940.135*  21.589+1.914% 4.64240.205*  0.9314:0.007*
CL2 5.51740.283°  61.162+£5.071° 7.81440.321°  0.8094-0.014°
LC98 MLCos CL3 6.45340.409°  76.155+8.339¢ 8.71440.476°  0.76740.028°
CL4 7226404514 92.053£10.298¢  9.58040.529¢  0.7324-0.029¢
CL5 7.26440.4949  90.319411.262¢  9.48640.594¢  0.702+0.040°
CL1 2.4164+0.163*  21.573+2.508° 4.6374+0.271*  0.93240.008*
CL2 5.82240.349°  66.140+6.360° 8.124+0.386°  0.79340.019°
LC99 MECH CL3 6.9954+0.596°  87.267+£12.195¢  9.32140.638°  0.73640.037°
CL4 7.75540.776¢  104.458+19.271¢  10.18240.896¢  0.69840.056¢
CL5 7.95340.897¢  106.012421.239¢  10.2494+1.000¢  0.65140.068¢

value of less than 0.1 is trivial, 0.1-0.3 is minor, 0.3-0.5 is
moderate, 0.5-0.7 is large, 0.7-0.9 is very large, and 0.9-1
is almost perfect [49]. MAE, MSE, and RMSE are error
metrics; the larger their values, the lower the prediction per-
formance. Therefore, a positive correlation implies that the
greater the difference in complexity, the lower the prediction
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performance. R?> denotes the model’s explanatory power.
The smaller the value, the lower the prediction performance.
Hence, a negative correlation indicates that the larger the dif-
ference in complexity, the lower the prediction performance.
Based on the experimental results, we discovered a strong
relationship between the prediction performance of the model
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TABLE 9. RQ4. Correlation between Cohen’d and performance.

Datasset MAE MSE RMSE R?
GA 0.884 0.827 0.830  -0.804
HC 0.907 0.854 0846  -0.839

RND 0902 0884 0.882  -0.900

and the difference in complexity levels between the training
and test data.

V. DISCUSSION AND LIMITATIONS

This section describes the discussion on the experimental
results and the threats to validity. In the discussion, we sum-
marize the experimental results for each RQ, analyze the
implications of these results, and suggest possibilities for
expanding research on testability prediction. In the threats to
validity, we analyze the possible threats that might affect the
validity of the results.

A. DISCUSSION

We summarize the experimental results by averaging the
outcomes across all datasets. Fig. 11 presents the mean results
across all datasets for each RQ. The RQ1 charts depict the
average MAE and R? for each regression algorithm. For RQ2,
the charts display the average MAE and R? based on the com-
plexity diversity of the training data. The RQ3 charts show the
average MAE and R? across all LC models, categorized by
the complexity level of the test data. Lastly, the RQ4 chart
exhibits the absolute value of the correlations between the
difference in complexity levels of the training and test data
and the MAE and R?.

In RQI, the regression algorithm with the highest mean
performance was HGBR, which showed an MAE of
5.125 and an R? of 0.813. Tree-based HGBR, RFR, and
DTR exhibited better mean performances than the neural-
network-based MLPR and linear-based LR, HR, and SGDR.
HGBR showed an MAE that was 11.6% lower and an R?
that was 4.3% higher than MLPR. Compared to linear-based
algorithms, HGBR showed an MAE that was 24.8% to 31.1%
lower and an R? that was 12.6% to 26.9% higher.

In RQ2, the performance of the models consistently
decreased as the complexity diversity of the training data
decreased. Compared to All, the MAE of LC90-LC99 was
respectively 5.8%, 10.0%, 16.3%, and 22.3% higher, and the
R? was respectively 3.3%, 4.8%, 7.8%, and 10.4% lower.

In RQ3, the performance of the models consistently
decreased as the complexity level of the test data
increased. CL1 showed significantly higher performance than
CL2-CL5, as it has a similar proportion of low-complexity
training data used in the construction of the LC models.
Compared to CL2-CLS, the MAE of CL1 was 57.5% to
89.6% lower, and the R> was 10.2% to 18.3% higher. There
was a smaller performance difference between CL2-CLS5,
which have a dissimilar proportion of low-complexity data
compared to LC models, than with CL1. Compared to CL2,
the MAE of CL3-CL5 was respectively 7.7%, 17.7%, and
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20.3% higher, and the R? was respectively 1.4%, 3.8%, and
9.1% lower.

In RQ4, the correlation between the difference in com-
plexity between training and test data and the MAE and R?
were 0.898 and —0.848, respectively. The positive correlation
in MAE and the negative correlation in R? both imply the
model’s performance decreases as the complexity difference
increases. In the chart, we used the absolute values of the
correlation coefficients to focus on their magnitudes.

The experimental results indicate the following implica-
tions. The high performance of the HGBR model provides
accurate predictions of testability, suggesting that it can
help developers proactively identify software components
that require significant testing effort, plan testing activities,
and recognize the need for refactoring to reduce the test
effort. The findings of this study highlight the importance
of considering complexity diversity in the testability predic-
tion for C programs. The decrease in model performance
as the complexity diversity of the training data decreases,
the variation in model performance based on the com-
plexity level of the test data, and the correlation between
model performance and complexity difference demonstrate
the impact of complexity diversity in testability prediction.
These findings enhance the understanding of the impact of
complexity diversity on testability prediction, an aspect not
thoroughly examined in previous studies. These insights can
assist test engineers in improving the performance of testa-
bility prediction models.

Testability is a multifaceted issue that depends on source
code, design patterns, software architecture, process com-
plexity, domain characteristics, programming language, and
even the programmer’s experience. However, source code is
the most concrete object for testability evaluation, and col-
lecting and measuring source code-based metrics is relatively
easy. Therefore, we focused our research on source code, but
the study can be expanded by considering other factors that
affect testability.

Firstly, the study can be expanded by using test patterns
that consider domain characteristics. By utilizing test patterns
that consider domain-specific behavior and types of defects,
a testing process can be made more systematic and effective.
Therefore, test pattern-based metrics such as the number
of applied test patterns and the complexity of applied test
patterns can be used as variables for evaluating testability in
terms of testing effectiveness.

For example, Siddiqui and Khan [50] proposed test pat-
terns for cloud applications. They proposed a structure of
test patterns and methods for identifying applicable patterns
through feature analysis of the test patterns. The test patterns
include the test situation, test target, and sequence of actions
needed to perform the test. Based on this study, the number of
applicable test patterns, the number of applied test patterns,
and the complexity of applied test patterns can be used in
testability prediction research. And Goérski [51] proposed a
test pattern for smart contracts. He proposed a test pattern
that considers symmetric characteristics based on verification
rules for smart contracts. Based on this study, the number of
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FIGURE 10. RQ4. Scatter plot of the difference in complexity levels between training and test data and R2.
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FIGURE 11. Summary of experimental results.

necessary test cases and the number of performed test cases
can be used in testability prediction research.

Secondly, the study can be expanded to other lan-
guages. By considering the structural characteristics and
types of defects according to the programming language,
the effectiveness of testing can be enhanced. We discuss
expanding the study to Rust and JavaScript.

Rust is a systems programming language focused on
performance, type safety, and concurrency. Rust ensures
safety by providing ownership and borrowing, memory man-
agement methods that check for memory leaks or invalid
references at compile time and prevent race conditions. Con-
sidering these language-specific characteristics, metrics such
as the number of ownership transfers and the number of
borrow checks can be used for testability prediction in Rust
programs.

JavaScript is a scripting language for web development.
JavaScript supports implicit global, making it easy to use
global variables, and callbacks are widely used for program-
ming in asynchronous web environments. Considering these
language-specific characteristics, metrics such as the number
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used of global variables, the number of callbacks, and the
nested callback depth can be used for testability prediction
in JavaScript programs.

B. THREATS TO VALIDITY

Threats to internal validity include the selection of parameters
used in both the generation of test data and the construction
of the model, as well as the reduction of randomness in these
processes. We used parameter values from previous studies
[31], [32] to generate the test data. To obtain reasonable
statistical power for the test data generation, we repeated
the generation ten times [33]. For the model construction,
we tuned the optimal parameters using GridSearchCV based
on the hyperparameter range of existing studies [11], [12],
[13]. The experiments were repeated 30 times to reduce the
randomness caused by sampling.

Threats to construct validity include obtaining the appro-
priate tools for the experiment. We developed tools for test
data generation and SUT generation to collect training data
with high complexity-diversity. Both tools were developed in
Java, and we used the JavaCC C parser available on Java.net

98483



IEEE Access

H.-J. Choi, H.-S. Chae: Development of Testability Prediction Models Considering Complexity Diversity

for the C source code analysis. The test data generation
tool developed is available from Zenodo.! We automati-
cally generate SUTs with feasible combinations of metric
ranges based on C/C++4 industry standards. Because the
generated SUTs may contain infeasible branches, we use
Joggie [27], a tool for detecting infeasible code, to remove
infeasible branches. Joggie used a Principle solver [28] to
assess its feasibility. The Princess solver, a tool that checks
whether the conditions are satisfiable, is an essential feature
in infeasible code detection. The Princess solver won the TFA
division (arithmetic problems) in the 2012 CADE ATP Sys-
tem Competition, a yearly competition for fully automated
theorem provers, and the TFI category (integer problems),
and was runner-up in the TFA division in 2013 and 2014.
Furthermore, the Princess solver is used in JavaSMT [29],
a unifying Java interface for SMT solvers, and Eldarica [30],
a predicate-abstraction-based model checker.

Other threats include the methods of metric collection,
model construction, and statistical analysis. For the metric
collection, we used the commercial metric analysis tools
Understand 6.2 [26] and PC-lint Plus 2.0 [36]. One of the
metrics used, NOEO, was measured using a tool developed
to count the numbers of ’==" and ’!=" operators within a
function. We verified the correctness of the measured NOEO
by inspecting a subset of the C source codes. We used scikit-
learn [44], a Python machine-learning library, for model
construction. For statistical analyses, such as ANOVA and
correlation analysis, we used IBM SPSS Statistics 27.

Threats to external validity include obtaining large-scale
data with high complexity-diversity to generalize the results.
Based on the metric upper limits of the MISRA [20],
JPL [21], and JSF [22] standards, we generated ten SUTs
for each of the 3,320 feasible metric combinations, totaling
33,200 SUTs.

We performed a statistical analysis of the experimental
results to ensure the validity of our conclusions. We analyzed
not only the mean and SD but also whether there was a
statistically significant difference using the ANOVA test.

VI. CONCLUSION

In this study, we developed a testability prediction model for
C programs and investigated the impact of the complexity
diversity of training and test data on testability prediction
performance. We built a model to predict branch coverage,
which is a measure of testability effectiveness, using training
data with high complexity-diversity and analyzed the predic-
tion performance. To confirm the importance of complexity
diversity in testability prediction models, we observed per-
formance differences according to the complexity levels of
the training and test data. For the experiment, we generated
33,200 SUTs with high complexity-diversity and measured
their branch coverage using search-based test data genera-
tion. We collected nine metrics affecting branch coverage
achievement. We built a testability prediction model through
regression analysis using branch coverage as the dependent
variable and these metrics as independent variables.

)

1https://zenodo.0rg/record/7935356#.ZGijnZByUl
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The regression algorithm HGBR, which had the best per-
formance metric value, showed a mean R? of 0.813. Through
ANOVA, we observed a statistically significant decrease in
the performance of the models across all datasets when the
complexity diversity of the training data was low. Com-
pared to All, the mean R? of LC90-LC99 was respectively
3.3%, 4.8%, 7.8%, and 10.4% lower. In addition, we con-
firmed that the performance of the model trained with low
complexity-diversity data decreased as the complexity of
the test data increased. Compared to CL2, the mean R? of
CL3-CL5 was respectively 1.4%, 3.8%, and 9.1% lower.
Finally, we observed a strong mean correlation of 0.848 or
higher between the difference in the complexity levels of the
training and test data and the performance of the prediction
model. Our research assists developers in focusing their test-
ing efforts efficiently and highlights the necessity for test
engineers to use training data with complexity diversity. This
approach can improve the training process of the testability
prediction model for C programs.

In future work, we plan to expand our study by using
methods that reflect domain characteristics such as test pat-
terns, and by using language-specific metrics tailored to
other languages such as Rust and JavaScript. By using test
patterns that consider domain-specific behavior and types
of defects in testability predictions, the impact of domain
characteristics can be reflected. In addition, by considering
language-specific features such as memory management and
asynchronous processing methods in testability predictions,
the impact of language characteristics can be reflected.
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