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ABSTRACT Many versatile and promising swarm intelligence evolutionary algorithms are being developed
to solve engineering optimization problems. Although evolutionary algorithms have been implemented in
various optimization fields, there is still potential for enhancement in the domain of complex, electromag-
netic, and multimodal objective problems. To effectively address the shortcomings and slow convergence
speed observed in both smart quantum particle swarm optimization (QPSO) and differential evolution (DE),
a hybrid strategy is proposed. In the proposedQPSODE, apart from the smart strategy of QPSO for improving
the exploration as a whole, more additional features such as non-linear adaptive control parameter, the
partition of the swarm to apply smart and gaussian mutation mechanism, crossover and selection of best
particle using Boltzmann strategy to avoid premature convergence are introduced. Consequently, applying
the new design algorithm to several benchmark-constrained, mostly non-convex, and superconducting
magnetic energy storage (SMES) electromagnetic problems shows a marked performance improvement. The
performances of the QPSODE is compared with those of many other widely recognized population-based
swarm intelligence optimizers. Experimental results and statistical analysis using Friedman test show that
the search accuracy and the convergence of the hybrid QPSODE strategy are advantageous over other
optimization approaches.

INDEX TERMS Smart particle, hybridization, QPSO, DE, Boltzmann selection strategy, energy storage
device (SMES).

I. INTRODUCTION
In the study of engineering and artificial intelligence, opti-
mization problems are ubiquitous, spontaneous, and associ-
ated with every real-world field, such as electromagnetics,
digital computers, power engineering, telecommunications,
control systems, robotics, and signal processing. The opti-
mization design of electromagnetic devices has attracted
the mainstream attention of researchers over the last two
decades [1], [2], [3].

The design of electromagnetic devices generally incor-
porates elements of the optimization process, such as the
restriction of constrained conditions, and the uncertainty
of results. In the literature, different optimization methods,
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classical, linear programming, nonlinear programming (one-
dimensional, constrained, unconstrained), and global opti-
mization, are adapted to find the best-suited solution to a
problem under a given set of constraints. Since the emergence
of electromagnetic computing, especially with the develop-
ment of the modern computer and the growth of numerical
analysis techniques, the automated optimization of electro-
magnetic problems has increased exponentially. Therefore,
there has been a tremendous improvement in the capabilities
of computational methods and techniques for solving electro-
magnetic problems [4], [5].

The industry has increased its demand for device param-
eter optimization, and computational methods have evolved
to meet this demand. New computing methods and models
are required; only using more powerful computer hardware
seems insufficient. The structure of the optimization problem
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not only places limitations on traditional optimization tech-
niques like gradient descent and deterministic methods but
also renders them incapable of solving these problems [6].
Classical optimization methods are, therefore, inadequate
when the optimization problems cannot be formally charac-
terized as continuous and differentiable functions. In con-
trast, stochastic optimization methods demonstrate that they
require excellent initial value estimation and can converge to
the optimal global solution, making them ideal for handling
nonlinear optimization problems. Thus, stochastic algorithms
and numerical techniques are the primary methods for han-
dling electromagnetic design problems. As a result, signifi-
cant work has been done to enhance the stochastic algorithms’
fundamental formulation for resolving these problems. Many
more real-world engineering optimization problems have
been solved using all these stochastic techniques.

Numerous researchers have created a variety of compatible
and user-friendly evolutionary intelligence optimization algo-
rithms addressing objective functions that are challenging
using traditional techniques [7]. It draws inspiration from
nature and tries to build centralized, self-organizing systems
by coordinating the behaviors of individual agents as they
interact with their environments. It includes biological evolu-
tion and behaviors of flocks of birds and a swarm of ants such
as artificial bee colony (ABC) [8], [9], [10], particle swarm
optimization (PSO) [11], [12], [13], [14], differential evolu-
tion (DE) [15], [16], [17], grey wolf optimizer (GWO) [18],
cuckoo search (CS) [19], [20], and others [21]. Particle swarm
optimization was developed for optimization algorithms in
the middle of the 1990s and was inspired by bird flocking;
it is easy to implement and requires less computational time.
It also provides a greater diversity of search trajectories,
converges faster, and finds the best solutions to optimization
problems [22], [23]. In PSO, particles that represent poten-
tial solutions move throughout a multidimensional search
space at a velocity that is continuously being updated by the
experience of the particle and the knowledge of the entire
swarm. PSO has attracted the attention of many researchers
worldwide, and they developed many improved versions of
basic PSO and validated them through different optimiza-
tion problems [24], [25]. Various enhanced versions of PSO
have been presented by researchers in recent literature, such
as terminal crossover and steering-based PSO [26], human
behavior-based PSO [27], position-transitional PSO [28],
and hybrid whale PSO [29]. Although PSO is straightfor-
ward and has successfully solved many optimization prob-
lems, it could encounter local minima when dealing with
complex multimodal problems. In 2004, Sun developed
the quantum-behaved version of PSO (QPSO), which uses
wave function of time-dependent Schrodinger equation [30],
to characterize particle solution candidates in the search space
rather than the velocity and location of particles in Eq. (1):
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In quantum mechanics particle appearance in a certain posi-
tion in search space can be determined byMax Born from the
probability density function:
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The position formulas for each particle, generated by the
Monte Carlo method, are as follows:
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When compared to PSO, QPSO has a faster convergence
capability and speed. As a result, numerous researchers
from other disciplines have showed interest in QPSO. Many
improved QPSO versions have been created by researchers
so far, and they have already proven to handle challenging
optimization problems. The authors of this article give a
brief overview of QPSO and its variants, which have been
used, tested, and verified for broad range of optimization
problems in engineering fields. Numerous nonlinear, non-
differentiable, and non-convex optimization problems are
addressed with the QPSO technique. In [31], a levy flight
strategy is used to find an optimal solution for the fuzzy
portfolio with constraints. Li et al. utilized quantum-behaved
discrete multi-objective PSO for complex network cluster-
ing [32]. In the medical field, the partition-cooperative QPSO
is used for image segmentation to improve the quality and
resolution [33]. In [34], the author introduces smart particles
to the existing QPSO to improve the convergence speed
for non-convex objective problems and in the electromag-
netic field. Niu et al. use extreme learning machine-based
QPSO to select the optimal input-hidden weight and hidden
biases for hydrological time-series prediction [35]. Zhang et
al. employed an improved QPSO with space transformation
search and empirically verified its efficiency [36]. Numer-
ous studies confirm that various optimization problems in
multiple engineering fields have been solved using QPSO
and DE techniques. The basic QPSO provides many benefits,
including ease of implementation, fast convergence, low pro-
cessing time, and robustness. However, for high-dimensional
andmultimodal functions, these algorithms encounter limited
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FIGURE 1. Schematic representation of the hybridized QPSO-DE method in the proposed work.

precision and slow convergence speed in the late evolutionary
stage and stalling in local optima.

Studies on hybrid systems in swarm intelligence have
recently gained popularity in tackling more complex and
challenging problems. More recent advancements in the
machine learning and artificial intelligence (AI) domains
have led to the development of more efficient addition to
assembling quantum particle swarm optimization and other
evolutionary optimization algorithms. Nirmal et al. use a
hybridized Gaussian QPSO with the cuckoo search for solv-
ing first and second-order differential equations by convert-
ing these into unconstrained optimization problems [37].
Protopopescu et al. utilized quantum-inspired algorithms to
tackle various optimization problems [38]. Yuanyuan pub-
lished a quantum evolutionary algorithm for identifying com-
munities in complex social networks [39].
The application of QPSOwith a mutation operator (QPSO-

MO) has been endorsed to enhance diversity and avoid the
local optimum in search space [40]. However, a limited num-
ber of studies have explored these advanced techniques for
optimization in electromagnetics and storage components,
especially in large-size devices. The experimental results
on a low-dimensional unimodal show that these enhanced
QPSOs have superior convergence performance. However,
these algorithms still have a few limitations, such as early
convergence and low precision in the late evolutionary stage,
as well as falling into local optima on high-dimensional mul-
timodal functions.

Specified the drawbacks, a hybridized QPSODE algorithm
will be proposed and applied to non-linear and multimodal
problems. The study enhances previous hybrid approaches,
used in QPSO research, that integrated smart particle behav-
iors QPSO with DE [41]. The study analyzes how the
contraction-expansion coefficient impacts an algorithm’s
ability to find the optimal solutions by influencing particle
mobility during optimization. In the current work, first we
used the reliability over dynamic contraction expansion coef-

ficient with particle fitness. Secondly, we then selected the
best particle from subswarms amongst the Gaussian mutated
and smart particle mechanism for enhancing global conver-
gence. Thirdly, DE selection under the Boltzmann probability
and crossover strategy are adapted. A hybridized algorithm is
typically created by integrating the features of smart QPSO
and DE algorithms to boost the efficiency and convergence of
an algorithm to solve constrained optimization problems. The
QPSODE algorithm has been incorporated into the proposed
work, as depicted in the block diagram in Fig. 1.
The rest of this paper is organized as follows. The intro-

duction section discusses some relevant literature on general
optimization, evolutionary algorithms, PSO, and its variants
as well as its advanced version QPSO. Section II develops a
hybridized algorithm (QPSODE) that considers some meth-
ods of improving performance, such as nonlinear parameter
adjustment structure, smart particle, and Bultmann selection
procedure for premature prevention mechanism. Section III
then goes over the performance test results for 25 benchmark
functions, statistical test and shows how to use QPSODE to
solve these constrained functions as well as relevant com-
parison experiments of various metaheuristic algorithms fol-
lowed by electromagnetic problems application are reported
in section IV. Finally, section V presents the conclusion and
future work of the paper.

II. METHODOLOGY OF HYBRID QPSODE
The basic idea behind the proposed QPSODE hybridization
is to integrate QPSO and DE with a smart strategy, adaptive
parameter control, fusion of DE mechanism, Gaussian muta-
tion, and Boltzmann selection to improve the effectiveness of
global search and convergence. The essential procedures that
follow a new hybrid algorithm are stressed below.

First, a nonlinear adjustment of the contraction–expansion
coefficient is adapted in the proposed strategy taken expo-
nential function values according to Eq. (5). QPSODE
used dynamic nonlinear function values rather than con-
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FIGURE 2. Cumulative performance of all competitors during optimization process.

TABLE 1. Numerical results of best objective values for all problems.

stant values which plays an imperative role in the QPSO’s
convergence, for that reason algorithm will be capable
to reach optimal solution. Then, the contraction-expansion
coefficient is adjusted to regulate particle speeds. The
contraction-expansion coefficient in this proposed approach
changes as follows:

β =

(
t

Tmax

)2

× αtij (5)

where αi in Eq. (6) is the fraction of the absolute difference
between the fitness of the ith particle and that of its neighbors
divided by the square of the worse performance within the

same swarm generation.

αtij =

∣∣∣f (x(t)ij ) − f (x(t)(i−1)j)
∣∣∣

(f (x(t)ij worst ))
2 + rand() (6)

Second, the QPSODE procedure obtains the particle from
updated population by partitioning and combining after using
two different strategies to pick up the best leading particle
from subswarms. The partition mechanism uses a random
selection technique to split the entire swarm into two sub-
swarms, increasing the diversity and enabling particles escape
from local minima. The application of Gaussian mutation
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TABLE 2. Numerical results of standard deviation objective values for all problems.

TABLE 3. Numerical results of worst objective values for all problems.

to p(t)ij is realized. According to the suggested mutation
mechanism represented in Eq. (7), the particle’s worst and
best positions inside the subswarm are defined by x(t)ij max

and x(t)ij min. According to Eq. (8), the Gaussian distribution

parameter ‘h’ grows non-linearly.

p(t)1j = P(t)1j +

(
x(t)ij max − x(t)ij min

)
.Gausian(o, h) (7)
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TABLE 4. Numerical results of mean best objective values for all problems.

FIGURE 3. Computational time comparison of all algorithms taken during problems evaluation.

h =

(
t

Tmax

)2

(8)

To increase the searching ability of particles, the smart par-
ticle phenomenon is introduced in the second subswarm in
Eq. (9), where previous best particle position is used from
memory-set to better explore the given search space.

p(t)2j =

{
x(t)ij if x(t)ij < p(t)x(i−1)j

p(t)x(i−1)j hold previous best
(9)

After successfully compilation of Gaussian mutation and the
smart particle process, we will get p(t)ij from each swarm,
and best one will be chosen according to Eq. (10), to lead
the swarm for enhancing the performance of the algorithm to
quickly converge to global minima.

G(t)1 =

{
p(t)1j if p(t)1j < p(t)2j
p(t)2j othewise

(10)

Third. After the mutation and smart operation, the crossover
of DE is applied to each pair of target vector x(t)ij and its
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FIGURE 4. Optimization process of problem F01.

FIGURE 5. Optimization process of problem F02.

FIGURE 6. Optimization process of problem F03.

corresponding mutant vector V (t)ij to generate a trail vec-
tor Ui (t). In the basic version, DE employs the binomial
crossover defined as follows:

U (t)
ij =

{
V (t)ij if (Pboltzman ≤ Cr) or (i = irand )

x(t)ij otherwise
(11)

FIGURE 7. Optimization process of problem F04.

FIGURE 8. Optimization process of problem F05.

FIGURE 9. Optimization process of problem F06.

Fourth, to prevent a premature convergence systematically
we introduce Boltzmann selection in this proposed work.
To implement the Boltzmann selection for crossover property
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FIGURE 10. Optimization process of problem F07.

FIGURE 11. Optimization process of problem F08.

FIGURE 12. Optimization process of problem F09.

we must know that Pboltzman uses a function of particle fit-
ness. To find the best solution of the particle in the search

FIGURE 13. Optimization process of problem F10.

FIGURE 14. Optimization process of problem F11.

space Pboltzman should be used as measure of the occurrence
frequency for each generation.

Pboltzman = 1 −
1
D

exp(
√
f (x(t)ij )/T )∑N

i=1 exp(f (x
(t)
ij w)

2
/T )

T = T0(µt ) (12)

Pboltzman determines x(t)ij ’s selection probability based on fit-

ness, f (x(t)ij ), with lower fitness leading to higher probability.
µ < 1 is a control parameter and temperature T ranges
from 100 to 200 with initial T0.

According to the Boltzmann process the selection proba-
bility of particles will be maximized whose fitness value is
minimum to enhance the performance of the proposed hybrid
algorithm QPSODE.

VOLUME 11, 2023 101767



S. Fahad et al.: Optimizing Multi-Modal Electromagnetic Design Problems Using QPSO With DE

FIGURE 15. Optimization process of problem F12.

FIGURE 16. Optimization process of problem F13.

III. ANALYSIS OF PROPOSED HYBRIDIZED QPSODE
ALGORITHM
To validate the performance of the proposed QPSODE
hybridization strategy, twenty-one minimization benchmark
problems and the engineering electromagnetic workshop
problem 22 are selected as case studies, and their optimal
solution is presented in this section. These benchmark prob-
lems are used in researches in different optimization fields
of engineering. The aim is to assess how well our pro-
posed QPSODE perform and also how effectively they were
to implement. We have made sure that all algorithms are
evaluated using the same requirements for fair comparison,
a population size of 40, 500 generations, and identical dimen-
sions for all benchmark functions, while PSO modifications
use C1 (cognitive) and C2 (social) values of 2, while DE and
QPSODE use a crossover rate of 0.9 and a mutation factor of
0.6. The performance of QPSODE was compared with sev-
eral representative swarm intelligence algorithms, including
classical QPSO [30], the modified particle swarm optimiza-
tion with an effective guidance (MPSOEG) [42], the simple

and efficient heuristic differential evolution (DE) [43], the
repository and mutation based particle swarm optimization
(RMPSO) [25], the enhanced leader particle swarm opti-
mization (ELPSO) [44], the global particle swarm optimiza-
tion (GPSO) [45], the standard particle swarm optimization
(BPSO) [11], and the Lévy flight based QPSO in Table 6 [31].

A. NUMERICAL ANALYSIS
In this section of the paper, we will evaluate the QPSODE
algorithm’s performance using 21 well-known benchmark
functions. These functions capture the complexity and
non-linearity often encountered in real-world engineering
problems, such as system optimization, parameter estima-
tion, or design optimization. Nonlinear unimodal includes
the Sphere, Chung Reynolds, Schwefel’s 2.22, Hyper-
Ellipsoid, and Csendes functions. Weierstrass, Styblinski-
Tang, Rosenbrock, Qing, Rastrigin, Giunta, Ackley’s, Cosine
Mixture, Csendes, HappyCat, HGBat, Salomon, Zakharov,
Griewank’s, Deb 3, and Michalewicz all are nonlinear multi-
modal functions [46]. All of these functions are minimization
problems, with a minimum value of 0. These benchmark
functions are denoted as F01-F21 in our experiment results.
To analyze QPSODE’s performance, we perform a numerical
comparison against the results of seven different methods.

Tables 1-4 display all numerical results, including the best,
standard deviation, worst, and mean objective values for each
algorithm. The numerical results show that, the QPSODE
algorithm can determine the global optimal result for multi-
modal fifteen benchmark functions except F12. On the other
hand, standard QPSO algorithms perform excellent on four
benchmark functions, but their results are different and worse
compared to the QPSODE algorithm. Figure 2 depicts the
overall computational performance of all algorithms, with
the contribution under various types of problems analyzed.
We compared how quickly the algorithms converged in each
function. The standard deviation of the values of the objective
functions is used to calculate consistency. The number of
successful function evaluations is used to measure reliability
and the faster convergence determine effectiveness. More-
over, Fig. 3. presents a graphical comparison of the time
taken by the proposed algorithm and the other algorithms
used in the study. The comparison includes all benchmark
functions implemented in Matlab. By examining this graph,
we can assess the efficiency and performance of the proposed
algorithm in terms of its execution time compared to the other
methods.

The data in Table 1 shows that QPSODE has achieved
a high level of success in the study, indicating effective
implementation and yielding the best objective function value
for benchmark problems F01, 2, 3, 4, 5, 6, 7, 8,9, 10,
11,13,14,15,17,18,19; however, according the results F12
BQPSO, F20 BDE, and F21 MPSOGE also perform well.
In Table 2, QPSODE outperforms problems F02, F04, F07,
F12, F14, F15, F17, and F18 in terms of standard deviation.
As a result, we can conclude that QPSODE is the best of all
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FIGURE 17. (a) Pairwise comparison of all algorithms (left). (b) distribution of the data comparison of all algorithms (right).

TABLE 5. Friedman test for QPSODE and other algorithms for all problems.

algorithms. To put our proposed method to the test, we com-
pared best objective function values graphically.

B. GRAPHICAL ANALYSIS
This section presents graphical comparisons of the perfor-
mance of each algorithm for problems F01-F13 in Figs. 4-16.
The assessment considers reliability, efficiency, and consis-
tency. Additionally, graphical representations for problems
F14-F25 in Figs. 21-32 are included in the Appendix section.
The results reported in the figures show that the proposed
QPSODE performs significantly superior for non-convex
benchmark problems.

Based on the simulation results, we can conclude that
by incorporating dynamic nonlinear adjustment of β, smart
particle nomination in swarm distribution, and different selec-

tions, the QPSODE’s convergence speed has significantly
improved, which could help the algorithm perform well on
both uni and multimodal functions. The findings for Chung
Reynolds and Schwefel’s 2.22 parts indicate that a faster con-
vergence rate produces a more excellent local capability of
QPSODE. The balance between global and local search capa-
bility on complex multimodal function optimization prob-
lems is essential to the algorithms’ effectiveness. As a result,
the QPSODE algorithm’s output values aremore accurate and
fluctuate less, indicating that it has higher stability and faster
convergence than other algorithms.

The adaptive control parameter selection enables the
algorithm to dynamically adjust its behavior based on the
problem characteristics, resulting in improved optimiza-
tion performance. This combination allows and strengthen
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TABLE 6. Numerical results of mean/std/best objective values for all problems.

FIGURE 18. View of superconducting magnetic energy storage
(SMES) [48].

the exploitation of the algorithm. Gaussian mutation phe-
nomenon and Boltzmann process enhancement aims to
provide an additional mechanism for exploration and
exploitation of the search space, promoting a more com-

FIGURE 19. Critical curve of the superconductor is in continuous black
and dotted line which represent quench condition.

prehensive exploration of the solution landscape. From the
above numerical and graphical results, QPSODE outperforms
other techniques and achieved global minimamore quickly as
compared to other competitors.

C. STATISTICAL TEST
Statistical analyses were conducted across a range of bench-
mark problems to comprehensively assess the relative per-
formance of QPSODE in comparison to other optimiza-
tion approaches. In the analyses, the QPSODE method was
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FIGURE 20. Performance comparison of different optimal algorithms on team workshop problem 22.

FIGURE 21. Optimization process of problem F14.

FIGURE 22. Optimization process of problem F15.

meticulously compared with each selected algorithm. The
comparison results obtained using the Friedman test as the

FIGURE 23. Optimization process of problem F16.

FIGURE 24. Optimization process of problem F17.

evaluation metric are presented in Table 5. By Thoroughly
examining the contents of Table 5, it becomes obvious
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FIGURE 25. Optimization process of problem F18.

FIGURE 26. Optimization process of problem F19.

FIGURE 27. Optimization process of problem F20.

that the experimental evaluations encompassed a total of
21 benchmark functions. Noteworthy is the consistent trend
observed in these assessments, which unequivocally high-
lights QPSODE’s clear superiority over the other algorithms.

FIGURE 28. Optimization process of problem F21.

FIGURE 29. Optimization process of problem F22.

FIGURE 30. Optimization process of problem F23.

This robust evidence underscores the algorithm’s signifi-
cant effectiveness and statistical significance. Figure 17(a)
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FIGURE 31. Optimization process of problem F24.

FIGURE 32. Optimization process of problem F25.

show pairwise comparison of all algorithms and Fig. 17(b)
illustrates the spread of data and highlights the performance
of QPSODE algorithms.

IV. APPLICATION
In general, an optimization algorithm is considered credi-
ble when it can address a variety of real-world problems.
In order to validate the performance of proposed hybridized
QPSODE, the superconducting magnetic energy storage
(SMES) known as TEAM workshop problem 22 is then
selected as a case study for engineering application. Detailing
the configuration of the TEAM problem 22 in Fig. 18 like
a typical storage device, the device has two concentric coils
arranged so that the outer coil surrounds the inner coil.

However, the problem formulation is substantially differ-
ent. The parameters of inner coil are known and well-defined.
They calculate the amount of energy stored in magnetic fields
and the amount of current density J1 produced. The parame-
ters of coil twomust be changed to provide the current density
J2 required to minimize the stray field caused by J1. Finding

the SMES device’s optimal configuration to retain the stored
E=180MJwhile minimizing the stray field to the minimum is
the proposed QPSODE objective, which has been previously
established in the literature [47]. The stray field’s magnetic
flux density, Bstray is examined at 22 evenly spaced points.

The objective of this work is to minimize the stray field
outside to external solenoid to improve the safety issue.

min f =
B2stray
B2norm

+

∣∣Energy− Eref
∣∣

Eref
(13)

|Bmax|1,2 ≤ 4.92T

B2stray = (
∑22

i=1

∣∣Bstray,i∣∣2 )/22 (14)

Moreover, the electromagnetic field generated inside the
solenoids must not violate specific existing situation in order
to guarantee the coils’ superconductivity: To maintain the
superconducting property, the materials used in the coils must

|Ji| ≤ (−6.4|Bi+56)(A/mm2)(i= 1, 2)

not exceed the bounds established by the quench condition
as shown in Fig. 19. The equation yields the dotted curve.
Within this application, the 2-D finite-element technique
is utilized to determine the electromagnetic field and the
required performance parameters, as defined in equations
(13) and (14). This case study also examines the previ-
ous algorithms for comparing them to the proposed hybrid
QPSODE. In Fig. 19, the final results of different algorithms
are presented. Therefore, the enhanced QPSODE is clearly
superior in convergence speed and minimization, shown in
sub plots results on the SMES problem, proving it to be a
more effective and valuable search technique for addressing
engineering optimization problems.

The performance profile for engineering problem is plot-
ted Fig. 20. As it can be seen, the BQPSO and MPSOEG
approaches have demonstrated superior performances along
with the QPSODE compared to traditional other optimization
methods in this research study. On the other hand, QPSODE
algorithm has shown particular effectiveness for multimodal
and nonlinear engineering optimization problems, as well as
exhibited broad applicability across various engineering opti-
mization problem categories. These findings emphasize the
potential of these novel approaches to enhance engineering
optimization practices and contribute to advancements in the
field.

This analysis helps in selecting appropriate optimization
algorithms and strategies for structural optimization, system
optimization, parameter estimation, or design optimization
problems where finding the global optimum is critical for
achieving efficient and robust operational designs.

V. CONCLUSION AND FUTURE WORK
In this paper, our objective is to propose a hybrid QPSODE
algorithm with different features, non-linear adaptive control
parameter, swarm partitioning to pertain smart and Gaus-
sian mutation mechanism, crossover and selection of best
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particle using Boltzmann strategy to avoid local optima. Sev-
eral experiments are conducted on an array of benchmark
problems including constrained multimodal objective prob-
lems and a prototype engineering problem. The proposed
algorithm can maintain the population diversity in the whole
search process and enhance the convergence speed, perfor-
mance, and effectively optimized multimodal and engineer-
ing problems. The number of reported results show that the
proposed QPSODE class of procedures has good response for
unimodal, multimodal and hybrid problems. QPSODE has
features such as the proper balance of local and global search
abilities and can be reliable and effective for a wide spectrum
of applications in many fields of science and engineering.

The proposed hybrid QPSODE approach is significant for
optimizing engineering and multimodal problems. However,
its generalizability, scalability, and computational effective-
ness require further study. Future research should concentrate
on comprehensive testing of various benchmark functions and
practical applications, as well as enhancing parameter tuning,
managing challenging constraints, and conducting theoreti-
cal analysis. Comparing the algorithm with other innovative
techniques can provide a better understanding of its strengths
and weaknesses, potentially leading to improvements and
optimizations.

APPENDIX: GRAPHICAL REPRESENTATION OF
NONLINEAR MULTIMODAL BENCHMARK PROBLEMS
F14-F25
See Figures 21–32, and Table 6.
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