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ABSTRACT With the rapid growth of electric vehicle (EV) ownership, the problem of increased peak
loads on distribution networks due to large-scale EV integration needs to be addressed. This study
proposes an active distribution network multi-objective optimization scheduling method. It takes into
account the charging demands of large-scale EVs and aims to minimize distribution network operating
costs, reduce net load variance, and maximize the photovoltaic (PV) consumption rate. First, the Monte
Carlo sampling method is used to analyze the charging load demands of a large number of EVs. Next,
we construct a multi-objective optimization scheduling model for the active distribution network. This
model integrates the charging demands of EVs with the operating constraints of the distribution network. To
tackle the multi-objective optimization problem, we propose the NSGAII-NDAX algorithm. Additionally,
we employ a fuzzy theory-based method to select the Pareto optimal solution set, addressing the challenge
of decision-making complexity posed by the large size and information-rich content of the optimal solution
set. Finally, the effectiveness of the proposed method in the comparative analysis of multiple scenarios is
verified by an improved IEEE 33-node example. The experimental results show that the proposed model
and method can effectively utilize EV charging load optimization to reduce the peak-to-valley difference in
the system load while ensuring the system’s economic operation and the maximum PV consumption rate.
Compared with the other algorithms, the NSGAII-NDAX algorithm has stronger optimization ability and
can better handle multi-objective optimization problems.

INDEX TERMS Electric vehicle, active distribution network, multi-objective optimization, NSGAII-NDAX
algorithm, fuzzy theory.

I. INTRODUCTION
Due to the transportation sector’s excessive reliance on fossil
fuels, has resulted in severe air pollution and greenhouse
gas emissions, leading to significant environmental problems
[1]. As governments and environmental advocates prioritize
environmental protection and sustainable development, there
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is a challenging objective to integrate large-scale EVs into
modern power grids, enabling the establishment, design, and
management of clean, efficient, low-carbon, and sustainable
energy systems [2].

The significant rise in charging loads of EVs has had a
considerable impact on the overall load of the power system,
The industry recognizes the critical importance of managing
EV charging loads. The power demand from the large-scale
deployment of EVs may surpass the grid’s capacity, resulting
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in potential issues for power system operators due to unco-
ordinated charging [3], [4]. Additionally, the integration of a
large number of EVs into the grid contributes significantly
to power losses [5], [6]. Strategies such as implementing
uniform charging, intelligent metering, and optimizing the
siting and sizing of charging stations, can help reduce energy
losses [7], [8]. However, the extensive integration of large-
scale EVs with the grid can lead to transformer overheating,
causing both economic and safety issues [9], [10]. Therefore,
as EVs become more prevalent, the power system needs to
overcome various challenges in integrating them on a large
scale [11]. One of the primary challenges is how to effectively
manage and schedule the charging loads of EVs to ensure
the stability, reliability, and cost-effectiveness of the power
system.

A significant amount of research has been conducted to
address the negative impacts of EV charging on the power
grid. Various controlled charging strategies have been pro-
posed, including time-of-use pricing-based control, dynamic
programming, and sequential quadratic programming, among
others. It is crucial to implement appropriate scheduling
strategies to mitigate the fluctuations caused by EVs, ensur-
ing the safe and stable operation of the power grid [12].
Reference [13] studies have investigated the effects of large-
scale EVs and high-penetration renewable energy sources on
the power system. In related work, the concept of aggre-
gators was introduced as intermediaries between end-users
and distributed renewable energy systems, enabling ancillary
services through load response [14]. Experimental results
have demonstrated that optimized scheduling of EVs and
renewable energy sources can effectively mitigate the adverse
impacts of large-scale EVs charging load and renewable
energy generation uncertainty on the power system.

In [15], an optimization model is established to minimize
the peak-valley difference. The charging time for users is
optimized using a genetic algorithm. Similarly, [16] proposes
an ordered charging scheduling strategy specifically tailored
to electric vehicle swapping stations, with a focus on con-
trolling the charging power of these stations. Additionally,
[17] presents an ordered charging method that relies on load
forecasting and employs nonlinear optimization techniques to
schedule the charging load, aiming to minimize the fluctua-
tion of the overall load curve when integrating the charging
load from electric vehicles.

Moreover, energy scheduling in microgrids that incorpo-
rate EVs and renewable energy was investigated in [18],
where an optimization scheduling model considering the
intermittent characteristics of renewable energy was estab-
lished to minimize operational cost and power loss. Recent
research has proposed an economic scheduling model based
on information gap decision theory, considering demand
response and coordinated EV charging, to address the
multi-objective optimization scheduling problem of large-
scale EV integration into active distribution networks [19].
Furthermore, an optimization scheduling model was devel-
oped [20], taking into account the high pollution and

non-renewability of coal-fired generation, the clean and
renewable nature of wind power, and the intermittent and
fluctuating characteristics, while considering vehicle-to-grid
(V2G) capabilities and generator operating costs. However,
these studies have limitations, including singular optimiza-
tion control objectives, limited scenarios, and insufficient
consideration of constraints related to grid security and
operation.

Therefore, there is a pressing need to address the problem
of multi-objective optimization scheduling for the large-scale
integration of electric vehicles into active distribution net-
works. This topic has gained significant attention in power
system research due to its importance. Future research should
focus on conducting in-depth investigations in this area.
Moreover, Table 1 concludes the existing gaps and main
contributions of this work.

TABLE 1. Comparison existing works and this work.

This paper proposes an active distribution network
multi-objective optimization schedulingmethod that addresses
the issue of increased peak loads on distribution networks
caused by the large-scale integration of EVs. The method is
based on the charging demands of a large number of EVs
and aims to balance the minimization of distribution network
operating costs, net load curve variance, and maximization
of the PV consumption rate. The main contributions are as
follows:

1) A multi-objective optimization scheduling model is
developed, incorporating factors such as system operating
cost, photovoltaic consumption rate, and net load variance,
while considering the constraints of electric vehicle charging
demands and distribution grid security.

2) To address the limitations of the simulated binary
crossover (SBX) operator in the NSGAII algorithm, a normal
distribution adaptive crossover operator is introduced, and
the NSGAII-NDAX algorithm is proposed to alleviate the
problem of getting stuck in local optima.

3) The evaluation method combining NSGAII-NDAX
algorithm and fuzzy theory is used to screen the Pareto
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optimal solution set, which solves the challenge brought by
the large scale and large amount of information of the optimal
solution set. Additionally, a scheduling strategy considering
the charging load of large-scale EVs is proposed. This paper
provides an overview of the current research status on the
integration of large-scale electric vehicles into active distri-
bution networks. The remaining sections are organized as
follows: Section II presents a comprehensive analysis of the
charging demands of EVs, explores the key factors influenc-
ing EV charging loads, and investigates the impact of EVs
of different scales on the distribution network. Section III
aims to optimize the operational cost, reduce net load vari-
ance, and improve the PV integration rate in active distribu-
tion networks by establishing a multi-objective optimization
scheduling model. Section IV proposed the NSGAII-NDAX
algorithm, which incorporates a normal distribution adaptive
crossover operator. Fuzzy theory is also applied to evaluate
and select compromise scheduling solutions from the Pareto
optimal solution set. Section V verifies the effectiveness of
the proposed algorithm and scheduling scheme through simu-
lation in the IEEE33-node active distribution network system.
Different scenarios and algorithms are set for comparative
study. Finally, Section VI drew the conclusion of the study
based on the findings of the previous paper.

II. CALCULATION OF EV CHARGING LOAD
Accurately calculating the load required for EV charging is
essential for the distribution network and forms the basis
for analyzing the participation of EVs in system operation
and scheduling. A variety of factors significantly impact EV
charging loads, such as EV penetration rate, initial state of
charge (SOC), charging power, battery capacity, and initial
charging time [21]. In this study, we assume that EVs do
not influence users’ travel habits. Therefore, we simulate
EVs’ driving and charging behaviors based on the driving
behavior of conventional fuel vehicles. Additionally, we take
into account the probability distribution of all stochastic fac-
tors and employ Monte Carlo random sampling methods to
simulate EV charging loads at various scales.

A. MONTE CARLO SAMPLING
TheMonte Carlomethod, also known as statistical simulation
or random sampling technique, is a computational method
based on probability and statistical theory. It associates the
problem to be solved with a certain probability model and
utilizes computer-based statistical simulation or sampling
to obtain approximate solutions. While AI-based methods
and their applicability in data generation and analysis show
promise, theMonte Carlo simulation offers a computationally
efficient approach with the ability to handle complex random
processes and generate diverse charging load curves.

In the context of this study, the Monte Carlo simulation
plays a crucial role in capturing the uncertainty and variability
of real-world charging behaviors. It provides high compu-
tational efficiency, allowing for the processing of complex
random processes and the generation of different charging
load curves. By leveraging the power of statistical sampling,

the Monte Carlo method enables the effective approximation
of the desired solutions.

Moreover, the Monte Carlo simulation offers significant
advantages in dealing with the inherent uncertainties and
dynamics associated with electric vehicle charging. It allows
for the generation of multiple scenarios, reflecting the vari-
ability and stochastic nature of charging behavior. This capa-
bility is particularly relevant in the research context of this
paper, where understanding and addressing the uncertainties
and dynamics of charging behavior are essential.

B. PROBABILITY DISTRIBUTION OF DAILY MILEAGE
Through an analysis of data from the Transportation National
Household Travel Survey (NHTS) conducted by the U.S.
Department of Transportation, 14% of household vehicles are
not used in a day, 43.5% of the vehicles are driven within
about 32km, and 83.7% of the vehicles are driven within
about 97km. After normalizing the statistical data, the daily
mileage is approximated as a log-normal distribution using
the method of maximum likelihood estimation. The fitting
result is shown in Figure 1. The daily mileage follows a log-
normal distribution, and its probability density function is
shown below:

fD(x) =
1

xσD
√
2π

exp

[
−
(ln x − µD)2

2σ 2
D

]
(1)

where, fD(x) represents the probability density function of
daily mileage; x is the value of the random input variable of
the probability density function fD(x); µD is the mean of the
log-normal distribution; σD is the variance of the log-normal
distribution. Based on the fitted results, the approximate
parameters are obtained as follows: the mean µD = 3.2 and
the variance σD = 0.88. After obtaining the probability
distribution of daily travel distance, assuming the energy
consumption of the electric vehicle is 100 kilometers and
the battery is fully charged at the beginning of the journey,
we can calculate the probability distribution of the SOC of
the electric vehicle at the end of the trip.

FIGURE 1. Probability distribution of daily miles traveled.
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C. PROBABILITY DISTRIBUTION OF INITIAL CHARGING
TIME
In the disordered charging mode, there is usually a certain
correlation between the starting charging time and the time
of the last return trip. According to statistical data from the
NHTS, the distribution of starting charging times approx-
imately follows a normal distribution. The fitting result is
shown in Figure 2. Therefore, the probability density function
of the normal distribution can be used to describe the initial
charging time distribution characteristic, and its probability
density function is shown below:

fI(x) =


1

σI
√
2π

exp

[
−
(x − µI)2

2σ 2
I

]
µI − 12 ≤ x ≤ 24

1

σI
√
2π

exp

[
−
(x + 24 − µI)2

2σ 2
I

]
0 ≤ x ≤ µI − 12

(2)

where, fI(x) represents the probability density function of
initial charging time; x is the value of the random input
variable of the probability density function fI(x); µI is the
mean of the normal distribution; σI is the variance of the nor-
mal distribution. Based on the fitted results, the approximate
parameters are obtained as follows: the mean µI = 17.6 and
the variance σI = 3.4.

FIGURE 2. Probability distribution of initial charging time.

D. PROBABILITY DISTRIBUTION OF CHARGING POWER
During the standard low-speed charging process, the time
taken for the charging initiation and termination stages is
relatively negligible compared to the overall charging pro-
cess [22]. Thus, for analytical purposes, these stages can be
temporarily disregarded. Given the variability in charging
characteristics among different types of EVs, and charging
stations, the charging power can be approximated as a con-
stant value. Assuming a uniform distribution within the range
of 4-6 kW for the charging power, the probability density

function can be expressed as follows:

fP(x) =


1
2

4 ≤ x ≤ 6

0 other
(3)

where, fP(x) represents the probability density function of
charging power.

E. PROBABILITY DISTRIBUTION OF BATTERY CAPACITY
Given the diversity and variability of battery suppliers utilized
in electric vehicles, it is necessary to model the battery capac-
ity of different EVs using probability distributions. In this
case, the battery capacity values range from 20 to 30 kWh and
follow a uniform distribution. Consequently, the probability
density function that represents the distribution characteris-
tics of the battery capacity can be expressed as follows:

fC(x) =


1
10

20 ≤ x ≤ 30

0 other
(4)

where, fC(x) represents the probability density function of
battery capacity.

F. CALCULATION OF EV CHARGING LOAD
Assuming that the charging time, power, and mode of each
EV are independent of each other, the Monte Carlo sampling
analysis method can be applied to generate random numbers
using the stochastic probability distributions of EV driving
conditions, battery characteristics, charging time, and charg-
ing modes. By doing so, the daily charging load curve for a
single EV can be derived. The total charging load curve can
be obtained by aggregating the charging load curves of each
EV. The specific procedure is illustrated in Figure 3.

The method integrates factors such as daily mileage and
capacity to consider the spatiotemporal distribution of electric
vehicles. Employing Monte Carlo simulation and dynamic
modeling technology, it accounts for the random nature of
electric vehicle charging and discharging. Themodel captures
the dynamic characteristics of the charging process by consid-
ering variability in charging power, battery capacity, and start
time. This allows the model to simulate a daily charging load
curve that reflects the different needs and behaviors of electric
vehicles over time and in different locations. By considering
the interaction between these factors and their time variation,
the method can gain insight into the spatiotemporal char-
acteristics of electric vehicle charging and discharging. The
statistical model used by themethod in this study can take into
account the spatiotemporal characteristics by incorporating
the relevant parameters and their variations, to understand the
charging and discharging behavior of electric vehicles more
comprehensively.

At the end of the process depicted in Figure 3, the con-
vergence criterion is determined based on the stability of a
statistical index, namely the variance coefficient, obtained
from the Monte Carlo simulation. The variance coefficient is
computed for the charging load curve and compared against
a predefined threshold. When the variance coefficient falls

97262 VOLUME 11, 2023



J. Chen et al.: Multi-Objective Optimization Scheduling of Active Distribution Network

below the predefined threshold, it indicates that the simu-
lation has converged to the desired level of accuracy. This
convergence criterion ensures that the Monte Carlo simu-
lation output achieves an acceptable level of precision in
estimating the electric vehicle charging load. The variance
coefficient is calculated according to Equation (5):

ϕt =

√
Vt (L̄)

L̄t
=

σt (L̄)
√
NL̄t

(5)

where, ϕt is the variance coefficient of the charging load
during t period, t = 1, 2, . . . 24; Vt (L̄) is the variance of
the charging load during the t period; L̄t is the expected
value of charging load during t period; σt (L̄) is the standard
deviation of charging load during t period; N is the total
number of electric vehicles and the number of simulations.
Whenmax(ϕt ) < 0.05%, the simulation is convergent and the
load calculation process is finished. If the simulation does not
converge, it is transferred to the i= 0 step of the calculation
process in Figure 3 to continue the calculation simulation of
the charging load.

FIGURE 3. The calculation process of EV charging load based on Monte
Carlo sampling.

In this study, different numbers of EVs were selected, and
a Monte Carlo method was used for sampling analysis. It is

important to note that the assumption is made that the grid
does not guide or control the charging behavior of EVs.
Hence, EVs can autonomously initiate charging upon connec-
tion to the grid. By employing a disordered random charging
process, the total charging load curves for EVs of varying
scales can be obtained, as shown in Figure 4. Additionally, the
influence of disordered charging by EVs of different scales
on the original load curve can be observed, as illustrated in
Figure 5.
Based on the observed trends in Figure 4 and Figure 5,

the charging load curve of electric vehicles exhibits distinct
peak and valley characteristics over time. A large number
of electric vehicles are charged between 16:00 and 24:00,
resulting in the system load reaching its peak. Conversely, the
charging demand is lowest between 5:00 and 10:00, which
is closely associated with the lifestyle habits of the user
population. The significant difference between the peak and
valley values in the charging load curve of electric vehicles
poses a challenge to the stable operation of the power grid.
Without proper scheduling, it can lead to substantial power
fluctuations in the system, impacting the normal operation
of other electrical devices. It is necessary to include electric
vehicles in optimization scheduling to reduce the impact on
the power grid caused by their strong peak and valley char-
acteristics during charging. The development of a rational
charging optimization scheme becomes imperative to miti-
gate these negative impacts.

FIGURE 4. Charging load curves of different scale electric vehicles with
unordered charging.

III. MULTI-OBJECTIVE OPTIMAL SCHEDULING MODEL OF
ACTIVE DISTRIBUTION NETWORK
Based on the above analysis, this study aims to address the
multiple challenges associated with electric vehicles charg-
ing in active distribution network. These challenges include
‘‘peak-to-peak’’ phenomena, cost reduction, smoothing of
system load profile fluctuations, and improving the utilization
of renewable energy. To achieve these objectives, this study
primarily focuses on three main goals: minimizing opera-
tional costs, minimizing net load variations, and maximizing
the utilization of photovoltaic energy. This study integrates
multiple objectives into a unified framework for optimizing
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FIGURE 5. The influence of disordered charging of different scale electric
vehicles on the initial load.

EV charging and grid stability. While individual objectives
may have been considered separately in previous studies,
their simultaneous optimization and investigation within the
specific context of this research add novelty and value to the
field.

A. OBJECTIVE FUNCTION
This paper proposes a multi-objective optimization approach
for the operation of distribution network. The objective func-
tion, defined as Equation (6), comprises three sub-objectives.
The first objective aims to minimize the operational cost,
as described by Equation (7). The second objective focuses
on minimizing the variance of the net load, as described
by Equation (14). The third objective aims to maximize the
consumption rate of the photovoltaic system, as described by
Equation (16).

min f = f1 + f2 − f3 (6)

(1) Optimization objective 1: Minimizing operational costs in
distribution network optimization scheduling.

min f1 = Cess + Cpv + CMT + Cgrid + Closs (7)

where, f1 represents the operation cost of the optimal dis-
patching of the distribution network. It encompasses the sum
of various components, namely the dispatching cost of energy
storage equipment Cess, the operation and maintenance cost
of PV power generation equipmentCpv, the burning up cost of
micro gas turbine unitsCMT, the cost of purchasing electricity
from the large power grid Cgrid, and the network loss cost
Closs of the distribution network. The charge and discharge
cost of energy storage generated by scheduling Cess can be
expressed as:

Cess = λess

T∑
t=1

Ness∑
h=1

(Pchah,t + Pdish,t ) (8)

where, T is the number of optimized time periods; Ness is
the number of energy storage devices; Pchah,t and Pdish,t are
respectively the charging power and discharging power of the
energy storage device h at time t; λess is the energy storage
scheduling cost per unit power.

The operation and maintenance cost of a PV power station
in the process of power generation Cpv can be expressed as:

Cpv = λpv

T∑
t=1

Npv∑
d=1

Ppvd,t (9)

where,Npv is the number of PV power generation equipment;
Ppvd,t is the power generation power of PV power generation
equipment d at time t; λpv is the maintenance cost coefficient
of PV equipment.

The burnup cost generated by the micro combustion tur-
bine unit in the process of power generation CMT can be
expressed as:

CMT =

T∑
t=1

NMT∑
l=1

al + blPMT
l,t + cl(PMT

l,t )
2 (10)

where, NMT is the number of micro-gas turbines; PMT
l,t is

the power generated by the microturbine l at time t; al , bl
and cl are the constant term, primary term, and secondary
term coefficients of the combustion characteristics of the
microturbine l, respectively.

The charging cost mainly comes from the electricity pur-
chase cost from the charging station to the power grid. The
electricity purchase cost from the large power grid Cgrid can
be expressed as:

Cgrid =

T∑
t=1

ωtP
grid
t 1t (11)

where,1t represents the length of time period t; Pgridt denotes
the average power supplied by the distribution network at
time t; ωt signifies the price of electricity at time t .
The cost of distribution network loss caused by dispatching

Closs can be expressed as:

Closs =

T∑
t=1

ωtPlosst 1t (12)

Plosst =

∑
(i,j)∈E

(Iij,t )2rij (13)

where, Plosst is the network loss of the distribution network
system in time period t; E is line set; Iij,t is the current
amplitude of branch ij in time period t; rij is the impedance
value of branch ij.
(2) Optimization objective 2: Minimizing the variance

of system net load. The regulation demands that the tradi-
tional power supply meet a requirement known as the net
load, which represents the load remaining after deducting
the new energy output from the total electricity load. Under
the premise of maintaining the existing traditional load, the
charging power of electric vehicles is optimized to minimize
the net load variance of the system. The net load can deter-
mine the peak load demand of the generator, and the load
mean square error is an index to measure the load fluctuation
of the power grid, which can be used to quantify the stability
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of the load change. The smaller the system net load variance,
the more stable the load curve.

min f2 =
1
T

T∑
t=1

(Ploadt + Pevt − Ppvt − P)2 (14)

P =
1
T

T∑
t=1

(Ploadt + Pevt − Ppvt ) (15)

where, f2 represents the net load variance of the distribution
network. Ploadt is the base load without considering EVs
charging during the period t; Pevt is the total charging load
of electric vehicles during the period t; Ppvt is the output of
the photovoltaic system during the period t; Ploadt +Pevt −Ppvt
is the net load of the system; P is the average net load.
(3) Optimization objective 3: Maximizing the photovoltaic

consumption rate. This objective aims to optimize and control
the charging power of EVs in a way that maximizes the
consumption rate of photovoltaic system without altering the
traditional load.

max f3 =

T∑
t=1

Ppvt

T∑
t=1

Ppvt,max

× 100% (16)

where, f3 represents the photovoltaic system consumption
rate.

B. CONSTRAINTS
(1) System power balance constraint [23].

Ppvt + PMT
t + Pgridt + Pdist − Pchat = Ploadt + Pevt + Plosst

(17)

System power balance constraints are essential considera-
tions in power system optimization and operation. These
constraints ensure that the total power supplied by generators
matches the total power consumed by the loads, maintaining
the stability and reliability of the system.

(2) The state constraints of charge and discharge of energy
storage devices can be expressed as:

Y cha
h,t P

cha
h,min ≤ Pchah,t ≤ Y cha

h,t P
cha
h,max (18)

Y dis
h,t P

dis
h,min ≤ Pdish,t ≤ Y dis

h,t P
dis
h,max (19)

Y cha
h,t + Y dis

h,t ≤ 1 (20)

Eess
h,t = Eess

h,t−1

+ (ηesschaP
cha
h,t − Pdish,t/η

ess
dis )1t

(21)

0.2Eess
h,max ≤ Eess

h,t ≤ 0.9Eess
h,max (22)

T∑
t=1

(ηesschaP
cha
h,t − Pdish,t/η

ess
dis ) = 0 (23)

where, Y cha
h,t and Y dis

h,t respectively represent the charge state
and discharge state of the energy storage device h at time t;
Pchah,min and P

cha
h,max are respectively the lower limit and upper

limit of charge power of energy storage device h; Pdish,min and
Pdish,max are respectively the lower limit and upper limit of
discharge power of energy storage device h; Eess

h,t is the energy
storage capacity of energy storage device h at time t; ηesscha
and ηessdis are respectively the charge efficiency coefficient and
discharge efficiency coefficient of the energy storage device;
Eess
h,max is the maximum energy storage capacity of energy

storage device h.
(3) Electric vehicles charge power constraints.

0 ≤ Pevt ≤ NevPevmax (24)

Eev
t = Eev

t−1 + ηevchaP
ev
t 1t (25)

Eev
min ≤ Eev

t ≤ Eev
max (26)

where, Nev is the scale of electric vehicles; Pevmax is the upper
limit of charge power of electric vehicles; Eev

t is the energy
storage capacity of electric vehicles in the charging station
at time t;ηevcha is the charge efficiency coefficient of electric
vehicles;Eev

min and Eev
max are respectively the minimum and

maximum energy storage capacity of electric vehicles in the
charging station.

(4) PV power constraint.

0 ≤ Ppvt ≤ Ppvt,max (27)

where, Ppvt,max is the maximum output of PV power generation
at time t .
(5) Micro-gas turbine power constraint.

PMT
t,min ≤ PMT

t ≤ PMT
t,max (28)

where, PMT
t,min is the minimum output of micro-gas turbine

power generation at time t; PMT
t,max is the maximum output of

micro-gas turbine power generation at time t .
(6) Safe operation constraints.

Pi,t = Ui,t
N∑
j=1

Uj,t (Gij cos θij,t + Bij sin θij,t ) (29)

Qi,t = Ui,t
N∑
j=1

Uj,t (Gij sin θij,t − Bij cos θij,t ) (30)

Ui,min ≤ Ui,t ≤ Ui,max (31)

where,N is the set of nodes; Equations (29) and (30) are nodal
power flow constraints, and Equation (31) is nodal voltage
constraint.Pi,t andQi,t are respectively the active and reactive
power injected by node i at time t .Ui,t andUj,t are the voltage
amplitudes at nodes i and j at time t , while θij,t is the phase
angle difference between nodes i and j at time t .Gij andBij are
the conductance and susception of branch ij.Ui,min andUi,max
are the lower and upper voltage limits of node i, respectively.
(7) Line flow constraint: The line flow constraint plays an

important role in ensuring the reliable and safe operation of
the power system. By taking these limitations into account,
we ensure that the power flowing through transmission lines
does not exceed their capacity limits.

Smin
ij ≤ Sij ≤ Smax

ij (32)
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where, Sij is the power of branch ij; Smin
ij and Smax

ij are the
lower limit and upper limit of the allowable transmission
power between nodes i and j respectively.
The objectives of this model are to optimize the scheduling

of equipment resources, such as energy storage system, PV
system, micro-gas turbines, and electric vehicles, within the
distribution network. The optimization aims to achieve the
optimal comprehensive benefits of distribution network oper-
ation. Additionally, the model seeks to minimize the variance
of the system net load and maximize the consumption rate of
photovoltaic system.

IV. SOLUTION ALGORITHM BASED ON NSGAII-NDAX
AND FUZZY THEORY
To achieve enhanced model scalability while minimizing the
need for modifications to the power flow calculation matri-
ces, this study has developed an integrated simulation and
scheduling platform, as depicted in Figure 6.
MATPOWER [24] provides lower-level physical quasi-

steady-state and dynamic simulation information, along with
power flow calculation capabilities, within the MATLAB
environment. MATLAB serves as the intermediate layer,
responsible for constructing the optimization model, upload-
ing power flow calculation results, and issuing control com-
mands, among other tasks. The communication between
these two layers is facilitated through API interfaces. At
the top level, the multi-objective optimization model com-
putation module interacts with the MATLAB intermediate
layer via API interfaces, exchanging optimal solution sets,
constraint functions, and other relevant information.

FIGURE 6. The framework of the co-simulation platform.

A. NSGAII-NDAX SOLUTION ALGORITHM
The proposed research model is a multi-objective nonlin-
ear programming model with both equality and inequality
constraints. It is challenging to solve the multi-objective
problem by transforming it into a single-objective prob-
lem using appropriate weights. Therefore, this paper utilizes

multi-objective algorithms to solve the aforementioned
model. For multi-objective optimization problems, finding
the global optimal solution is often challenging due to
trade-offs between conflicting objectives. There exists a set
of non-dominated solutions, known as the Pareto optimal
solution set. The Pareto optimal solution set refers to the
set of non-dominated solutions in multi-objective optimiza-
tion problems. These solutions exhibit the characteristic that
improving the performance of one objective requires com-
promising the performance of other objectives. By presenting
the Pareto optimal solution set, this paper aims to allow
decision-makers to explore a range of trade-off choices and
make informed decisions based on their preferences. We
propose an algorithm that combines an improved version of
the Non-dominated Sorting Genetic Algorithm II (NSGAII)
[25] algorithm with fuzzy theory, offering a flexible and
robust framework for handling uncertainties and fuzziness in
decision-making. This framework offers decision-makers a
set of feasible alternative solutions, enabling them to make
wise decisions based on their preferences and priorities.

The improved NSGAII incorporates an elite strategy
in its evolutionary operations and utilizes the Simulated
Binary Crossover (SBX) operator for an individual gener-
ation. The individual generation process is represented by
Equation (33), where β is a random variable. However, due
to the limited search range of β, the algorithm is prone to get
trapped in local optima and may result in instability during
the evolution process.

c1/2k = 0.5(y1k + y2k ) ± 0.5β(y1k − y2k ) (33)

where, y1k and y2k represent the two parent individuals of
the kth generation obtained by crossover operation, and c1/2k
represents the two offspring individuals of the kth generation
generated.

To address the limitations of the SBX operator and mit-
igate the issue of being trapped in local optima, a method
called the Normal Distribution Adaptive Crossover (NDAX)
operator has been proposed by [26] and [27]. The NDAX
operator improves upon the standard normal distribution by
incorporating a truncation operation and selecting a normal
distribution functionwithin the domain (-T , +T ) as a replace-
ment for the randomvariable. The integral form of this normal
distribution function is expressed as Equation (34).

φ(x) =

∫ T

−T

1
√
2π

e−
x2
2 dx (34)

The probability density function of the standard normal dis-
tribution is symmetric with respect to the Y-axis. From the
symmetry, the following equation can be obtained:

φ(x) = 2
∫ T

0

1
√
2π

e−
x2
2 dx = 2I (35)

I2 = (
∫ T

0

1
√
2π

e−
x2
2 dx)2 =

1
√
2π

∫ ∫ T

0
e−

x2+y2
2 dxdy

(36)
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By introducing polar coordinates and setting x = r cos θ ,
y = r sin θ and θ∈ [0, π/2] into Equation (36), the following
equation can be obtained:

I2 =

∫ π
2

0
dθ

∫ T

0
e−

r2
2 rdr =

π

2
(−e−

r2
2 + 1) (37)

φ(x) = 2I = 2

√
π

2
(−e−

r2
2 + 1) (38)

According to Equation (33), it can be deduced that when
0 ≤β≤ 1, the genes of the offspring are located between the
genes of the two parent individuals, while when β> 1, the
genes of the offspring are located outside the genes of the two
parent individuals. The probabilities of these two cases occur-
ring are denoted as P1 and P2, respectively, and both are 0.5.
The evolutionary process of the population is dynamic and
not static. When individuals in the population tend towards
local optima, efforts must be made to allow individuals to
escape from local optima and expand the evolutionary space.
In such cases, an adaptive population evolution strategy plays
a crucial role.

In this study, we introduce the development rate P1 and the
expansion rate P2. The P1 represents the probability of using
the crossover operator during population evolution, while the
P2 represents the probability of using the mutation operator.
Depending on the different stages of population evolution, the
selection of crossover and mutation operators also dynam-
ically changes. In the initial stage of population evolution,
a strong crossover strategy and a weak mutation strategy are
adopted, while when the population evolves slowly and falls
into local optima, a weak crossover strategy and a strong
mutation strategy are employed. The aforementioned strat-
egy adjustments contribute to enhancing the diversity of the
population, thereby better exploring the solution space and
overcoming the dilemma of falling into local optima.

The fitness values are mapped to the (0,1) probability
interval, as shown in Equation (39).

σ =
1

1 + e
−f mk
10

f mk (39)

where, σ is the sigmoid function; f mk is the fitness value of the
individual m in the kth layer of the population, and let α = σ

be the expansion rate adaptive parameter, which adaptively
changes the crossover rate according to the individual fitness
value in the population evolution. The expansion rate P2 =

αε, where ε is the expansion rate basis and the exploitation
rate is P1= 1−P2, from which the following equation can be
obtained:

2

√
π

2
(−e−

r2
2 + 1) = αε (40)

T =

√
− ln(1 −

αε

2π
) (41)

Finally, the normal distribution adaptive crossover operator
can be obtained as follows:

c1/2k = 0.5(y1k + y2k ) ± 0.5

√
− ln(1 −

αε

2π
)(y1k − y2k ) |N (0, 1)|

(42)

The objective of this study is to enhance the NSGAII
algorithm by incorporating the NDAX operator. This oper-
ator is introduced to address the challenges associated with
local optima and an unstable evolution process. Through
the incorporation of the NDAX operator, the search range
is expanded, ensuring that the Pareto-optimal solutions are
uniformly distributed throughout the entire Pareto domain.
This leads to increased diversity within the population
and improves the quality of the Pareto optimal solutions
obtained. Furthermore, the proposed algorithm is applied
to the multi-objective optimization scheduling problems of
integrating a large number of electric vehicles into an active
distribution network. By utilizing this algorithm, decision-
makers are provided with a larger number of representa-
tive non-dominated solutions, enabling them to make more
rational decisions. This approach allows decision-makers to
obtain a wide range of high-quality solutions, effectively
balancing different objectives, and making decisions based
on comprehensive considerations.

B. MECHANISM FOR EVALUATING PARETO OPTIMAL
SOLUTIONS
In the process of using NSGAII-NDAX to solve the
multi-objective optimization problem, a set of Pareto optimal
solutions is generated. However, in practical grid operations,
only one scheduling strategy can be implemented, requiring
guidance for the operators. The size of the Pareto optimal
solution set and the information diversity within the deci-
sion vectors pose challenges for operators in making well-
informed decisions.

To address this issue, this study employs an optimal solu-
tion evaluation mechanism based on fuzzy mathematical the-
ory and utilizing fuzzy membership functions, as constructed
in [28]. This mechanism converts the degree of superiority
or inferiority of each solution into fuzzy numerical values,
providing decision support for the operators. Subsequently,
we select the optimal scheduling solution from the Pareto
front solution set to resolve this dilemma. This approach
offers effective decision solutions for operators while retain-
ing the significance of the original problem.

The single objective function value of each individual can
be fuzzified according to the following membership function:

µw
ξ =


1 Fwξ ≤ Fmin

ξ

Fmax
ξ − Fwξ

Fmax
ξ − Fmin

ξ

Fmin
ξ ≤ Fwξ ≤ Fmax

ξ

0 Fwξ ≥ Fmax
ξ

(43)

where, Fwξ is the wth front solution of the ξ th objective; Fmin
ξ

and Fmax
ξ respectively the minimum and maximum value of

the front solution set of the ξ th objective. µw
ξ represents the

membership degree of the objective function after fuzzifi-
cation, which indicates the closeness between the objective
function value and the ideal value.

According to the max-min rule of fuzzy theory, the
best scheduling scheme is selected. The specific expression
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is as follows:

µw
= min(µw

1 , . . . , µw
N ); ∀w = 1, . . . , k (44)

where, µw represents the membership function values for
each scheduling scheme, while µmax represents the selection
of the best scheduling scheme. The evaluation process in this
study is based on the deviation between the objective function
values and the desired values to determine the quality of the
solutions. This method does not require the setting of weight
coefficients to obtain the optimal scheduling scheme, demon-
strating significant effectiveness in practical applications.

C. SOLUTION FLOW
The algorithmic flow of the proposed model-solving
algorithm, which is based on the NSGAII-NDAX algorithm
and fuzzy theory, is depicted in Figure 7.
The solution procedure can be outlined as follows:
Step 1: System initialization. Reading system line parame-

ters, power parameters, loads data, EVs data, NSGAII-NDAX
algorithm parameters, etc.

Step 2: Initialize the population Gg. According to the
objective function equations (5) to (14), the control variables
of the optimization model are vectors Ppvt , PMT

1,t , P
MT
2,t , . . . ,

PMT
l,t , P

ess
t and Pevt , if the step size is 1 hour, T=24, the

(l+3) × 24 dimensional population can be constructed to
solve it, and a population of size N can be constructed as
follows:

Bu = [Ppv1 , . . .PpvT ,PMT
1,1 , . . .PMT

1,T , . . .PMT
l,1 , . . .PMT

l,T ,

Pess1 , . . .PessT ,Pev1 , . . .PevT ] u = 0, 1, . . .N − 1 (45)

Step 3: Carry out the power flow calculation, calculate
the fitness function value of each individual according to
Equations (5) to (14), and calculate the fitness value of the
population Gg.
Step 4: Perform non-dominated sorting on population Gg,

calculate crowding degree, and screen outN /2 dominant indi-
viduals in the population as individuals of genetic variation.

Step 5: The offspring population is obtained by NDAX
operator crossover and polynomial mutation for the selected
dominant individuals Hg.
Step 6: Merge the current populationGg with the offspring

population Hg to obtain population Ug. According to the
fitness function value, recalculate the dominance relationship
and crowding distance of each individual, and sort the indi-
viduals by Pareto.

Step 7: Keep the elite and select the firstN individuals from
population Gg+1 as the parent population.

Step 8: Determine whether the maximum number of itera-
tions is reached, if it is satisfied, the Pareto optimal solution
set is obtained, otherwise return to step 4.

Step 9: The satisfaction degree of each Pareto solution is
calculated by using fuzzy membership, and the optimization
scheme with maximum satisfaction is obtained by compari-
son, which is the optimal compromise scheme of the power
grid.

FIGURE 7. Solving process of multi-objective optimization model.

V. CASE ANALYSIS
A. CALCULATION PARAMETERS
In this case study, the improved IEEE 33-node distribution
system [29] was utilized as the test case. The specific branch
impedance and node load parameters adhered to the standard
example. As depicted in Figure 8, a 2000 kW photovoltaic
generation systemwas connected to node 6 of the distribution
system. Additionally, three different models of micro-gas
turbines with varying capacities were linked to nodes 20, 24,
and 17, respectively, the MT parameters provided in Table 2.
An energy storage system was connected to node 32, with the
storage parameters provided in Table 3. Node 9 of the system
was connected to an electric vehicle charging station, catering
to a fleet of 400 electric vehicles.

The start and end times of electric vehicles trips follow
normal distributions N (7.32, 0.7822) and N (18.76, 1.302),
respectively, and the daily travel distance follows a
log-normal distribution log−N (3.66, 0.512). The battery
capacities of the 400 electric vehicles follow a uniform dis-
tribution U (20 ∼ 30kW ∗ h), and the charge power follows a
uniform distributionU (4 ∼ 6kW). The predicted daily power
values for PV generation and loads in the system are shown
in Figure 9. The parameters for market TOU pricing are
presented in Table 4. The scheduling period is divided into
one day intervals, resulting in a total of 24 time intervals for
computation. In the MATLAB environment, we employ the
NSGAII-DNAX algorithm to solve the problem. The popu-
lation size is set to 100, the maximum number of iterations
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FIGURE 8. Improved IEEE33-node distribution network system.

FIGURE 9. PV and load power prediction curve.

is 100, the expansion rate base value is 0.9, and the mutation
rate is 0.1.

TABLE 2. Micro gas turbine parameters.

TABLE 3. Energy storage parameter.

To explore the benefits of optimizing the scheduling
of EVs charging power in terms of reducing distribution

TABLE 4. Time-of-use electricity price.

network operating costs, mitigating peak-to-valley load dif-
ferences, and improving photovoltaic absorption rate, this
study designs and compares three scheduling scenarios
through simulation analysis. By analyzing these scenarios,
we aim to gain insights into the effectiveness of various
optimization strategies in achieving our research objectives.

Scenario 1: To establish a baseline reference for evaluating
the effects of integrating electric vehicles into the distribution
network, no electric vehicles are connected to the distribution
network.

Scenario 2: 400 electric vehicles are connected to node 10
of the system via a charge station. The charging process
is uncontrolled, meaning that electric vehicles start charg-
ing immediately upon arrival without any regulation or
scheduling.

Scenario 3: 400 electric vehicles are connected to node 10
of the system via a charge station. The charging process
follows the optimization scheduling scheme proposed in this
study.

By conducting a comparative simulation analysis of these
three scheduling scenarios, we can assess the impact of
uncontrolled charging versus optimized scheduling on the
system’s performance.

B. SIMULATION RESULTS
Scenario 3 is solved by the NSGAII-DNAX algorithm, and
the corresponding multi-objective Pareto front obtained by
solving is shown in Figure 10. From Figure 10, it can be
observed that the obtained optimal solutions are evenly dis-
tributed along the Pareto optimal front, effectively ensuring
solution diversity. By further employing a fuzzy theory-based
method for evaluation and analysis, the corresponding point
in the figure represents the optimal compromise solution
(f1=32064, f2=98.46%, f3=0.9543). The optimal genera-
tion scheduling scheme corresponding to the compromise
solution can be found in Table 5 and is illustrated in Figure 11.

According to the data presented in Table 5 and Figure 11,
during valley electricity price periods (e.g., 1:00-6:00 as
shown in Figure 11), the generation cost of the three
micro-gas turbines is higher than the cost of purchasing elec-
tricity from the grid. Therefore, the system primarily relies
on the power grid to meet the load demand. However, during
peak electricity price periods (e.g., 10:00-15:00 as shown in
Figure 11), as the cost of purchasing electricity increases,
the system significantly reduces the proportion of electric-
ity purchased from the power grid, and the three micro-gas
turbines become the main power supply units. At this time,
the micro-gas turbines compete with each other based on
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FIGURE 10. The Pareto optimal solution set corresponding to scenario 3.

TABLE 5. The scheduling scheme in scenario 3.

their respective generation costs to determine their output lev-
els. By implementing the proposed optimized operation and
scheduling scheme, the system can significantly reduce its
operating costs, resulting in an enhanced overall operational
economy.

To validate the compliance of the system with network
operational safety constraints during network operation, the
analysis was conducted during a period of high charging load
at time t=5 hour. Figure 12 illustrates the voltage distribu-
tion at each node. The results indicate that throughout the
system operation, the voltage values at all nodes are dis-
tributed within the safe voltage range of 0.95 to 1.0 (per unit).
This voltage distribution ensures the safety and reliability

FIGURE 11. The optimal compromise solution corresponding to the
generation schedule of power units.

of the system, providing effective assurance for its normal
operation.

FIGURE 12. The voltage distribution at each node.

The load curves under the three scenarios are further
compared, as shown in Figure 13. The corresponding load
characteristic indicators are quantitatively compared through
statistical calculations, as shown in Table 6.

TABLE 6. Load characteristic indices in different scenarios.

Based on the observations from Figure 13 and the data
presented in Table 6, it is evident that the uncontrolled
charging strategy adopted by EVs in Scenario 2 leads to a
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FIGURE 13. Comparison of load curves in different scenarios.

significant concentration of charging during the peak period
of the evening load. Consequently, this results in a ‘‘peak-
on-peak’’ load curve, causing the peak load to escalate from
the original 11344 kW to 12642 kW. This approach not only
increases the demand for peak shaving capacity, transformer,
and substation expansion but also poses risks to the overall
system operation safety.

However, the adoption of the optimized charging strategy
in Scenario 3 markedly shifts the charging time toward the
valley period of load, typically occurring from 1:00 a.m.
to 6:00 a.m. By employing this optimization strategy, the load
characteristics undergo a substantial improvement, reducing
the peak-valley difference rate to 29.19% and increasing the
load rate to 87.15%. Specifically, the optimized charging
strategy achieves a 21.05% reduction in the peak-valley dif-
ference and a 10.65% increase in the load rate.

To further validate the advantages of the NSGAII-NDAX
algorithm in active distribution network operation, we con-
ducted a comprehensive comparison with several other algo-
rithms, including the traditional NSGAII algorithm and those
referenced in [30], [31], and [32]. The sub-objective func-
tion values of the obtained optimal solutions were statisti-
cally analyzed, and the convergence iteration count of the
algorithm was recorded. By calculating the average val-
ues of these metrics, we conducted a comparative anal-
ysis of the optimal solutions and convergence iteration
counts between the NSGAII-NDAX algorithm and the other
algorithms, as shown in Figures 14-16 and summarized
in Table 7.
Based on the data presented in Figures 14-16 and Table 7,

a comparative analysis was conducted to evaluate the per-
formance of the NSGAII-NDAX algorithm in optimizing
the operation of active distribution systems. The following
conclusions can be drawn:

The NSGAII-NDAX algorithm significantly reduced eco-
nomic operational costs compared to the NSGAII algorithm

and the algorithms presented in [30], [31], and [32]. The
economic operational cost was reduced by 9.6% compared
to NSGAII, 6.6% compared to [30], 6.7% compared to [31],
and 3.1% compared to [32]. These findings indicate that the
NSGAII-NDAX algorithm outperforms the other algorithms
in terms of minimizing the overall cost of system operation.

FIGURE 14. Convergence curve of operational costs.

FIGURE 15. Convergence curve of net load variance.

The NSGAII-NDAX algorithm demonstrated superior per-
formance in managing the net load variance of the system. It
achieved a reduction of 46.9% compared to NSGAII, 26.4%
compared to [30], 41.8% compared to [31], and 64.8% com-
pared to [32]. These results highlight the effectiveness of
the NSGAII-NDAX algorithm in mitigating fluctuations in
power demand and supply, leading to a more reliable and
efficient system operation.

The NSGAII-NDAX algorithm exhibited improved uti-
lization of solar energy resources compared to the NSGAII
algorithm and the algorithms in [30], [31], and [32].
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It achieved an increase in PV consumption rate of 10.9%
compared to NSGAII, 8.5% compared to [30], 19.1% com-
pared to [31], and 2.3% compared to [32]. This indicates
that the NSGAII-NDAX algorithm can effectively harness
solar energy and promote the integration of renewable energy
sources into the system.

The NSGAII-NDAX algorithm demonstrated faster con-
vergence compared to the NSGAII algorithm and the algo-
rithms in [30], [31], and [32]. It required fewer average
convergence iterations to reach optimal solutions in a shorter
timeframe. This characteristic enhances the timeliness and
applicability of the NSGAII-NDAX algorithm, particularly
in real-time or dynamic optimization scenarios.

FIGURE 16. PV consumption levels for different algorithms.

TABLE 7. Algorithm comparison.

In summary, the comparative analysis emphasizes the
superior optimization capabilities of the NSGAII-NDAX
algorithm in comparison to the NSGAII algorithm and the
algorithms presented in the references [30], [31], [32]. The
NSGAII-NDAX algorithm exhibits a wider distribution of
solutions, better convergence, stronger global search abil-
ity, improved economic performance, and faster convergence
speed. These results demonstrate that the NSGAII-NDAX
algorithm is highly suitable for optimizing the operation of
active distribution systems, enabling efficient utilization of
renewable energy resources, cost reduction, and alleviating
fluctuations in system load.

VI. CONCLUSION
The optimization scheduling model for active distribution
networks considering the large-scale integration of EVs is
established in this paper. The optimization objectives of the
model include minimizing the operational cost, reducing the
variance of the net load, and maximizing the consumption
rate of photovoltaic energy in active distribution networks.
The NSGAII-NDAX algorithm is proposed to solve the opti-
mization model. The results of case studies are as follows:

1) Optimizing the charging load of large-scale EVs and
other controllable resources in active distribution networks
can effectively improve the economic operation of the system,
optimize the load curve, significantly reduce the peak-valley
difference of the load, and enhance the consumption rate of
photovoltaic energy.

2) The proposed NSGAII-NDAX algorithm exhibits char-
acteristics such as a wider solution distribution, better conver-
gence, stronger global search capability, improved economic
efficiency, and faster convergence speed. It is highly suitable
for the optimization operation of active distribution systems.

3) The combination of the NSGAII-NDAX algorithm and
fuzzy theory-based evaluation method proposed in this paper
addresses the challenges arising from the large size and rich
information of the optimal solution set.
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