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ABSTRACT An Electrocardiogram (ECG) is a non-invasive test that is broadly utilized for monitoring
and diagnosing the cardiac arrhythmia. An irregularity of the heartbeat is generally defined as arrhythmia,
which potentially causes the fatal difficulties that creates an instantaneous life risk. Therefore, the arrhythmia
classification is a challenging task because of the overfitting issue caused by high dimensional feature space
of ECG signal. In this research, the incorporation of the Internet of Medical Things (IoMT) is developed with
artificial intelligence to provide the health monitoring for people who are having arrhythmia. In this work, the
time, time-frequency, entropy, nonlinearity features of ECG and deep features of ECG from Convolutional
Neural Network (CNN) are extracted to obtain different categories of ECG signal features. The Selective
Opposition (SO) strategy based Artificial Rabbits Optimization (SOARO) is proposed for selecting the
optimal feature subset from the overall features to avoid the overfitting issue. The chosen features are used to
improve the classification done by Auto Encoder (AE). Further, the Shapley additive explanations (SHAP)
based model is used to interpret the classified output from AE. The MIT-BIH arrhythmia database is used
for evaluating the proposed SOARO-AE. The performance of the proposed SOARO-AE is evaluated by
using the accuracy, sensitivity, specificity, recall and F1-Measure. The existing researches such as C-LSTM,
DL-LAC-CNN, CNN-DNN, MC-ECG, FC and MEAHA-CNN are used to evaluate the SOARO-AE method.
The accuracy of SOARO-AE is 98.89% which is high when compared to the C-LSTM, DL-LAC-CNN,
CNN-DNN, FC and MEAHA-CNN.

INDEX TERMS Arrhythmia, artificial rabbits optimization, auto encoder, electrocardiogram, health moni-
toring, internet of medical things, selective oppositio.

I. INTRODUCTION
The associate editor coordinating the review of this manuscript and The Internet of Things (IoT) standard defined in Internet of
approving it for publication was Huaging Li "~ . Medical Things (IoMT) provides the reliable communication
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of huge range of data streams which is evaluated to obtain
the vital data about the condition of patient. The tremendous
application of IoMT is linked with the treatment of cardiovas-
cular diseases (CVD) that ensured the continuous collection
of a widespread range of data for extracting the informa-
tion from patient [1]. The Remote ECG observation system,
monitoring center server, network communication support
and ECG monitoring mobile phone terminal are extensively
utilized in medical treatment. The health condition of patient
is observed and classified in real time using the collected ECG
signal in the telemetry systems [2]. The heart disease or CVD
are the circumstances in which the functions or structure of
heart is affected in worldwide. The CVD is an important cause
of early mortality and the key reason of disease among all
non-communicable. Additionally, the predominant types of
heart diseases affect the humans are Arrhythmia, Myocardial
Infarction, Dilated Cardiomyopathy, Coronary Artery Dis-
ease, Mitral Valve Prolapse, Aortic Stenosis, Mitral Valve
Regurgitation and Congenital Heart Defects [3], [4].

Arrhythmia denotes the irregular heart rhythm where the
heart beat is either too slow or too fast that is considered
as one of the main reasons of CVD death [5], [6]. A reg-
ular observation and analysis of ECG signals are used to
prevent, diagnose and control the different CVDs. There-
fore, the observation of physical signals like ECG signals
offers the computation of CVD and supports the prevention
and control of disease [7]. ECG evaluates the tiny electrical
impulses generated by heart which is generally utilized for
identifying the different heart diseases [8], [9], [10]. In heart
disease analysis, the problem is occurred in some places
where there are is the absence of clinical equipments and
specialists, especially in growing and developing countries.
Therefore, the computer-aided diagnosis technologies are
developed to ensure the automatic monitoring and deliver
the straightforward solutions for keep the individuals know
about their diseases [11], [12]. The incorporation of IoMT
with artificial intelligence provides the incredible assistances
in health care. IoMT is developed for transferring the details
about the patients for monitoring purpose and Al is used
to assist the IoMT in terms of diagnosis [13]. During the
diagnosis, the reliability is minimized because of the artifacts
and interferences exists in ECG signal [14], [15]. Moreover,
the processing of high dimensional features space in artificial
intelligence causes the overfitting [16].

As motivated by different health prediction systems growth
for decreasing the mortality rate and to overcome aforemen-
tioned issues, the proposed system is developed the Arrhyth-
mia classification with Internet of Medical Things (IoMT).
The research contributions are concise as follows:

o Features of various domains such as time, time-
frequency, entropy, nonlinearity and deep features from
CNN are extracted for acquiring different categories
of features. In that, the variation of signal over time
is expressed by time domain, distribution of signal
energy through frequency range is denoted by fre-
quency domain, chaotic behaviour in vibration signals is
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characterized by nonlinear features and uncertainty of
the information is computed by entropy. Therefore,
the hand crafted features such as time, time-frequency,
entropy and nonlinearity are combined with deep fea-
tures of CNN provides the appropriate information about
ECG signal.

o The high dimensional feature space causes the overfit-
ting during the classification. The SOARO based feature
selection is developed to choose the relevant features
according to accuracy and F1 score which helps to avoid
the overfitting issue. The SOARO considered the multi-
ple fitness measures for discovering the optimal feature
set according to the best trade-off between accuracy
and F1 score. Here, the SOARO is chosen because of
its varying proximity dimension of rabbits that used to
obtain the better searching of optimal feature subset
from overall features.

o The IoMT framework is used for performing the health
monitoring of people’s who are having arrhythmia.

The remaining paper is sorted as follows: Section II pro-
vides the related work information about the Arrhythmia
classification with IoT. The problem statement along with the
solutions given by the SOARO-AE is given in section III.
The detailed explanation about the SOARO-AE with IoHT
is provided in section IV whereas the results are provided in
section V. Further, the discussion and conclusion are given in
section VI and VII respectively.

Il. RELATED WORK
The related works information about the Arrhythmia classifi-
cation with IoT are provided in section II.

A. ARRHYTHMIA CLASSIFICATION WITH loT

Lu et al. [17] presented Convolutional Neural Network
(CNN) - Long short-term memory network (LSTM) namely
C-LSTM based network model to classify the arrhythmia.
At first, the ECG signals were encoded and morphological
features were extracted by using a deep CNN. The intrinsic
features were deeply extracted using the temporal correlation
of LSTM morphological feature representation. Next, the
arrhythmia classification was done according to the features
of ECG signal. The IoHT was used in this research for moni-
toring the health data. A learning of ECG data using C-LSTM
was used to improve the monitoring and analysis. The indirect
features of arrhythmia were missed, when the classifier was
processed with only data segment of heart beat which affected
the classification.

Sakib et al. [18] developed the arrhythmia classifica-
tion using ECG signals to perform smart ultra-edge health
monitoring for the desired users. The Deep Learning-based
Lightweight Arrhythmia Classification (DL-LAC) with CNN
was developed and it used the raw single-lead ECG for
arrhythmia classification. The developed DL-LAC was not
required noise-filtering that made the system light weight and
integration was easy with ultra-edge node. The utilization of
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entire feature set was led to cause the overfitting issue during
the classification.

Yeh et al. [19] presented the CNN for classifying the
ECG for supporting the anesthesia assessment. The [oT was
utilized for developing the computation prototypes of ECG
signal. Meanwhile, the Deep Neural Network (DNN) was
used to categorize the signal type. The developed IoT based
monitoring was used doctors to act according to health status.
The developed approach directly performs the classification
without any feature extraction. The statistical features e.g.,
time and frequency domain features were minimum require-
ment for analysing the signal distribution over time and signal
energy distribution through frequency range.

Dami and Yahaghizadeh [20] developed the LSTM for
predicting and analysing the heart diseases. Further, the Deep
Belief Network (DBN) based feature representation was
developed for minimizing the data size and choose appropri-
ate features. Therefore, this LSTM-DBN was used to predict
the heart disease or event and broadcasted the location of
patient for all stakeholders. The developed DBN was suitable
for large number of samples which were stored in batches for
construing that used to obtain faster learning. However, the
small number of samples was not sufficient to build multi-
level layer-by-layer structure.

Devi and Kalaivani [21] presented IoT based ECG moni-
toring for evaluating the ECG signal. From the ECG signal,
the statistical features were acquired while Pan Tompkins
QRS detection was used to acquire the dynamic features.
The features of heart rate inconsistency were used to discover
the RR intervals. The combination of dynamic and statistical
features was used to improve the classification using Support
Vector Machine (SVM). However, the classifier used in this
work was not suitable for multi class classification. For an
effective evaluation of ECG signal, multi class classification
was required to be performed to analyse the different type of
diseases.

Prajitha et al. [22] developed the Variance Approxima-
tion and Probabilistic Decomposition Noise Removal method
(VA-PDNR) for denoising the ECG signal to do detection and
categorization of arrhythmia. The operational variables were
controlled by using VA for minimizing the high-frequency
noise which used to reduce the variance in noise. The power
line interference was divided into various mode parameters
using PDNR and eliminating the noise by Linear Quadratic
Estimation. The redundancies were removed by using the
dimension-reduction and examined the characteristic textural
features. Further, these hybrid features were given to artificial
neural network to classify the Arrhythmia. However, the
classification performance of VA-PDNR was varied with the
changes in frame size.

He et al. [23] presented the IoT with ECGs to develop the
framework of arrhythmia detection. The developed frame-
work has two different modules such as data cleaning and
heartbeat classification. The Dynamic Heartbeat Classifica-
tion with Adjusted Features (DHCAF) and Multi-channel

100054

Heartbeat CNN (MCHCNN) were developed for classifying
the heartbeat. The multi-channel convolutions were accom-
plished in MCHCNN for acquiring the temporal and fre-
quency patterns. The dynamic ensemble selection and result
regulator were used in DHCAF for enhancing the classifica-
tion. The classification of S beat was not improved than the
other beats which led to affect the overall classification.

B. FEATURE SELECTION BASED ARRHYTHMIA
CLASSIFICATION

Nasim and Kim [24] developed the Differential Evolution
(DE) for optimizing the amplitude features of direct ECG
heartbeat. This DE based feature optimization was increased
the Matthews correlation coefficient (MCC) for 8 arrhythmia
beat classes has uncorrelated and imbalanced class distri-
butions. The developed DE was tuned to discover the less
optimum feature combination that used to eliminate noisy or
unwanted signal points. Further, the classification was done
by using probabilistic neural network with chosen features.
The developed DE approach was not considered the accuracy
during the feature subset selection. The incorporation of accu-
racy was used to identify features with higher probability of
precise classification.

Houssein et al. [25] presented the various ECG signal
descriptors according to the higher-order statistical, wavelet,
morphological and one-dimensional local binary pattern for
extracting the features. An automatic determination of sig-
nificant features was obtained by combining the Manta ray
foraging optimization (MRFO) with SVM. In MRFO-SVM,
the SVM parameters were optimized by MRFO as well
as this MRFO used to choose the significant features for
improving the classification. The SVM used in this research
was processed for limited number of classes. A multi class
classification was required to be developed for an effective
diagnosis,

Li et al. [26] developed the multi-label feature selection
approach according to ECG and kernelized fuzzy rough sets
was used to select the feature subset. Next, the multi-label
classification of arrhythmia according to ECG (MC-ECG)
was developed by Multi Objective Optimization (MOO).
This MOO depends on the sparsity constraint, mapping
relationship among ECG features & arrhythmia diseases
which used to achieve enhanced classification. Piri and
Mohapatra [27] presented the Multi-Objective Quadratic
Binary Harris Hawk Optimization (MOQBHHO) with
K-Nearest Neighbor (KNN) for extracting the adequate fea-
ture subsets. The crowding distance was utilized as third
criterion in MOQBHHO to select the optimum solution from
non-dominated solutions. An inappropriate selection of fit-
ness measures creates a huge impact during the classification.

Chen et al. [28] developed the combination of CNN and
LSTM for an automatic identification of ECG signal. The
CNN and LSTM were used in the signal abstraction proce-
dure whereas the spatial feature was obtained using CNN and
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time feature was obtained using LSTM. The combination of
spatial and time feature were used to enhance the classifica-
tion process. However, the handcrafted features was obtained
domain-specific information and prior knowledge that does
not efficiently obtained only by using the CNN.

Essa and Xie [29] presented the deep learning-based multi-
model approach for ECG signal classification. Two deep
learning bagging models such as CNN-LSTM and RR inter-
vals and Higher-Order Statistics (RRHOS)-LSTM network
were developed for acquiring the local features and temporal
dynamics of ECG. These two models were used to generate
the bagging model for handling the issue of higher imbalance.
Further, the CNN-LSTM and RRHOS-LSTM were integrated
as on Fusion Classifier (FC). Rahul and Sharma [30] devel-
oped the hybrid 1-D CNN and Bi-LSTM to accomplish an
classification of cardiac arrhythmia. At first, the ECG signal
was preprocessed using stationary wavelet transforms and a
two-stage median filter with savitzky—golay filter. Next, the
segmentation and z-score normalization were carried out for
an ease of mapping during the classification. The 1-D CNN
and Bi-LSTM were used to extract the features and classify
the ECG signal. This classifier was required to eliminate
some of the classes from ECG signal for better performances.

Kiymag and Kaya [31] presented the hyperparameter opti-
mization using metaheuristic approach for improving the
classification using CNN. The Memory-Enhanced Artificial
Hummingbird Algorithm (MEAHA) was used to optimize
the hyper parameters of CNN. The selection of optimal
parameters was mandatory for further enhancing the CNN
classification.

The research gap from the related works are inadequate
feature extraction, avoiding the issue of overfitting and pro-
cessing of classifiers with all the extracted features. There-
fore, the required features such as the time, time-frequency,
entropy, nonlinearity and deep features are extracted to
improve the representation and discrimination of ECG signal.
Further, a unwanted features from the overall features are
eliminated by using SOARO which leads to overcome the
issue of overfitting during the classification.

lll. PROBLEM IDENTIFICATION

The problems found from the related works are given in
this section along with the solution given by the proposed
SOARO-AE method.

The classification of arrhythmia is affected when the clas-
sifier is processed under the following conditions: missing
of indirect features [17] and overfitting issue [18], [20].
Different categories of features are required to be extracted
for improving the classification [19]. The solutions given by
the SOARO-AE method are given as follows: The different
categories of features such as time, time-frequency, entropy,
nonlinearity and deep features from CNN. The reason for
considering different categories of features are given as fol-
lows: A different in signal with time is expressed by time
domain, signal energy distribution through frequency range is
denoted by frequency domain, chaotic behaviour in vibration
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signals is denoted by nonlinear features, uncertainty of the
data is computed by entropy and deep features are extracted
by using CNN. In that, the variation of signal over time
is expressed by time domain, distribution of signal energy
through frequency range is denoted by frequency domain,
chaotic behaviour in vibration signals is characterized by
nonlinear features and uncertainty of the information is com-
puted by entropy. Further, the irrelevant features from the
overall feature set is chosen by using the SOARO which is
optimized by accuracy and number of features. Further, the
AE classification is done and the IoMT framework is used
for monitoring the patients who are having arrhythmia.

IV. SOARO-AE METHOD

In this research, an effective feature selection is performed
by using the SOARO where the selection of feature subset
is optimized by considering the accuracy and number of
features. Initially, the EMD is used for decomposing the ECG
signal into Intrinsic Mode Functions (IMF). The different
categories of ECG features are extracted and SOARO based
feature selection is done to remove the irrelevant features
which used to avoid the overfitting issue. Further, classifi-
cation is done by using AE classifier followed by SHAP
model is used to interpret the outputs from AE. The IoMT
framework is used for performing the health monitoring of
people’s who are having arrhythmia. In IoMT framework,
the details about the patients who are collected and transmit-
ted from device to other medium i.e., between the Doctors.
The developed IoMT framework is used in remote locations.
Moreover, the entire medical history is stored for medical
purposes. The block diagram of the SOARO-AE with IoMT
is shown in the Fig. 1.

____________________ -~
! |
I Dataset |
| acquistion
| (MIT-BIH |

arrhythmia \ |
I dataset) Pre-processing |
I usmg \ Feature |
| Extraction |
| Time |
: Time-frequency |
| Entropy |
[ Nonlinearity |
| CNN I
| |
| |
| |
| Interpretati Classificati Feamre |
nterpretation ssification ;
Performance : i selection |
| evahation « usmg g}iAP uSE':l]g Aduto using I
| model coder SOARO
| |
| IoMT framework I
____________________ J

FIGURE 1. Block diagram of the SOARO-AE with lIoMT.
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A. DATA ACQUISITION

The proposed method is validated and simulated using the
ECG signals from MIT-BIH arrhythmia [32] dataset. The raw
ECG signal is obtained has 48 ECG records which is acquired
from 47 subjects aged among 23 to 89 years.

=10

Amplitude(mV)
= I

)
N

0 1000 2000 3000 4000
Samples

FIGURE 2. Sample ECG signal from first electrode of MIT-BIH arrhythmia
dataset.

Amplitude(mV)

0 1000 2000 3000 4000
Samples

FIGURE 3. Noisy ECG signal.

Here, the data from the first electrode is considered for
evaluation. The records are digitized with 360 Hz sampling
frequency with the resolution of 11-bit/sample. According to
the Association for the Advancement of Medical Instrumen-
tation (AAMI) standard, the beats in the MIT-BIH dataset
is combined into five classes such as Normal Beat (NB),
Supraventricular Ectopic Beat (SEB), Ventricular Ectopic
Beat (VEB), Fusion Beat (FB) and Unknown Beat (UB).
In MIT-BIH arrhythmia dataset, two different electrodes are
used to collect the ECG signals. In that dataset, the patient
ID 100 has around 2 x 650000 samples. The first 10 s ECG
signal of the patient ID 100 collected from first electrode is
shown in the Fig. 2. The noisy signal generated for analysing
the real time evaluation is shown in Fig. 3. Here. 10 dB white
noise is added to ensure the classification for satisfying the
real time requirements.

B. PRE-PROCESSING USING EMD
EMD [33] is used as the pre-processing for denoising which
is a time-frequency domain signal analysis which adaptively
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decomposes non-stationary time series signal into sum of
oscillatory waveforms referred as Intrinsic Mode Functions
(IMF). The IMF denotes the frequency modulated compo-
nents and zero-mean amplitude. The major principle of this
ECD is to detects the intrinsic oscillatory modes according
to the characteristic time scales of data and the EMD decom-
poses the data.
The EMD based pre-processing are mentioned as follows:
1. The cubic spline is applied for correlating the local min-
imum and maximum for creating the lower and upper
envelope.
2. Denote the average lower and upper envelopes that is
mentioned as mq(¢).
3. Compute the difference among the signal y(¢) and aver-
age mi(t), i1 (t) =y (t) — my(¢) i.e., potential first IMF.
4. The two necessities of IMF are required to be satisfied
by i1(2).

« In the overall data, an amount of zero crossings and
extreme is required to be differ or equal or differ by
no more than one.

e The local maximum denotes the envelope’s mean
value and local minimum is O at any point.

The i1 (¢) is the 1st IMF of the signal y(¢), when ij (¢)

satisfies both the aforementioned requirements. Other-

wise, the reiterating process of sifting over i (¢) is done
until it satisfies the requirements.

5. The data is divided as n IMFs by reiterating using sifting
process, once the y(¢) is subtracted from IMF.

Equation (1) expresses the signal y(t).
n
v =2 IMFj (@) + () (M

where, the input signal is denoted as y (t); IMF; () specifies
the IMFs j = 1,2,3,...,n) ie, n = 12, and residue is
denoted as r,(¢). The IMF signal from EMD and denoised
ECG signal is shown in Figs. 4 and 5 respectively.

C. FEATURE EXTRACTION
In this phase, a pre-processed ECG signal is processed
under different feature extraction methods such as time,
time-frequency, entropy, nonlinearity and CNN based feature
extraction. Each ECG signal is divided as multiple 10s of sig-
nal whereas each divided signal does not have an individual
label. In order to overcome this issue, the CNN is required to
discriminate the ECG signal features. Because, the statistical
features such as time, time-frequency, entropy, nonlinearity
are not provided the enough information to classify the ECG
signal. Therefore, the statistical features are combined with
the deep features from CNN for enhancing the classification.
The detailed information about feature extraction is given
as follows:

1) TIME AND TIME-FREQUENCY BASED FEATURES
The time domain features considered in this proposed

method are standard deviation (SD), Hjorth parameters and
Mean Absolute Value (MAV) whereas the Discrete Wavelet

VOLUME 11, 2023
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0 10 s interval.
2! 1 N
MAV = N E oy il 3)
| o The Hjorth parameter [35] is a feature comprises of
E activity, mobility, and complexity which is acquired in
g time domain. The signal amplitude difference is activity
Z 18 which defines the average power. Mobility is the square
< ¥ ~ w W. . f"'ﬁd‘u . . 5 . . . N
| & [ [ ™) | root of signal magnitude’s variance in signal slope’s
22 VI T ™y g g g p
variance and denotes the mean frequency. The closeness
26 . ! . . . .
0 1000 2000 3000 4000 of signal resembles a pure sine wave is denoted as com-

Samples

FIGURE 5. Denoised ECG signal using EMD.

Transform (DWT) is taken for time-frequency based feature.
The details for time and time-frequency features are given as
follows:

o SD [34] is one the statistical parameter which used to
denote the amplitude and dissemination of time series.
Here, the SD is computed for analysing the amount of
dispersion in the RR interval with its mean. The differ-
ence among the ECG’s each sample and their mean value
is defined as SD which is expressed in (2).

1 N 0
w=/ht72;&wwﬁ &)

where, y; is pre-processed ECG signal; number of sam-
ples is denoted as N i.e., 3600 samples; mean value of
ECG signal is denoted as y.

¢ MAV [34] expressed in (3) is computed based on
the average of absolute value of the ECG signal for
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plexity. The Hjorth parameters of activity, mobility, and
complexity are denoted in (4), (5) and (6) respectively.
Here, the calculation of signal difference is activity;
mean frequency of signal is denoted as mobility and sig-
nal deviation from sine shape is denoted as complexity.

Activity = o @)

Mobility = |22 5)
ol
Complexity = 03/02 (6)
\V o2 / ol

where, the variance of y(¢) is denoted as o1, derivative and
2nd order derivative of variance are denoted as o, and o3
respectively. Equations (7), (8) and (9) expresses the o1, 02
and o3 respectively.

1 N o,
o= ™
1 N-1 )
o2=37 Zi:l i1 = yi) ®)
1 N-

2
o3 = 2 (G2 =yir) = iyt =3’ )

o The wavelet transform is referred as DWT [36], when

the wavelets are individually sampled in the feature
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extraction process. The wavelet coefficient features of
denoised DWT are used as time-frequency features.

The concatenated features of time and time-frequency
domain is expressed in (10).

CF = {SD, MAV, Activity, Mobility, Complexity, DWT
(10)

The variation of signal over time is expressed by time
domain as well as the signal energy distribution through
frequency range is denoted by frequency domain features.

2) ENTROPY BASED FEATURES

The calculation of Log Energy Entropy (LEE) [37] expressed
in (11) is accomplished to estimate the complexity degree of
pre-processed ECG signals.

N
LEE = Zi:l log y? )

Entropy is used to compute the uncertainty information of
ECG signal.

3) NONLINEAR-BASED FEATURES

The Mean Teager Energy (MTE) and Mean curve length
(MCL) [38] are taken to extract non-linear features. MTE
expressed in (12) is used for an effective energy tracking
of signals. MCL of (13) is offered the evaluation of Katz
fractal dimension that utilized for identifying the activities
of ECG.

1
MIE = =30 (ve= 17 =y -2) ()

1
MCL= =3 @ =y —1) (13)

The chaotic behaviour in vibration signals is characterized
by nonlinear features.

4) CNN BASED FEATURE EXTRACTION

The acquired each ECG signal is divided with a particu-
lar time frame i.e., 10s. So, the divided multiple signals
from an each ECG signal are either from normal class or
from abnormal classes i.e., remaining four classes such as
supraventricular ectopic beat, ventricular ectopic beat, fusion
beat and unknown beat. However, the each ECG signal has
only one label, it doesn’t contain the individual label for
each time frame. In order to overcome the aforementioned
issue, the CNN feature are used for a better representation of
each time frame. The CNN model namely ResNet-50 [39]
is used for the extraction of deep features from the pre-
processed ECG signals. The residual block incorporated in
the ResNet-50 is used to minimize the impact of gradient
explosion and disappearance generated by maximizing the
network depth. The ResNet-50 preserves huge amount of
data to learn in training process by overlapping the original
nonlinear features with the nonlinear features obtained from
the residual blocks. The ResNet-50 architecture has depth
of 50 layers during the feature extraction. This ResNet-50
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has fully connected layer and these layers are utilized for
extracting the deep features. Specifically, the features are
extracted from 49th fully connected layer of ResNet-50. The
concatenated features from time, time-frequency, entropy,
nonlinearity and CNN is expressed in (14).

z = {(CF, LEE, MTE, MCL, CNNfeatures ~ (14)

The extracted features with a length of 2068 are given as
input to the SOARO based feature selection.

D. FEATURE SELECTION USING SOARO

The SOARO receives the input from the feature extraction
where the extracted features has different categories of pre-
processed ECG signal. The conventional ARO [40] is moti-
vated by the survival strategies of rabbit in the wild. The ARO
uses the strategies of searching and hiding while the energy
minimization is done for making the conversion among the
strategies which helps to solve the optimization problem.
The iterative process of SOARO has different phases such
as exploration, conversion from exploration to exploitation,
and exploitation. Further, this SOARO is processed with
maximum iteration 100 and population size of 40.

1) EXPLORATION (DETOUR FORAGING)

Each rabbit in the SOARO is considered its individual area
with few grass and burrows. The rabbit randomly moves away
from their individual area during the searching to forage the
food and monitor what exists in adjacent area. The explo-

ration is denoted as detour foraging and it is depicted in (15)
to (20).

Zi(t+1) =z +Ax (z () —z @)

+ round (0.5 x (0.05 x Ry)) X g1, (15)
A=Lxc (16)
t—1 2
L= (e — e(T) ) x sin (277 R,) (17)
cty= |1 Tk==8D D
0, otherwise,

Il=1,...,[R3 x D] (18)

g = randperm(D) (19)

q1 ~ PO, 1) (20

where, i, j = 1, ..., P and i#j; candidate position of ith rabbit
at iteration ¢ + 1 is denoted as z; (r + 1); z; (¢) and z; (¢)
denotes ith and jth rabbit location for iteration ¢; P denotes
population size; t and T specifies the current and maximum
iteration; D denotes the dimension; [.] denotes the ceil-
ing function; round(.d) specifies the rounding close to the
integer; randperm is the integer selected randomly between
[1,D]; Ry, Ry & Rj3 specifies the random value among [0, 1];
gl denotes the standard normal distribution and L is move-
ment step length.
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2) CONVERSION FROM EXPLORATION TO EXPLOITATION
The detour foraging is accomplished by rabbits in the ini-
tial phase of iteration whereas the random hiding is fre-
quently executed in the following stages of foraging process.
Equation (21) expresses the rabbit energy RE that is incor-
porated to maintain the trade-off between exploitation and
exploration.

t 1

where, R4 specifies the random value in the range of [0, 1].
The value E is changed among the range of [0, 2]. The
rabbit has higher energy, when £ > 1 to randomly explore the
area of other rabbits, hence detour foraging is done that is
referred as exploration. On the other hand, the random hiding
is performed by rabbit, when E'< 1 that used to eliminate the
predation (exploitation phase).

3) EXPLOITATION (RANDOM HIDING)

The predator chases/ attacks the rabbits in exploitation phase.
Accordingly, the rabbits create different holes close to the nest
for shelter. A rabbit made D holes along with the search space
dimension and randomly selects any one hole for decreasing
the capture probability. Equations (22) to (26) depicts the
process of random hiding.

i+ 1) =z +Ax (Rs xbi, () —zi (1) (22)

bi, () =2z ()+H x g (k) x z(t) (23)

g (k) = { (1) ¥ k== [Re > Dl (24)
. otherwise

H = T_Tt_‘_l X ¢ (25)

q2 ~ PO, 1) (26)

where, b;, (#) denotes the randomly selected hole of ith
rabbit from holes D used for hiding in #th iteration; R5 & R¢
specifies the random value between [0, 1], and g5 is standard
normal distribution.

4) SELECTIVE OPPOSITION STRATEGY

The strategy of SO [41] is modified principle of opposition-
based learning which modified the rabbit size far from best
solution. Subsequently, the modified rabbit population are
making it close to the rabbit in the optimal location. The
strategy of SO is affected because of linearly decreasing
threshold. The SO supports the assists for obtaining the opti-
mal solution during the development phase by altering the
proximity dimension of various rabbits.

The steps processed in SO are mentioned as follows:

o At first, the threshold (7) is required to be defined
as shown in (27). According to (28), the SO veri-
fies each candidate rabbit’s distance between the cur-
rent rabbit dimension and best rabbit for all rabbits in
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the population.

2
TS =2 — (r x ) Q7
Tmax

dd; = |zipest.j — Zij| e

where, T, 1S maximum iteration; distance for all
dimensions of each rabbit is denoted as dd;; A nearby
and far rabbit locations are computed, when the dd; is
higher than 7. Subsequently, all the different distances
of all rabbit locations are listed in this SOARO.

The src of (29) is used to compute the correlation among
the current and optimal rabbit. Consider, that src< 0 and far
dimension (Dy) is higher than close dimensions (D.), the
location of rabbit updated based on (30).

2
dd; x (ddj2 -1
2pp = Ibpy + ubpy — zpy (30)

(29)

src =1

Based on the aforementioned (30), the rabbit position is
updated and optimal feature subset is selected from the over-
all feature set.

5) FITNESS FUNCTION OF SOARO
The SOARO chooses the optimal features based on two
different finesses such as classification accuracy and the
F1-measure that is denoted in (31).

Fitness (z;) = 0 x Acc (z;) + 8 x F1 — measure (Z;) (31)

where, the random feature subset is denoted as Z;; accuracy
of Z; is denoted as Acc (Z;); F1-measure of Z; is denoted as
F1 — measure (Z;); © and § are the random value among the
range of [0, 1]. These random numbers are used to depict the
connection among the accuracy and Fl-measure. For each
iteration, the fitness of Z; is evaluated and Z; with best fitness
(Zivest) is chosen as optimal feature subset.

The Pseudo code for optimum feature selection using
SOARO is given in following Algorithm 1 and flowchart for
SOARO is shown in Fig. 6.

The developed SOARO is executed, until it reaches the
maximum iterations. The SOARO selects feature subset with
a length of 1053 which is given as input to AE for classifying
the arrhythmia.

E. CLASSIFICATION USING AUTO ENCODER AND
INTERPRETATION USING SHAP

The extracted features using SOARO is given as input to the
AE [42] which is shown in the Fig 7. This AE processes
extra features as model input over the hidden layers and
reconstructed the output. The AE acquires the features in
the internal structure and transmits them to output layer in
reconstruction phase. The encoder and decoder operations
are executed by AE. The operation of encoder is performed
among the input and hidden layer. Next, the operation of
decoder is performed among the hidden and output layer.
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FIGURE 6. Flowchart for SOARO.

The main contribution of Auto encoder is the noise reduction
of which used to enhance the classification. Additionally, the
error rate is reduced by using backpropagation during the
classification. Therefore, the AE provides the precise classifi-
cation among the different arrhythmia classes such as normal
beat, supraventricular ectopic beat, ventricular ectopic beat,
fusion beat and unknown beat. The classified outputs is given
to SHAP for performing the interpretation. SHAP is a game
theoretic way of defining the classifier’s performance. SHAP
uses an additive feature imputation model in that output is
denoted as a linear accumulation of input values for generat-
ing an interpretable model.

F. IoMT FRAMEWORK FOR ARRHYTHMIA
CLASSIFICATION

The IoMT framework with artificial intelligence is developed
for developing the application and additional processing. The
system has two units in that first unit referred as front end used
PHP language that deploys and run web service to manage
the signals from the mobile pad or user device for processing
the unit i.e., google Tensor flow cloud platform in backend
for computation purposes. This research considers the Hos-
pital Management System (HMS) with three different access
from Admin, Doctor and User. In general, Admin has the
information about the patients who are visiting the hospital
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FIGURE 7. Architecture of AE.

for different purposes such as Dermatology, Gynaecology,
Cardiology, Oncology and others. The screenshot of HMS
for Admin is shown in Fig. 8. Fig. 8 shows that peoples who
are visiting for Cardiology is comparatively more than other
medical related issues.

In Cardiology, the patients are visiting for different dis-
eases such as heart attack, valve congestion, heart failure,
arrhythmia and others. These details are accessed by the
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Algorithm 1 Pseudo Code for Optimum Feature Selection
Using SOARO

Input: All features and labels

Compute fitness using (31)

fori=1:Pdo
if z; # Zipesr then
forj=1:Ddo

Compute difference distance of the jth
dimension using (28).
if dd; < TS then
Compute far dimension (Dy) and
far distance dimensions.
else
Compute close dimension (D.) and
close distance dimensions.
end if.
end for
Add overall dd;,
Compute correlation (s7c) using (29).
if src < 0 and size (Dy) > size (D.) then
Update the solution using (30).
end if
end if
if Fitness (Z; (t + 1)) > Zibest

Zibest = Zi (t + 1)

end if
end for
Output: Selected features.

Doctor whereas the screenshot of HMS for Doctor is shown
in Fig. 9. Fig. 9 shows that the patients who are visiting
the hospital with arrhythmia is 40% which is high when
compared to other diseases. A sample screenshot for the user
who is having the arrhythmia is shown in Fig. 10.

The SOAP protocol used by web services to transfer
the user’s data from device to other medium and service
was defined using the web-based description language. The
second portion of the SOARO-AE has the responsibility
to process the received data and classify the arrhythmia
using Python. The user has choice to accomplish the data-
processing for broadcasting the signal for configuring the
system, when it is linked with IoMT. This developed SOARO-
AE with IoMT communication has the following benefits:
1) It is used in remote locations, 2) the acquired medical
data is broadcasted between the Doctors and 3) an entire
medical history is stored for medical purposes. Therefore, the
SOARO-AE can be used in wide range because of aforemen-
tioned applications.

V. SIMULATION RESULTS

This section shows the classification of arrhythmia with
IoMT using the proposed method whereas the python 3
is used to design and simulate the SOARO-AE method.
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The system used for the implementation is configured with 8
GB RAM and i5 processor with 2.2 GHz. The dataset used to
analyse the proposed method is MIT-BIH arrhythmia dataset
where 30% data taken for testing and 70% taken for training
purpose. Moreover, the SOARO-AE method is also analysed
on CPSC 2018 dataset [43] which has 9 classes such as
Normal, First-degree atrioventricular block (I-AVB), Atrial
fibrillation (AF), Premature ventricular contraction (PVC),
Right bundle branch block (RBBB), Left bundle branch block
(LBBB), Premature atrial contraction (PAC), ST-segment
depression (STD), ST-segment elevated (STE). The data of
MIT-BIH arrhythmia is collected using 2 electrodes while
the CPSC 2018 dataset uses 12 electrodes for collecting the
data. Similar to MIT-BIH arrhythmia dataset, 30% data taken
for testing and 70% taken for training purpose from CPSC
2018 dataset.

A. EVALUATION METRICS
The SOARO-AE is evaluated in terms of accuracy, sensitiv-

ity, specificity, recall and F1-Measure which are expressed
in (32)-(36).

TP + TN

Accuracy = x 100 (32)
IN +TP + FN + FP
TP
Precision = — x 100 (33)
TP + FP
o P
Sensitivity = ———— x 100 (34)
TP + FN
Specifici N 100 (35)
=——x
peclficity TN 1 FP
2TP
F1 — measure = 100 (36)

——————— X
2TP + FP + FN

where, TP is true positive; TN is the true negative; FP is a
false positive and FN is a false negative.

B. PERFORMANCE ANALYSIS OF SOARO-AE METHOD

A different optimization-based feature selection approaches
such as Whale Optimization Algorithm (WOA), Butter-
fly Optimization Algorithm (BOA), Particle Swarm Opti-
mization (PSO), Grey Wolf Optimization (GWO), Modified
Artificial Hummingbird Algorithm (MAHA) and ARO are
considered for analysing the performances of SOARO. The
performance of SOARO with WOA, BOA, PSO, GWO,
MAHA and ARO for different population size is shown in
the Fig. 11. From this analysis, it is found that the SOARO
with population size 40 provides better performances.

The fitness graph for SOARO with WOA, BOA, PSO,
GWO, MAHA and ARO is shown in the Fig. 12. The con-
fusion matrix for the developed SOARO-AE is shown in the
Fig. 13. This confusion matrix shows the classification of
actual and predicted classes of AE with selected features. The
receiver operating characteristic curve namely ROC curve is
shown in the Fig. 14 which shows the balancing among the
different classes while performing the classification.

The time and complexity analysis of SOARO with WOA,
BOA, PSO, GWO, MAHA and ARO analysed in MIT-BIH
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arrhythmia dataset is shown in the Table 1. Here, the com-
plexity is analysed in terms of memory. The changes in the
proximity dimension of rabbits in the population is used to
obtain the faster convergence that helps to minimize the time
and memory than the WOA, BOA, PSO, GWO, MAHA and
ARO. The SO supports the assists for obtaining the optimal
solution during the development phase by altering the prox-
imity dimension of various rabbits.

The performances of SOARO-AE method is analysed
for different classifiers and different feature selection
approaches. Here, the performances are analysed with MIT-
BIH arrhythmia dataset and CPSC 2018 dataset. The different
classifiers considered for analysing the AE are Sparse Auto
Encoder (SAE), CNN, Multi Class — SVM (MC-SVM) and
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TABLE 1. Time and complexity analysis.

Feature selection approaches Time (s) Memory (KB)
WOA 4.32 440
BOA 4.09 308
MAHA 2.95 244
PSO 4.51 470
GWO 4.45 463
ARO 2.84 241
SOARO 1.91 153

Recurrent Neural Network (RNN). Further, the performances
are analysed for classifier with all features and selected
features using SOARO. The analysis of AE with different
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TABLE 2. Analysis of AE with different classifiers for MIT-BIH arrhythmia dataset.

Features Classifiers Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1-Measure (%)
All features RNN 89.51 90.23 90.84 88.21 88.61
CNN 92.26 92.07 91.10 92.46 91.48
MC-SVM 92.79 92.00 92.48 92.60 92.14
SAE 93.51 92.25 93.90 92.33 92.53
AE 95.07 94.98 94.49 95.16 94.85
Selected features  RNN 92.34 91.12 91.83 92.98 92.41
CNN 95.32 93.67 94.66 94.59 94.59
MC-SVM 95.63 94.71 95.04 94.81 95.76
SAE 96.34 95.14 95.35 96.18 96.12
AE 98.89 99.38 98.47 99.15 99.41

120

Accuracy (%)
3 3

5
S

204

|

10 20 30 40
Population sizes

FIGURE 11. Comparison of feature selection for different population size.

classifier performances for MIT-BIH arrhythmia and CPSC
2018 datasets are shown in the Tables 2 and 3 respectively.
Moreover, the example graph of classifiers analysed in MIT-
BIH arrhythmia dataset for all features and selected features
are shown in Figs. 15 and 16 respectively. Further, the
time and complexity analysis for per signal from MIT-BIH
arrhythmia dataset is shown in the Table 4. This analysis
shows that the AE achieves the better performance than
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the SAE, CNN, MC-SVM and RNN, even it analysed with
all features and selected features using SOARO. For exam-
ple, the accuracy of AE analysed in MIT-BIH arrhythmia
dataset for all features is 95.07% whereas the RNN obtains
as 89.51%, CNN obtains as 92.26%, MC-SVM obtains as
92.79% and SAE obtains as 93.51%. On the contrary, the AE
with selected features offers the accuracy of 98.89% which
is higher than the AE with all features i.e., 95.07%. The
backpropagation used in the AE is used to minimize the error
rate which used to improve the classification. Moreover, the
SOARO used to select deep optimal features that helps to
avoid the misclassification.

The analysis of statistical hypothesis testing is utilized for
discovering whether the outcomes are statistically significant
or not. McNemar test is a statistical evaluation for analyzing
the substantial difference of the two classifier’s performance.
In this analysis, the classifier SAE is taken, because it has next
higher performance compared to the AE used in proposed
research. Consider, the AE is method A and SAE is method
B for analyzing the McNemar test. The ChiSqure (X?) is
computed with degree of freedom 1 using the equation (37).

2
_ (Imap —mpal — 1)
map + mpa

X2

(37
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where, myp is the samples misclassified by A but precisely
classified by B and mpy4 is the samples misclassified by B but
precisely classified by A.

If the computed value is less than 0.05 or higher than
3.85, it denotes that the classifier avoids the null hypothe-
sis. The values of X2 for MIT-BIH arrhythmia and CPSC
2018 datasets are 14.79 and 15.06 that represents it clearly
avoids the null hypothesis. Hence, the performance variation
of the methods A and B is statistically significant.

In this research, a SHAP model is used for interpreting the
classified outputs from the AE. Figs. 17 and 18 shows the
interpreted outputs for a sample from MIT-BIH arrhythmia
and CPSC 2018 datasets respectively.
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FIGURE 14. ROC curve for SOARO-AE.

The SOARO is also analysed with different feature selec-
tion approaches such as Whale Optimization Algorithm
(WOA), Butterfly Optimization Algorithm (BOA), MAHA,
PSO, GWO and ARO. Table 5 and 6 shows the perfor-
mance comparison of SOARO with WOA, BOA, MAHA,
PSO, GWO and ARO for MIT-BIH arrhythmia and CPSC
2018 datasets. An example graph of SOARO with WOA,
BOA, MAHA, PSO, GWO and ARO for MIT-BIH arrhyth-
mia is shown in Fig. 19. The accuracy of SOARO for MIT-
BIH arrhythmia is 98.89% whereas the WOA obtains as
90.97%, BOA obtains as 92.85%, MAHA obtains as 95.08%,
PSO obtains as 88.05%, GWO obtains as 89.18% and ARO
obtains as 95.19%. From the analysis, it is found that the
SOARO achieves better performance than the WOA, BOA,
MAHA, PSO, GWO and ARO.

Moreover, the accuracy and sensitivity values are used
for comparing the optimization approaches used for feature
selection based on the statistical analysis. For this purpose,
a nonparametric statistical test i.e., Friedman test is used
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TABLE 3. Analysis of AE with different classifiers for CPSC 2018 dataset.

Features Classifiers Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1-Measure (%)

All features RNN 89.29 89.52 89.33 89.68 89.13
CNN 90.97 91.84 90.43 90.41 91.80
MC-SVM 91.24 92.06 91.46 92.90 92.12
SAE 92.65 92.53 93.83 92.70 92.90
AE 95.11 95.27 95.84 95.00 95.77

Selected features RNN 91.83 92.83 92.39 92.84 91.74
CNN 95.13 95.16 96.08 96.89 95.65
MC-SVM 96.51 96.06 96.15 96.51 95.92
SAE 97.28 96.33 97.24 97.26 96.61
AE 98.24 98.47 99.03 98.67 98.79

TABLE 4. Time and complexity analysis.
Classifiers with selected features Time (s) Memory (KB)

RNN 0.87 226

CNN 0.76 215

MC-SVM 0.30 186

SAE 0.12 145

AE 0.09 112

TABLE 5. Analysis of SOARO with different feature selection approaches for MIT-BIH arrhythmia dataset.

Feature selection approaches  Accuracy (%)  Sensitivity (%)  Specificity (%)  Precision (%) F1-Measure (%)
WOA 90.97 89.75 89.24 90.18 90.31
BOA 92.85 93.32 93.69 92.39 93.42
MAHA 95.08 96.18 95.10 95.59 96.55
PSO 88.05 87.98 87.20 87.75 87.08
GWO 89.18 89.50 88.83 89.86 88.93
ARO 95.19 96.90 95.21 95.21 96.74
SOARO 98.89 99.38 98.47 99.15 99.41
96 102
94 100
X 92 R 98
2 90 T 9%
§ 88 § o4
s 92
: I | & 0K Al ol TR ¢
84 88
Accuracy Sensitivity Specificity Precision F1-Measure 86
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B RNN ®CNN MC-SVM SAE ®mAE

FIGURE 15. Graph of different classifiers with all features for MIT-BIH
arrhythmia dataset.

in this research. This test utilizes the ranks of data instead
of the data itself and it evaluates the null hypothesis which
the column effects are all same. Specifically, all the opti-
mization algorithm used to do the feature selection in this
research. This test returns the probability of achieving the
observed sample outcome (p-value) in the scalar value in
the range [0, 1]. In general, the smaller values of p avoids
the null hypothesis. The Friedman test to the accuracy and
sensitivity values to the values of Tables 5 and 6 for MIT-
BIH arrhythmia and CPSC 2018 datasets respectively. The
values of p is 0.0043 and 0.0045 for MIT-BIH arrhythmia
and CPSC 2018 datasets are computed using Friedman test.
Therefore, the p-value shows that the SOARO has better
performance than the other approaches such as WOA, BOA,
MAHA, PSO, GWO and ARO in statistic significant manner.
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FIGURE 16. Graph of different classifiers with selected features for
MIT-BIH arrhythmia dataset.

C. COMPARATIVE ANALYSIS

The existing researches such as C-LSTM [17], DL-LAC-
CNN [18] CNN-DNN [19], MC-ECG [26], FC [29] and
MEAHA-CNN [31] are used to evaluate the SOARO-AE
method. Here, the comparison is provided for MIT-BIH
arrhythmia and CPSC 2018 datasets. For MIT-BIH arrhyth-
mia dataset, the comparative analysis of the SOARO-AE
with C-LSTM [17], DL-LAC-CNN [18], CNN-DNN [19],
FC [29] and MEAHA-CNN [31] is shown in Table 7. The
accuracy graph of C-LSTM [17], DL-LAC-CNN [18], CNN-
DNN [19], FC [29], MEAHA-CNN [31] and SOARO-AE
for MIT-BIH arrhythmia dataset is shown in Fig. 20. For
CPSC 2018 arrhythmia dataset, the comparative analysis of

100065



IEEE Access

G. S. Nijaguna et al.: Feature Selection Using Selective Opposition Based Artificial Rabbits Optimization

TABLE 6. Analysis of SOARO with different feature selection approaches for CPSC 2018 dataset.

Feature selection approaches  Accuracy (%)  Sensitivity (%)  Specificity (%)  Precision (%) F1-Measure (%)
WOA 91.56 90.63 91.96 90.28 91.24
BOA 93.72 93.67 93.87 93.06 93.70
MAHA 93.88 94.24 94.69 94.53 94.22
PSO 88.42 87.31 87.31 88.41 88.61
GWO 90.38 89.95 89.32 89.18 90.71
ARO 94.22 95.19 95.85 94.40 95.25
SOARO 98.24 98.47 99.03 98.67 98.79
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FIGURE 17. Interpretation using SHAP for a sample of MIT-BIH arrhythmia.
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FIGURE 18. Interpretation using SHAP for a sample of CPSC 2018.

the SOARO-AE with MC-ECG [26] is shown in Table 8. This
analysis shows that the SOARO-AE outperforms well when
compared to the C-LSTM [17], DL-LAC-CNN [18], CNN-
DNN [19], MC-ECG [26], FC [29] and MEAHA-CNN [31].
For example, the accuracy of SOARO-AE for MIT-BIH
arrhythmia dataset is 98.89% whereas the C-LSTM [17]
obtains as 96.16%, DL-LAC-CNN [18] obtains as 94.07%,
CNN-DNN [19] obtains as 97.008%, FC [29] obtains as
95.81% and MEAHA-CNN [31] obtains as 98.87%. The
optimal selection of features using SOARO is used to improve
the classification using AE.

VI. DISCUSSION

This section delivers the brief discussion about the results
obtained from the SOARO-AE for ensuring the classification
of arrhythmia with IoMT based patient monitoring. At first,
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the results of SOARO-AE are analysed with different clas-
sifiers and optimization based feature selection approaches.
The performances are analysed for two different datasets
such as MIT-BIH arrhythmia and CPSC 2018 datasets. The
results shows that the SOARO-AE provides better perfor-
mance than the SAE, CNN, RNN, MC-SVM, MAHA, PSO,
GWO, WOA, BOA and ARO. For example, the accuracy
of SOARO-AE for CPSC 2018 is 98.24% which is high
when compared to the SAE, CNN, RNN, MC-SVM, MAHA,
PSO, GWO, WOA, BOA and ARO. Further, the SOARO-
AE is compared with the C-LSTM [17], DL-LAC-CNN [18]
CNN-DNN [19], MC-ECG [26], FC [29] and MEAHA-
CNN [31] in comparative analysis section. The SOARO-AE
outperforms well than the all the existing approaches. For
example, the accuracy of SOARO-AE for MIT-BIH arrhyth-
mia dataset is 98.89% which is high than C-LSTM [17],
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TABLE 7. Comparison of SOARO-AE for MIT-BIH arrhythmia dataset.

Performances C-LSTM [17] DL-LAC-CNN [18] CNN-DNN [19] FC[29] MEAHA-CNN [31] SOARO-AE
Accuracy (%) 96.16 94.07 97.008 95.81 98.87 98.89
Sensitivity (%) 93.86 NA 97.008 69.20 NA 99.38
Specificity (%) 91.45 NA NA 94.56 NA 98.47
Precision (%) NA 90.7 97.011 NA NA 99.15
F1-Measure (%) NA 91.75 97.009 71.56 NA 99.41

TABLE 8. Comparison of SOARO-AE for CPSC 2018 dataset.

Performances MC-ECG [26] SOARO-AE
Precision (%) 84.62 98.67
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FIGURE 19. Graph of different feature selection approaches for MIT-BIH
arrhythmia dataset.
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FIGURE 20. Comparison of accuracy for MIT-BIH arrhythmia dataset.

DL-LAC-CNN [18], CNN-DNN [19], FC [29] and MEAHA-
CNN [31]. In this research, the SOARO based feature selec-
tion is used for removing the redundant features from the
overall feature set that helps to avoid the overfitting issue and
enhances the classification. The MIT-BIH arrhythmia dataset
has both the labelled and unlabelled samples (i.e., unknown
beat) that leads to create impact in overall classification per-
formances. If these unlabelled samples are selected, there is
a possibility of returning higher rate of false positives and
lesser precision during the classification. These unlabelled
data creates the issue of data imbalance which leads to the
biased model performance, as the classifier favors to the
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majority class. This biased classification affects overall accu-
racy during Arrhythmia identification.

VII. CONCLUSION

With the continuous expansion of IoMT, it becomes the
suitable to perform the remote monitoring of Arrhythmia.
In this research, the SOARO based feature selection is done
to choose deep optimal features for improving the classifica-
tion. The IoMT incorporated in this SOARO-AE is used to
monitor the patients who are having arrhythmia. The EMD is
utilized in this research for denoising the ECG signal. Next,
different categories of features such as time, time-frequency,
entropy, nonlinearity and deep features from ResNet-50 are
extracted from ECG signal. Next, the selected optimal fea-
tures from SOARO are given to AE to perform the Arrhyth-
mia classification. From the results, it is concluded that
the SOARO provides better performance than the C-LSTM,
DL-LAC-CNN, CNN-DNN and MC-ECG, FC and MEAHA-
CNN. The accuracy of SOARO-AE is 98.89% which is high
when compared to the C-LSTM, DL-LAC-CNN, CNN-DNN,
FC and MEAHA-CNN. In future, a hybrid optimization-
based feature selection can be performed and issue of data
imbalance can be avoided for improving the classification
performances.

REFERENCES

[1] M. A. Scrugli, D. Loi, L. Raffo, and P. Meloni, “An adaptive cognitive
sensor node for ECG monitoring in the Internet of Medical Things,” IEEE
Access, vol. 10, pp. 1688-1705, 2022.

[2] L.Zheng, Z. Wang, J. Liang, S. Luo, and S. Tian, “Effective compression
and classification of ECG arrhythmia by singular value decomposition,”
Biomed. Eng. Adv., vol. 2, Dec. 2021, Art. no. 100013.

[3] P. R. N. Lalitha and S. V. Jinny, “Internet of Medical Things-based
multitiered and hybrid architectural framework for effective heart disease
prediction model,” Concurrency Comput., Pract. Exper., vol. 34, no. 15,
p. €6953, Jul. 2022.

[4] G. Sivapalan, K. K. Nundy, S. Dev, B. Cardiff, and D. John, “ANNet:
A lightweight neural network for ECG anomaly detection in IoT edge
sensors,” IEEE Trans. Biomed. Circuits Syst., vol. 16, no. 1, pp. 24-35,
Feb. 2022.

[5] T. Wang, C. Lu, Y. Sun, M. Yang, C. Liu, and C. Ou, “Automatic ECG
classification using continuous wavelet transform and convolutional neural
network,” Entropy, vol. 23, no. 1, p. 119, Jan. 2021.

[6] P. Madan, V. Singh, D. P. Singh, M. Diwakar, B. Pant, and A. Kishor,
“A hybrid deep learning approach for ECG-based arrhythmia classifica-
tion,” Bioengineering, vol. 9, no. 4, p. 152, Apr. 2022.

[7] A. Khanna, P. Selvaraj, D. Gupta, T. H. Sheikh, P. K. Pareek, and
V. Shankar, “Internet of Things and deep learning enabled healthcare
disease diagnosis using biomedical electrocardiogram signals,” Expert
Syst., vol. 40, no. 4, p. e12864, May 2023.

[8] P. Maji, H. K. Mondal, A. P. Roy, S. Poddar, and S. P. Mohanty,
“IKardo: An intelligent ECG device for automatic critical beat identifica-
tion for smart healthcare,” IEEE Trans. Consum. Electron., vol. 67, no. 4,
pp. 235-243, Nov. 2021.

100067



IEEE Access

G. S. Nijaguna et al.: Feature Selection Using Selective Opposition Based Artificial Rabbits Optimization

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

A. R. Ismail, S. Jovanovic, N. Ramzan, and H. Rabah, “ECG classifica-
tion using an optimal temporal convolutional network for remote health
monitoring,” Sensors, vol. 23, no. 3, p. 1697, Feb. 2023.

L. Sun, Y. Wang, Z. Qu, and N. N. Xiong, “BeatClass: A sustainable
ECG classification system in IoT-based eHealth,” IEEE Internet Things
J., vol. 9, no. 10, pp. 7178-7195, May 2022.

A. Pal, R. Srivastva, and Y. N. Singh, “CardioNet: An efficient ECG
arrhythmia classification system using transfer learning,” Big Data Res.,
vol. 26, Nov. 2021, Art. no. 100271.

M. N. Meqdad, F. Abdali-Mohammadi, and S. Kadry, “Meta struc-
tural learning algorithm with interpretable convolutional neural networks
for arrhythmia detection of multisession ECG,” IEEE Access, vol. 10,
pp. 61410-61425, 2022.

A. J. D. Krupa, S. Dhanalakshmi, K. W. Lai, Y. Tan, and X. Wu,
“An IoMT enabled deep learning framework for automatic detection of
fetal QRS: A solution to remote prenatal care,” J. King Saud Univ.-Comput.
Inf. Sci., vol. 34, no. 9, pp. 7200-7211, Oct. 2022.

S. M. Qaisar and S. F. Hussain, “An effective arrhythmia classification via
ECG signal subsampling and mutual information based subbands statis-
tical features selection,” J. Ambient Intell. Humanized Comput., vol. 14,
no. 3, pp. 1473-1487, Mar. 2023.

E. A. Alkeem, C. Y. Yeun, J. Yun, P. D. Yoo, M. Chae, A. Rahman, and
A. T. Asyhari, “Robust deep identification using ECG and multimodal
biometrics for industrial Internet of Things,” Ad Hoc Netw., vol. 121,
Oct. 2021, Art. no. 102581.

A. K. Gérate-Escamila, A. H. El Hassani, and E. Andres, “Classification
models for heart disease prediction using feature selection and PCA,”
Informat. Med. Unlocked, vol. 19, Jan. 2020, Art. no. 100330.

W. Lu, J. Jiang, L. Ma, H. Chen, H. Wu, M. Gong, X. Jiang, and M. Fan,
“An arrhythmia classification algorithm using C-LSTM in physiological
parameters monitoring system under Internet of Health Things environ-
ment,” J. Ambient Intell. Humanized Comput., Aug. 2021.

S. Sakib, M. M. Fouda, Z. M. Fadlullah, N. Nasser, and W. Alasmary,
“A proof-of-concept of ultra-edge smart IoT sensor: A continuous and
lightweight arrhythmia monitoring approach,” IEEE Access, vol. 9,
pp. 26093-26106, 2021.

L.-R. Yeh, W.-C. Chen, H.-Y. Chan, N.-H. Lu, C.-Y. Wang, W.-H. Twan,
W.-C.Du, Y.-H. Huang, S.-Y. Hsu, and T.-B. Chen, “Integrating ECG mon-
itoring and classification via IoT and deep neural networks,” Biosensors,
vol. 11, no. 6, p. 188, Jun. 2021.

S. Dami and M. Yahaghizadeh, ‘““Predicting cardiovascular events with
deep learning approach in the context of the Internet of Things,” Neural
Comput. Appl., vol. 33, no. 13, pp. 7979-7996, Jul. 2021.

R. L. Devi and V. Kalaivani, “Machine learning and IoT-based cardiac
arrhythmia diagnosis using statistical and dynamic features of ECG,”
J. Supercomput., vol. 76, no. 9, pp. 6533-6544, Sep. 2020.

C. Prajitha, K. P. Sridhar, and S. Baskar, ‘“Variance approximation and
probabilistic decomposition noise removal framework for arrhythmia
detection and classification on Internet of Medical Things environment,”
Wireless Pers. Commun., vol. 125, no. 1, pp. 965-985, Jul. 2022.

J. He, J. Rong, L. Sun, H. Wang, Y. Zhang, and J. Ma, “A framework
for cardiac arrhythmia detection from IoT-based ECGs,” World Wide Web,
vol. 23, no. 5, pp. 2835-2850, Sep. 2020.

A. Nasim and Y. S. Kim, “DE-PNN: Differential evolution-based feature
optimization with probabilistic neural network for imbalanced arrhythmia
classification,” Sensors, vol. 22, no. 12, p. 4450, Jun. 2022.

E. H. Houssein, I. E. Ibrahim, N. Neggaz, M. Hassaballah, and
Y. M. Wazery, “An efficient ECG arrhythmia classification method based
on manta ray foraging optimization,” Expert Syst. Appl., vol. 181,
Nov. 2021, Art. no. 115131.

Y. Li, Z. Zhang, F. Zhou, Y. Xing, J. Li, and C. Liu, “Multi-label classifi-
cation of arrhythmia for long-term electrocardiogram signals with feature
learning,” IEEE Trans. Instrum. Meas., vol. 70, pp. 1-11, 2021.

J. Piri and P. Mohapatra, “An analytical study of modified multi-objective
Harris hawk optimizer towards medical data feature selection,” Comput.
Biol. Med., vol. 135, Aug. 2021, Art. no. 104558.

C. Chen, Z. Hua, R. Zhang, G. Liu, and W. Wen, “Automated arrhythmia
classification based on a combination network of CNN and LSTM,”
Biomed. Signal Process. Control, vol. 57, Mar. 2020, Art. no. 101819.

E. Essa and X. Xie, “An ensemble of deep learning-based multi-model
for ECG heartbeats arrhythmia classification,” IEEE Access, vol. 9,
pp. 103452-103464, 2021.

100068

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(37]

(38]

(39]

(40]

[41]

[42]

(43]

C N

J. Rahul and L. D. Sharma, “Automatic cardiac arrhythmia classification
based on hybrid 1-D CNN and bi-LSTM model,” Biocybernetics Biomed.
Eng., vol. 42, no. 1, pp. 312-324, Jan. 2022.

E. Kiymag and Y. Kaya, “A novel automated CNN arrhythmia classifier
with memory-enhanced artificial hummingbird algorithm,” Expert Syst.
Appl., vol. 213, Mar. 2023, Art. no. 119162.

G. B. Moody and R. G. Mark, “The impact of the MIT-BIH arrhythmia
database,” IEEE Eng. Med. Biol. Mag., vol. 20, no. 3, pp. 45-50, 2001.

F. Setiawan and C.-W. Lin, “A deep learning framework for automatic
sleep apnea classification based on empirical mode decomposition derived
from single-lead electrocardiogram,” Life, vol. 12, no. 10, p. 1509,
Sep. 2022.

S. Abbaspour, M. Lindén, H. Gholamhosseini, A. Naber, and
M. Ortiz-Catalan, “Evaluation of surface EMG-based recognition
algorithms for decoding hand movements,” Med. Biol. Eng. Comput.,
vol. 58, no. 1, pp. 83100, Jan. 2020.

D. Shon, K. Im, J.-H. Park, D.-S. Lim, B. Jang, and J.-M. Kim, ‘““Emotional
stress state detection using genetic algorithm-based feature selection on
EEG signals,” Int. J. Environ. Res. Public Health, vol. 15, no. 11, p. 2461,
Nov. 2018.

J. Shukla, M. BaJreda-Angeles, J. Oliver, G. C. Nandi, and D. Puig,
“Feature extraction and selection for emotion recognition from electro-
dermal activity,” IEEE Trans. Affect. Comput., vol. 12, no. 4, pp. 857-869,
Oct. 2021.

V. Gupta, T. Priya, A. K. Yadav, R. B. Pachori, and U. R. Acharya, “Auto-
mated detection of focal EEG signals using features extracted from flexible
analytic wavelet transform,” Pattern Recognit. Lett., vol. 94, pp. 180-188,
Jul. 2017.

R. Yan, C. Zhang, K. Spruyt, L. Wei, Z. Wang, L. Tian, X. Li, T. Ristaniemi,
J. Zhang, and F. Cong, ‘“Multi-modality of polysomnography signals’
fusion for automatic sleep scoring,” Biomed. Signal Process. Control,
vol. 49, pp. 14-23, Mar. 2019.

M. B. Er, “A novel approach for classification of speech emotions based
on deep and acoustic features,” IEEE Access, vol. 8, pp. 221640-221653,
2020.

Y. Wang, Y. Xiao, Y. Guo, and J. Li, “Dynamic chaotic opposition-based
learning-driven hybrid Aquila optimizer and artificial rabbits optimiza-
tion algorithm: Framework and applications,” Processes, vol. 10, no. 12,
p- 2703, Dec. 2022.

S. Dhargupta, M. Ghosh, S. Mirjalili, and R. Sarkar, ““Selective opposition
based grey wolf optimization,” Expert Syst. Appl., vol. 151, Aug. 2020,
Art. no. 113389.

M. Togacar, B. Ergen, and Z. Comert, “Waste classification using
AutoEncoder network with integrated feature selection method in con-
volutional neural network models,” Measurement, vol. 153, Mar. 2020,
Art. no. 107459.

F. Liu, C. Liu, L. Zhao, X. Zhang, X. Wu, X. Xu, Y. Liu, C. Ma, S. Wei,
Z.He, J. Li, and E. N. Yin Kwee, “‘An open access database for evaluating
the algorithms of electrocardiogram rhythm and morphology abnormality
detection,” J. Med. Imag. Health Informat., vol. 8, no. 7, pp. 1368-1373,
Sep. 2018.

G. S. NJAGUNA received the B.E. degree in
information science and engineering from SIMIT,
Chitradurga, in 2006, the M.Tech. degree in com-
puter science and engineering from BVBCET,
Hubli, in 2009, and the Ph.D. degree from
the Department of Computer Science and Engi-
neering, Visvesvaraya Technological University,
Belagavi, Karnataka, in 2020. He has teaching
experience of 14.5 years and one year of industry
experience. He is currently an Associate Professor

2\

with the Department of Information Science and Engineering, S.E.A. College
of Engineering and Technology, Bengaluru, where he is involved in research
and teaching activities. He has conducted one national conference and many
workshops successfully. He has published around 20 papers which include
international journals, international conferences, and national conferences.
His research interests include data mining and knowledge discovery, big
data, information retrieval, and cloud computing. He is a member of The
Institution of Engineers (India) (MIE).

VOLUME 11, 2023



G. S. Nijaguna et al.: Feature Selection Using Selective Opposition Based Artificial Rabbits Optimization

IEEE Access

N. DAYANANDA LAL is currently an Assis-
tant Professor with the Computer Science and
Engineering Department, GITAM School of Tech-
nology, GITAM (Deemed to be University),
Bengaluru. He is supervising five Ph.D. Scholars,
and has more than 13 years of teaching experience.
He has published more than 30 papers in national
and international peer-reviewed journals and con-
ferences and one funded research project granted
by the Department of Science and Technology
(DST) and has two international patent granted. His research interests include
cloud computing and cyber security.

PARAMESHACHARI BIDARE DIVAKARA-
CHARI (Senior Member, IEEE) is currently a
Professor with the Department of Electronics and
Communication Engineering, Nitte Meenakshi
Institute of Technology, Bengaluru, India, affil-
iated to Visvesvaraya Technological Univer-
sity (VTU), Belagavi, Karnataka, India. He has
around 19 years of experience and has published
| more than 200 articles in SCI, SCOPUS, and
[ other indexed journals and also in conferences.
He serves as an editorial board member, an associate editor, an academic
editor, the guest editor, and a reviewer for various reputed indexed journals.
He is the Founder Chair of the IEEE Information Theory Society, the
Bangalore Chapter, and the IEEE Mysore Subsection. He is the SAC Chair
and the IEEE Bangalore Section.

ROCIiO PEREZ DE PRADO (Senior Member,
IEEE) received the M.S. degree in telecommuni-
cation engineering from the University of Seville,
Spain, in 2008, and the Ph.D. degree in telecom-
munication engineering with European mention
from the University of Jaén, Spain, in 2011. She
is currently an Associate Professor (Profesor Tit-
ular de Universidad) with the Telecommunication
Engineering Department, University of Jaén, with
15 years of research experience. She has authored
more than 50 publications (more than 30 indexed in JCR) and works as an
Editor in diverse JCR-indexed journals, such as Applied Soft Computing,
Engineering Applications of Artificial Intelligence, Intelligent Automation
and Soft-Computing, Energies, Computational Intelligence and Neuro-
science, and belongs to the reviewer board of more than 40 JCR-indexed
journals and technical program committee (TCP) member of 30 international
conferences in the field of artificial intelligence and cloud computing. Her
current research interests include artificial intelligence, machine learning,
telecommunications, and cloud computing. Since 2021, she has been an
Expert of the European Commission. Since 2020, she has been an External
Evaluator and a member of the Project Selection Committee of the National
Fund for Scientific and Technological Development, Peru.

VOLUME 11, 2023

MARCIN WOZNIAK received the M.Sc. degree in
applied mathematics from the Silesian University
of Technology, Gliwice, Poland, in 2007, and the
Ph.D. and D.Sc. degrees in computational intel-
ligence, in 2012 and 2019, respectively. In 2022,
he received the title of a Full Professor in the
discipline of industrial informatics and telecom-
munication. He was a Visiting Researcher with
universities in Italy, Sweden, and Germany. He is
currently a Full Professor with the Faculty of
Applied Mathematics, Silesian University of Technology. He is a Scientific
Supervisor in editions of “The Diamond Grant” and “The Best of the
Best” programs for highly talented students from the Polish Ministry of
Science and Higher Education. He participated in various scientific projects
(as a lead investigator, a scientific investigator, a manager, a participant,
and a advisor) in Polish, Italian, and Lithuanian universities and projects
with applied results at IT industry both funded from the National Centre
for Research and Development and abroad. He has authored/coauthored
more than 200 research papers in international conferences and journals.
His current research interests include neural networks with their applications
together with various aspects of applied computational intelligence acceler-
ated by evolutionary computation and federated learning models. In 2017,
he was awarded by the Polish Ministry of Science and Higher Education with
a scholarship for an Outstanding Young Scientist. In 2021, he received the
award from the Polish Ministry of Science and Higher Education for research
achievements. In 2020, 2021, and 2022, he was presented among ““Top 2%
Scientists in the World” by Stanford University for his career achievements.
He was an Editorial Board Member or an Editor of Machine Learning
with Applications, Sensors, Pattern Analysis and Applications, IEEE Accgss,
Measurement, Sustainable Energy Technologies and Assessments, Frontiers
in Human Neuroscience, Peerd Computer Science, International Journal of
Distributed Sensor Networks, Computational Intelligence and Neuroscience,
and Journal of Universal Computer Science. He is the Session Chair at
various international conferences and symposiums, including the IEEE Sym-
posium Series on Computational Intelligence and the IEEE Congress on
Evolutionary Computation.

RAJ KUMAR PATRA received the Ph.D. degree
in engineering, in 2017. He is currently a Pro-
fessor with the Department of Computer Sci-
ence and Engineering, CMR Technical Campus,
Hyderabad, India, and having a total teaching and
research experience of more than 22 years. He has
published more than 50 papers in reputed peer-
reviewed national and international journals and
conferences. He is having more than 15 publica-
tions in SCI and Scopus-indexed journals.

100069



