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ABSTRACT One of the main barriers for deaf people is communication due to the lack of understanding
between them and the hearing society. This fact can considerably affect their daily life by leading to their
social exclusion. On the way to an inclusive society, this paper presents a low-cost application to assist
people to communicate by means of the Sign Language alphabet. For that, this application includes two
functionalities: 1) a Sign Language recognizer, which is in charge of typing the letters being signed by deaf
people; and 2) a virtual avatar signing what is written letter by letter. So, a comparative analysis of different
techniques resulted in an accuracy of 79.96% when using the Convolutional Neural Network ResNet50 for
sign recognition from an RGB image.

INDEX TERMS Virtual avatar, sign language, computer vision, teaching system.

I. INTRODUCTION
According to the Spanish National Institute of Statistics [1],
more than 13% of the Spanish population suffers some sort
of hearing impairment.

This condition creates a communication barrier between
the hearing population and the deaf one, which often lim-
its their capabilities to participate in an egalitarian society.
In fact, this lack of communication could lead to a social,
cultural and even labor marginalization.

One communication barrier is the access to information
and media since deaf people have many difficulties in learn-
ing to read and write. Actually, 80% of deaf population does
not reach suitable language proficiency [2]. This percentage
rises to 92%of deaf population in the case of the Spanish soci-
ety, leading to an economical inactivity percentage greater
than 50% [3].
Other examples can be found in [4].For instance, Erica

lost her child during pregnancy due to a misunderstood with
the doctors; while Tilgen had to leave his city because Sign
Language was not taught in schools.

The associate editor coordinating the review of this manuscript and

approving it for publication was Ramakrishnan Srinivasan .

To overcome these situations, different technologies have
been developed to enable people with hearing loss to
hear sounds and, consequently, to learn both sign lan-
guage and spoken language, as discussed by Napoli et al. [5].
Despite these technologies prevent marginalization in both
hearing and non-hearing environments, their use is not
always possible or fully functional for all deaf population.
Instead, they use Sign Language as their primary method of
communication.

As a consequence, the development of Sign Language
recognition systems is acquiring great interest in the scientific
community.

Although a generic Sign Language recognition model
cannot be developed since each country has its own Sign
Language (e.g. Lengua de Signos Española (LSE) in Spain,
Lingua dei Segni Italiana (LIS) in Italy, American Sign Lan-
guage (ASL) in the USA). This makes it necessary to learn the
signs and grammar of each language. Furthermore, the lack of
standardization within the country, together with the linguis-
tic variations inherent to any language, gives rise to lexical
differences between regions, as stated by Báez-Montero and
Fernández-Soneira [6].

In everyday situations, misunderstandings may arise
between hearing individuals and Sign Language users, such
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as during medical appointments or at restaurants as described
in [4]. Although interpreters are typically employed during
these and other events (e.g. social events, meetings, or news
broadcasts), there are instances where their services are not
available. This could be due to different reasons, such as
a short communication that may not justify the expense of
hiring an interpreter, long waiting periods for an interpreter,
or the need for an interpreter to be present at short notice
without prior arrangement. To address this issue, this paper
proposes a low-cost application to assist deaf people in com-
municating with hearing people. So, the system is designed
to aid deaf people in everyday situations where the presence
of an interpreter is not possible.

For that, two functionalities have been developed: a Span-
ish Sign Language (LSE) recognizer, capable of identifying
what is signed by a deaf person and writing it into Spanish
text; and a virtual avatar to sign what is written by a hearing
person.

The recognizer functionality was trained with data relative
to the Spanish Sign Language alphabet, which is used to sign
proper nouns, streets, trademarks, or words that do not have
a proper sign or whose sign is unknown.

In addition, there are different words whose handshape
derives directly from the manual alphabet [6]. From a
research perspective, the LSE alphabet is composed by a
combination of static signs and those that require movement
to be performed. This leads to the study of different deep
learning architectures to understand both spatial and temporal
dimensions of the data.

The virtual avatar was designed to sign the different let-
ters composing the Spanish Sign Language alphabet. Thus,
a database of the different visual letters has been developed.

This paper is structured as follows: Section II contains the
previous works found in the literature; Section III describes
the recognition engine used for translating between LSE and
written Spanish; Section IV explains the creation process of
the virtual avatar used to translate from written Spanish to
LSE; Section V shows the results obtained with the complete
system; and Section VI presents the conclusions and future
work.

II. STATE OF THE ART
Sign Language Recognition has become a popular research
field in the last decade. In this sense, several approaches have
been studied.

Since hand tracking is the primary source of information
in Sign Language, it is critical to solve this. Two different
approaches have been identified to address this issue. On the
one hand, there are approaches based on the use of gloves
with specific sensors to track hand movements [7], [8], [9],
[10], [11]. These methods provide parameters such as hand
and finger position, orientation and/or movement with great
accuracy. However, they require the use of specific hard-
ware, what constrains the free movement of the user and
the system’s applicability. In addition, this kind of hardware
could be very costly. So, these systems are unusable in real

situations. Thus, new alternatives such as those based on
computer vision must be analyzed.

Some classic computer vision alternatives used skin seg-
mentation with Kalman filters1 to distinguish between arms
and hands [13], colored gloves on each finger [14] or a
combination of cameras [15] to avoid occlusions. The main
problem of these solutions is the system customization, what
requires an adjustment for each signing person in terms of
skin, glove color or camera position.

Furthermore, some alternatives based on depth sensors can
be found in the literature. For instance, Kumar et al. [16]
proposed a Sign Language Recognizer for 30 signs of the
Indian Sign Language (ISL). For that, they used a Kinect
sensor to extract the 3D skeleton pose of the user, and, from
this, they obtained hand features. Using the extracted features
as input, a Hidden Markov Model (HMM)2 was used for
recognition, achieving a top accuracy of 83.77% on their own
dataset. In addition, thanks to the 3D values, they made the
system robust to rotation and translation.

More recently, different deep learning techniques are pro-
posed for Sign Language Recognition [18], [19], [20]. So,
Triwijoyo et al. [21] presented a recognition system for the
American Sign Language (ASL) alphabet based on Convo-
lutional Neural Networks (CNNs).3 For that, they used a
dataset [23] consisting of 3, 000 hand images for each of the
26 signs that compose the ASL alphabet, and a 7-layer CNN
model to recognize them. Their model achieved a theoretical
99% of accuracy, but in real-world scenarios the system is
highly dependent on the light conditions, camera specifica-
tions and camera position, what considerably reduces the real
accuracy.

Regarding the Spanish Sign Language,
Rodríguez-Moreno et al. [24] proposed a system able to
recognize 5 words from the Spanish Sign Language: bien
(well), contento (happy), mujer (woman), hombre (man)
and oyente (hearing person). They proposed a deep learning
model to recognize the first and last configuration of a given
sign. By using this strategy, they were able to convert a
dynamic sign into two static ones (the first and last pose of
each sign). Thus, no temporal relationship of the signs was
required. Instead, only the spatial dimension was evaluated.

Given that Sign Languages are different one from another,
their respective alphabets are also different. So, some of the
studied languages in recognition research (i.e. Indian Sign
Language (ISL), Arabic Sign Language (ArSL)) have their
alphabets composed only by static signs, that is, no move-
ment is necessary to perform them. However, others Sign

1A Kalman filter is an algorithm used in control and signal processing to
predict a system’s state based on noisy measurements [12].

2Hidden Markov Models are statistical models used to represent systems
that probabilistically switch between unobservable states, emitting measur-
able observations associated with those states. They are used for processing
and analyzing data sequences [17].

3Convolutional Neural Networks are deep learning models mimicking
how a human brain processes visual information. They use filters to extract
features from images, enabling the recognition of complex patterns [22].
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TABLE 1. Summary of approaches in literature for Sign Language
recognition.

Languages (i.e. American Sign Language (ASL), Chinese
Sign Language (CSL), Italian Sign Language (LIS)) have
only two dynamic signs whose spatial position is sufficiently
different to distinguish them without temporal information.
This is not the case with the Spanish Sign Language alphabet,
since it contains dynamic signs with a similar spatial position
to the static ones, and there are more than two dynamic
signs. Table 1 briefly summarizes the current state of the art
in terms of sign recognition by indicating the studied Sign
Language, the proposed approach, the number of signs to be
recognized, and the achieved accuracy on the validation (val)
or test subset.

Regarding the virtual avatar, some examples can be found
in the literature. For instance, Hu et al. [25] presented a virtual
avatar for the Chinese Sign Language in which they com-
bined hand, body and leap movement. Their virtual avatar for
Sign Language interpretation was presented as an standalone
application and as an add-on for TV broadcasting. They used
a combination of algorithms to implement an interpolation
between the end and start points of two consecutive frames.
One of the main drawbacks is the use of motion capture
devices and professional interpreters to collect the signs that
make up their dataset, making it difficult to add new data.

Another example is that proposed by Bhatti et al. [26],
where they presented a virtual avatar with predefined ges-
tures centered in three Sign Language alphabets: Sindhi
(52 letters), Urdu (39 letters), and English (26 letters). They
proposed the system as a learning platform or as a quick
response system, where the user chooses the word to be
signed and the virtual avatar signs it. Their system has some
drawbacks, such as the lack of a module for transcribing
Sign Language into written language or the avatar’s use of
a blueish-colored skin that does not resemble a natural or
human-like appearance.

Other authors presented different approaches where they
used a written input and translated it into the corresponding
sign, such as [27] for the German Sign Language, [28] for the
Italian Sign Language.

Regarding the Spanish Sign Language, two approaches can
be found. Vera et al. [29] developed a virtual avatar to help in
a classroom. As a consequence, it has a specific vocabulary
related to that class and situation. Another approach was
presented by López-Ludeña et al. [30]. It is mainly focused
on the development of a speech to text synthesizer, but their
avatar performs each sign by introducing a hand shape and
orientation instead of a word. Both of them are closed and
discontinued projects since 2015. This literature review is
summarized in Table 2 by indicating authors, Sign Language
and the number of signs.

TABLE 2. Summary of Virtual avatars in the literature.

FIGURE 1. Left: static sign; Right: in-motion sign.

III. LSE TO TEXT ENGINE
As mentioned above, the goal of this research is to create an
application for deaf communication. For this, it is necessary
to develop two functionalities: one in charge of the recogni-
tion of the letters to convert them into written Spanish, and
another aimed to the use of a virtual avatar to sign the written
letters into Spanish Sign Language.

As previously stated, the system must be able to recognize
the letters that composes the LSE alphabet. So, an improved
version of our recognition system [31] was used. A notable
modification introduced is the change from OpenPose [32] to
MediaPipe [33] since Mediapipe provides a greater precision
in the extraction of the skeleton as stated by Chung et al. [34].

In addition, a new dataset was recorded to increase the
previous one from 8, 000 images to nearly 28, 000 (more than
3 times). To increase the number of images, six people (five
men and one woman) additional to the original five (three
men and two women) were recorded.

Although the dataset is out of the scope of this paper, it is
worth mentioning that in the case of the alphabet, there are
two types of signs: static and in-motion. The main difference
between them is if the user signs in a specific position (static)
or if it is necessary to perform some trajectory to complete the
sign (in-motion), as depicted in Fig. 1.

To recognize the different visual letters, two deep learn-
ing techniques were studied: Convolutional Neural Net-
works (CNN) [35] and Recurrent Neural Networks (RNN).4

Because the alphabet is composed of static and in-motion
letters, the importance of the spatial dimension (CNNs) over
the temporal one (RNNs) was studied.

4Recurrent Neural Networks are machine learning models used for pro-
cessing sequential data. They have feedback connections to remember past
information so that they are used in problems where data order matters [36].
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According to these techniques, a prior study was realized
in [31] where some of them were compared. This study was
updated and completed in [37], concluding that the best three
architectures were:

• ResNet50 [38]: This is one of the most common archi-
tectures in image classification tasks. It introduced the
concept of residual blocks used to avoid the vanishing
gradient in deep networks. These blocks are composed
by identity connections that skip one or more layers to
obtain identity maps without adding extra parameters
nor computational complexity. In this case, a 50-layer
architecture was used.

• LSE-CNN: This is one of our proposed architectures
based on CNNs. As illustrated in Fig. 2, it is a 12-layer
architecture that combines five convolution operations
followed by a maxpooling layer each one. The con-
volution filters are increased in each layer from 16 to
256 while the kernel size remains the same, at 3 × 3.
Note that the max pooling layers use a pool size of 2×2.
The last layer is a fully connected one with the number
of alphabet letters outputting the corresponding letter.
Note that the optimizer Adam [39] with a learning rate
of 0.001 and categorical crossentropy5 as loss function6

was used.
• LSE-RNN: LSTM (Long Short-Term Memory) [40]
units are the most well-known RNN architectures. They
are composed of a cell state and three gates that allows
them to remember information over time. In particu-
lar, an extension of these units was used, Bidirectional
LSTMs [41]. The main difference is that Bidirectional
LSTMs access to past, present and future information,
adding additional context to the network and improving
its training. Thus, the proposed architecture is composed
of two of these layers with 32 units followed by a fully
connected layer to perform the classification task. It uses
categorical crossentropy as loss function andAdam opti-
mizer with a learning rate of 0.001.

These architectures were trained by using the hyperparam-
eters summarized in Table 3.

TABLE 3. Hyperparameters used for LSE-CNN and LSE-RNN.

Although the temporal dimension (RNNs) was considered
to see if it would improve the results, especially in the in-
motion letters, the experimental results showed that this was

5Categorical crossentropy is used for multi-class classification problems.
It measures the discrepancy between model predictions and actual labels.

6Loss function is a measure to evaluate how well a model classifies or
predicts values by comparing its predictions with the original labels. The goal
is to minimize the loss function during the training to improve the model’s
performance.

FIGURE 2. Proposed CNN architecture.

TABLE 4. Results in Spanish Sign Language alphabet recognition.

not the case (see Table 4). These results highlighted the
importance of the spatial dimension (CNNs) over the tem-
poral one (RNNs) in the Spanish Sign Language alphabet.

This happens because the spatial location of the signer’s
hand is quite different between letters, even if they have
movement. So, with the letter location and shape, the deep
learning models are capable to distinguish between them
without the temporal context. Also, there are more static
than in-motion signs, 18 versus 12. Furthermore, it should be
mentioned that the most confusing letters in the network are
the pairs i-y, l-ll, n-ñ, r-rr and u-v, whose main difference lies
in the hand movement (see Figure 3).

IV. VIRTUAL AVATAR
Since the second functionality is the transcription from writ-
ten Spanish to Spanish Sign Language, a virtual avatar was
used for this purpose. Thus, an avatar was created modelling
the upper part of a person, as illustrated in Fig. 4.

This avatar was designed to emulate a human interpreter
as closely as possible. A realistic humanoid was created,
but without falling into the uncanny valley phenomenon.7

In addition, it wears a black t-shirt, since this is the color
commonly used by Sign Language interpreters. It should be

7This phenomenon is a hypothesized relation between an object’s degree
of resemblance to a human being and the emotional response to the object.
The concept suggests that humanoid objects that imperfectly resemble actual
human beings provoke uncanny or strangely familiar feelings of uneasiness
and revulsion in observers [42].
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FIGURE 3. Confusion matrix for alphabet recognition in ResNet50 model.

FIGURE 4. Virtual avatar.

noted that the parts involved in the signing process, i.e. the
hand and arms, were oversized to allow clearer movement in
the animation.

A. AVATAR CREATION
During the creation process two different applications were
used: Blender [43] and MakeHuman [44]. Blender is a 3D
creation suite used to create and animate the avatar, while
MakeHuman is used to build humanoid models. Both are free
and open source applications, which allows them to be used
for any purpose.

The first step in creating the avatar was to model its shape
using MakeHuman. MakeHuman provides a humanoid base
model where the different parts of the body can be modified
(see Fig. 5), for example the shape of the arms and hands.
As mentioned above, these variables were changed by elon-
gating the arms and scaling up the hands and fingers for better
visualization.

FIGURE 5. MakeHuman base model.

FIGURE 6. Complete person model.

After the baseline model was created, some clothes and
hair were added to make it look like more real (Fig. 6). These
are textures added to themodel that combine shadow and light
effects to 2D images, creating a 3D sensation.

Once the clothes were added, the 3D model was complete.
It was then imported into the Blender application to start with
the animation process.

B. AVATAR ANIMATION
With the 3D model of the avatar defined, it is necessary
to create a skeleton for the body. This skeleton consists of
solid parts (bones) connected between them by joints. They
are similar to a human skeleton, i.e. to move the arm it is
necessary to concatenate rotations of the joints that link each
bone that composes it. Note that, in order to move a body part,
the bonesmust be connected to their corresponding ‘‘muscle’’
in the 3D model; if they are not connected, the bones will
move, but the model will remain in its default position.

The skeletonwas created usingMakeHuman, which allows
the selection of several skeletons depending on the body parts
to be animated: a skeleton optimized for motion capture with
31 bones, another for videogame animation with 53 bones,
and finally the model for complex animations with 163 bones
in its complete version and 137 in the version without feet.
Since full control of the finger bones and no toes were
required, the latter was used as shown in Fig. 7.

Once the 3D model and the skeleton were built and con-
nected, they were transferred from MakeHuman to Blender,
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FIGURE 7. Skeleton made with MakeHuman.

FIGURE 8. Upper version of the avatar.

which handled the animation process. Furthermore, the lower
part of the body and the corresponding bones were deleted,
resulting in the avatar depicted in Fig. 8.
To animate the character, each individual bone is rotated

along the X, Y and/or Z axis as shown in Fig. 9. The

FIGURE 9. Axis movement: red for X, green Y, and blue for Z.

equations 1, 2, 3 show the mathematical functions of the
rotations around each of the axis used by Blender; where,
θ represents the rotation angle in radians.

rotX (θ ) =

1 0 0
0 cos(θ ) − sin(θ )
0 sin(θ ) cos(θ)

 (1)

rotY (θ ) =

 cos(θ ) 0 sin(θ )
0 1 0

− sin(θ) 0 cos(θ)

 (2)

rotZ (θ ) =

cos(θ ) − sin(θ ) 0
sin(θ ) cos(θ) 0
0 0 1

 (3)

To reach a particular position, different bones must be
rotated. For example, to close the left hand, first rotate the
distal phalanges of each finger to face down, then do the same
with the middle phalanges, and finally repeat the process with
the proximal phalanges.

The movement of the joints are not limited, they can
move freely and reach some impossible positions for humans
(Fig. 10). If these movements are recorded at some point, the
trajectory of the whole character will look artificial, so to get
a more human-like movement, all the joints should move as
humans do.

To create the animation, the arms and hands must be at
characteristic points on the trajectory. These points are stored
as key frames in the animation, and by interpolating between
them the complete trajectory is obtained. To generate these
points, small rotations were made in the various axes over
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FIGURE 10. Examples of invalid movements.

successive joints; when the desired position was reached, the
points were saved as key frames.

The distance between these key frames affects the speed
of the animation. Blender uses interpolation to determine the
position, rotation and scale of an object between key frames,
whichmeans that the distance between key frames determines
the length of the line connecting those two points. A small
distance between key frames results in a faster movement,
while a larger distance results in a slower movement.

For all the signs, the same neutral and middle positions
(Fig. 11) were saved at the beginning and ending of each sign.
This is done to ensure that each sign has the same positions.
The neutral (or rest) position is used as the start and end point,
while the middle position is used as the transition between
signs. In addition, the necessary points, which vary per sign,
were stored as shown in Fig. 12 for the letter x.

FIGURE 11. Left: initial and ending position. Right: middle position.

C. ANIMATION IMPROVEMENT
Just by registering the points in the different frames, the
animation looks robotic, i.e. it does not reproduce a smooth
and natural movement. The animation can be improved to
solve this problem in two ways: adding a delazy movement
and/or changing the interpolation type.

As mentioned earlier, to reach a position, it is necessary
to move different joints and record the final position of all
of them. As an example, if the right elbow, wrist and thumb
are moved to a desired point, the position of all the bones
is stored as a key frame. The delazy movement consists of
moving random points forward or backward by one or two
frames.

This change creates a more natural and smoother move-
ment. This is because humans do not move each bone
involved in a trajectory at the same instant of time, but

FIGURE 12. Example of some characteristic positions for letter x.

instead move them out of phase with each other. Thus, this
modification was applied to each movement.

The second way to improve the animation was to change
the default interpolation. Note that Blender calls ease to the
smoothness of the interpolation. So the different types of
interpolation are:

• Constant: Changes instantly from one frame to the next
without curvature.

• Linear: Straight line interpolation without ease.
• Bezier (default): Smooth interpolation between point A
and B but with no control over the ease.

• Sinusoidal: First degree polynomial, nearly a straight
line.

• Quadratic: Quadratic polynomial.
• Cubic: Cubic polynomial.
• Quartic: Quartic polynomial.
• Quintic: Quintic polynomial.
• Exponential: Exponential curvature.
• Circular: Produces a rounded transition.

Note that the polynomial interpolations tend to be closer
to the start or end point as the degree of the polynomial
increases.

Furthermore, three different smoothness modes can be
selected for the polynomial, exponential and circular
interpolations:

• Ease In: The interpolation is close to the start frame. That
is, the movement stays at the start point for a longer time.
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• Ease Out: The interpolation is near to the last frame. This
means that the movement stays at the end point for more
time.

• Ease In and Ease Out: The interpolation is equal. The
movement generates a linear transition, staying near the
start and end point for the same amount of time.

With these configurations, there were four parts across all
the sign where the interpolation method was changed:

1) Neutral position to middle position: Sinusoidal interpo-
lation with ease in, used to stay in the neutral position
longer.

2) Middle position to first signing position: Quadratic
interpolation with ease out, used to reach the signing
point and start signing faster but more smoothly.

3) Last signing position to middle position: Quadratic
interpolation with ease in, used to stay in the signing
point as long as possible.

4) Middle position to neutral position: Sinusoidal interpo-
lation with ease out, used to reach the neutral position
a bit faster.

For the points that make up the sign, there was no specific
rule: sometimes the interpolation was changed to sinusoidal,
quadratic, or even linear, and in other cases it remained the
default (bezier). Nevertheless, there were some similar cases,
i.e. in signs with repetitive movements like ll, rr, ñ, v, w or y a
quadratic interpolation was used to accelerate the movement.

Finally, with these little improvements in the animation, all
the signs composing the alphabet were recorded and saved in
a video format. All these videos form a database that will be
used by the complete application to fingerspell theword typed
by the user.

V. THE APPLICATION
As illustrated in Figure 13, the system’s workflow is as
follows:

• when the user types a word, the avatar functionality
is invoked so that the letters composing the word are
recovered from the database and used to animate the
virtual avatar.

• when the user fingerspells a word, it is analyzed by the
recognition engine and the signed letters are displayed
as text on the screen.

Thus, depending on the user’s input, the system invokes the
appropriate functionality.

With the aim to evaluate the application’s performance and
usability, a visual environment was designed.

In the case of spoken Spanish to LSE transcription, the
environment allows the user to type what he/she wants
to communicate, and the virtual avatar is responsible for
signing it letter by letter. Figure 14 shows an example
of this environment, while a video demo is available at
https://youtu.be/uBssQFytV7o.

In a similar way, a demonstration environment has been
created for the LSE to Spanish recognition (Figure 15) to
showcase the system’s capabilities. The demonstration shows

FIGURE 13. System’s workflow.

FIGURE 14. Visual environment for spoken Spanish to LSE interpretation.

FIGURE 15. Created environment for LSE to Spanish interpretation.

the signing user in the bottom left and right sections, with and
without the detected skeleton, respectively. The skeleton is
color-coded in the upper left section, representing the input
to the Neural Network model, and the letter being recognized
by the system is displayed in the upper right position. A video
demo is available at https://youtu.be/9Qme2KIvwro. It is
important to note that, while the demonstration displays the
complete process, the system’s output is only the recognized
letter as depicted on the right side of Figure 13.
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TABLE 5. Example of prediction when post-processing is used.

To improve the accuracy, an additional post-processing
step was implemented in the LSE to spoken Spanish recog-
nition engine. To achieve this, the system considers seven
consecutive predictions for each letter before displaying the
result. The mode of these predictions is then calculated and
displayed, eliminating some erroneous values (see Table 5).
The number seven was deliberately chosen to ensure an odd
value that would avoid any duplication in the mode and
maintain a speed of 10 FPS on an Intel i7 7700HQ CPU
at 3.8 GHz with an NVIDIA GeForce GTX 1050 Mobile
GPU. This post-processing step improved the accuracy from
78.81% to 79.96%.

Finally, the application was also evaluated in a real sce-
nario. In this sense, as stated in [45], it is necessary to include
deaf people, Sign Language linguistics, interpreters or experts
in any areas related with Sign Language in the development
and testing of Sign Language recognizers. So, to check the
viability of the system, a professional interpreter of LSE
tested the application and provides us with the required feed-
back to improve it.

In her opinion, although this project is in a first stage,
its development could be really useful for the deaf com-
munity. Moreover, according to her feedback, the avatar
was improved to make it more realistic and to make it
sign at a speed more understandable to a Sign Language
user.

She encouraged us to continue our research and enrich the
application by adding more words and complex syntax in
order to achieve a real translator.

VI. CONCLUSION
Hearing loss is a condition that can lead to social exclusion
in everyday situations, so it is important to find new ways to
overcome this scenario. Although some hardware solutions
are available, there is a part of deaf population that use Sign
Language as their form of communication.

This paper presents a low-cost application to facilitate the
communication process between hearing and deaf people.
In particular, in this early version, the alphabet is used. Note
that, although the alphabet is used just in some situations,
it is an essential and foundational part of any Sign Language,
working as a link between deaf and hearing people, and even

between deaf people coming from different communities or
geographical points. So, it can be considered as a common,
unified and independent communication system, being one of
the most important steps in learning this language. Therefore,
the presented application is able to display on screen what
word is fingerspelled and to fingerspel the word or sentence
typed by the user.

Regarding the LSE to spoken Spanish engine, different
deep learning architectures were trained and evaluated to
properly recognize the complete Spanish Sign Language
alphabet. This resulted in a top accuracy of 78.81% on the
test set. This accuracy was improved by means of a post-
processing technique. So, the predicted letter is obtained as a
mode of seven consecutive predictions. This process reduced
the erroneous predictions and increased the system’s accuracy
up to 79.96%.

In addition, this comparative evaluation highlighted the
importance of the spatial dimension over the temporal one in
the case of the LSE alphabet. This fact is because, although
some letters require movement, the position of the hands in
the space is quite different from one letter to another. More-
over, there are more static signs than in-motion ones. In terms
of erroneous recognition, the most recognition failures lie in
the pair of letters whose only difference is movement: i-y, l-ll,
n-ñ, r-rr, and u-v.
It is worth noting that we also expanded our previous

dataset from 8, 000 images to nearly 28, 000 by increasing the
number of participants, what allowed the system to achieve a
better generalization.

For the virtual avatar, the whole alphabet was recreated and
stored as animations in a database.

In order to verify the system’s performance in real-life
scenarios, an applicationwas developed. This applicationwas
designed to choose the appropriate functionality according
to the user’s input. That is, if the user types a text word,
the virtual avatar is invoked and signs that word letter by
letter. on the contrary, if the user fingerspells a word, the
recognition engine is called and the signed word is displayed
on the screen.

Finally, the application’s usefulness and performace were
evaluated by a professional Spanish Sign Language inter-
preter. Although she evaluated the application positively, she
suggested some changes to increase the naturalness of the
signing through the avatar, that has been integrated into the
application. In addition, she considers that the application
can help deaf people in their daily communications, although
it is necessary to add signs corresponding to the considered
situations (e.g. shopping, healthcare, restaurants) and Sign
Language grammar rules to make the application useful for
this community.

Despite the promising results, the application has its lim-
itations. Firstly, it only works with the alphabet. Despite the
manual alphabet allowed us to analyze architectures for sign
recognition, it is necessary to include more signs and gram-
mar rules to successfully achieve a real translator between
LSE and spoken Spanish.
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Another limitation of this application is the reached accu-
racy, 79.96%. Although it is a good accuracy, it should be
improved in order to get a useful and usable application.

Note that this is an early step towards breaking down
communication barriers, but there is still a lot of work to
be done. Firstly, information about the user’s face needs to
be integrated into the system in order to cover the different
aspects involved in signing such as hand/finger’s movement,
signing space, facial expression, lip movement, and the use
of one or two hands. Additionally, information relating to
grammar and the lexiconwill also be added to the systemwith
the aim to achieve a useful application. In this sense, we have
started a collaboration with FESORD, a Spanish association
of deaf people, to participate in the development and test of
the application.
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