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ABSTRACT In this work, a 0.43mm2 high-sensitivity low-intermediate-frequency (low-IF) receiver under
0.18 µm technology is reported for Industrial Scientific Medical (ISM) and Medical Implant Communica-
tions Service (MICS) band applications, which supports the 2ASK/GFSK demodulation mode. To reduce
the area, a low noise amplifier (LNA) with an active inductor, a compact Gm-C filter, an AC current
bleeding technique for controlling the receiver gain and, a ring-VCO LO PLL were used, without any
passive inductors. The main methods for improving sensitivity are reducing the receiver noise figure (NF)
and improving the signal-to-noise ratio for demodulation. Thus, the LNA adopts a two-stage 40 dB gain
to suppress the NF of the subsequent stage. An automatic gain control (AGC) loop is used to control the
receiver gain to overcome the large signal nonlinearity from the large LNA gains. Additionally, a Gm-C
complex filter rejects image and blocks interference, improving the sensitivity to harsh environments. Under
the CSMC 0.18 µm process, the die of the receiver is only 0.43 mm2 and covers 300-500 MHz, MICS
and some ISM bands. The measurement results show that when the internal 2ASK demodulator is adopted,
it has a −115 dBm sensitivity at 2 Kbps; and when the external GFSK digital baseband is adopted, it has
a −121 dBm sensitivity at 2 Kbps. At 300 Kbps, only 6.5 mW of power is consumed. It is suitable for
low-power wide-area network (LPWAN) applications.

INDEX TERMS Active inductor load LNA, AGC loop, Gm-C filter, ISM/MICS band, low-IF receiver,
LPWAN, radio frequency, 2ASK/GFSK modulation.

I. INTRODUCTION
Low-power wide-area network (LPWAN) has become the
mainstream technique for Internet of Things (IoT) access in
recent years. It has the characteristics of low power, long dis-
tance and low cost. Regarding its applications, it is often used
in parking management systems, smart homes, and industrial
automation. With the development of medical monitoring
technology, LPWAN plays an important role in biological
signmonitoring, bringing convenience to patients and doctors
[1], [2]. Consequently, Industrial Scientific Medical (ISM)
andMedical Implant Communications Service (MICS) band-
related academic research have been updating iteratively.

ISM belongs to the nonauthorized free frequency band,
which is widely used by NB-IoT. [e.g., China & Europe
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(433.05-434.79 MHz)]. Especially, owing to the low fre-
quency, the 433 MHz frequency band is suitable for
low-power and high-sensitivity designs. As reported in [3],
the sensitivity of the ISMband receiver was−130 dBm.How-
ever, the RF front-end area of the receiver reached 5.91 mm2

(180 nm), which does not satisfy the low-cost characteris-
tics of the LPWAN. References [4] and [5] reported two
receivers of the ISM band, whose areas were 0.79 mm2

(180nm) and 0.45 mm2 (40nm) respectively; however, the
sensitivity was only −82 dBm at 50 Kbps and −101.5 dBm
at 31.25 Kbps, respectively. In addition, they have poor
anti-interference performance and are not suitable for harsh
industrial environments.

In 1999, the FCC classified 402-405 MHz as the MICS
band and expanded it to 413-457 MHz to form a medical
micro power network (MMN). The rates of different medical
devices are shown in Table 1 [2]. References [6] and [7]
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reported two ultralow power MICS band receivers, which
eliminate low noise amplifiers (LNA) and have small areas
of 0.3 mm2 and 0.137 mm2, respectively. However, its
noise figure (NF) and sensitivity are insufficient, and [8]
also reported an OOK receiver without the conventional RF
part, consuming only 1.79 µW and occupying an area of
0.92 mm2. However, its sensitivity is only −40 dBm, and it
has no anti-interference ability, easy to be interfered with by
traditional ISM applications.

TABLE 1. Data rates for different traffics.

The main problem of the MICS/ISM band receiver
described above is that its sensitivity, area and anti-
interference ability are mutually restricted under low-power
conditions. On this basis, a small-area, high-sensitivity and
low-power MICS/ISM receiver is proposed in this study.
Active inductors replace passive inductors in LNAs, and a
compact Gm-C filter with PLL tuning is used to improve
the anti-interference capability. The variable gain mixer and
variable gain amplifier (VGA) are designed by AC current
bleeding (ACCB), which reduces the overall area. Through
link analysis, the receiver NF is reduced, the decision noise
margin is increased, and GFSK demodulation is supported by
the external baseband, effectively improving the sensitivity.
In addition, the receiver integrates a ring-VCOPLL, bandgap,
and other necessary modules to work independently.

The remainder of this paper is organized as follows. In
the second section, the architecture of the proposed low-
intermediate-frequency (low-IF) receiver and methods for
improving its sensitivity and reducing its area from the
receiver chain perspective are introduced. In the third section,
the design principles and optimization details of each module
are discussed. Finally, in the fourth and fifth sections, the
receiver performance test results and conclusions of this study
are presented.

II. THE PROPOSED LOW-IF RECEIVER
A. IMPLEMENTATION OF SMALL AREA
Passive inductors are commonly used in RF receivers and
are primarily used for LC oscillators or LNA loads. It has
the advantage of a low noise figure, but occupies a large
area. Therefore, the inductor-less design technique, small-
area module design technique, and module reuse are the main
bases for reducing the chip areas.

The receiver structure is shown in Fig. 1. The first stage
is an LNA loaded with an active inductor. A single-ended
design is adopted to reduce power consumption, and the area
is significantly reduced. After the quadrature Gilbert mixer,

the signal is converted to a differential output. To enlarge the
dynamic range of the receiver, both the mixer and VGA adopt
ACCB to adjust their gain, avoiding the use of large-area
switches and variable resistors. The IF filter uses a self-biased
transconductance unit to form a compact Gm-C complex
bandpass filter to enhance the anti-interference capability,
and its center frequency and bandwidth are calibrated through
PLL tuning technology, suppressing the impact of PVT
variations.

The IF part integrates a charge-pump AGC loop, which
has a simple structure that is beneficial for reducing the area.
Additionally, the peak detector (PKD) in the AGC loop is
reused to integrate a 2ASK demodulation with a dynamic
threshold to directly output baseband signals to the MCU. It
is used in ultralow-power, low-cost environments that only
have easy logic processing capabilities, such as wireless
remote controllers and wireless doorbells. It also supports the
VGA signal output to an external GFSK digital demodulation
baseband, which is used in high-speed data transmission
environments such as ECGs and walkie-talkies.

The receiver also integrates the LO PLL based on ring-
VCOs to reduce the LO area, crystal oscillator (XOSC) and
bandgap, which has complete receiver functions.

FIGURE 1. Block diagram of the proposed receiver.

B. THE PERFORMANCE ANALYSIS OF THE RECEIVER
The low-IF receiver has a lower frequency IF signal with
only one down conversion, which is easy to integrate. This IF
signal is slightly higher than the DC and is not easily affected
by 1/f noise and DC offset, thus improving the NF. However,
a low-IF receiver is vulnerable to image signal interference,
as shown in Fig. 2. The complex filter can effectively suppress
the image interference of the negative frequencies.

To improve the anti-blocking ability, a fourth-order real
filter with a tunable center frequency is placed after complex
filtering to attenuate the blocking signal outside the band and
prevent interference from blocking the RF input signal by
saturating the AGC loop.

The receiver sensitivity is given by (1). To improve the
receiver sensitivity, the NF, signal-to-noise ratio (SNR) and
bandwidth (BW) can be optimized. The NF is shown in (2);
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therefore, increasing the LNA gain is an effective method to
reduce the contribution of the subsequent noise figure of the
stage. Here, the LNA adopts a two-stage gain, up to 40 dB. To
avoid increasing the power consumption, the feedback stage
of the active inductor is reused to optimize the receiver NF
and the power consumption.

Sensitivity = 10 log (KT ) + 10 log (BW ) + NF + SNR

(1)

NF = NFLNA +
NFMIXER − 1

GLNA
+

NFIF_filter − 1
GLNAGMIXER

+
NFVGA − 1

GLNAGMIXERGIF_filter
(2)

FIGURE 2. IRR principle of the proposed receiver.

However, a large LNA gain seriously deteriorates the IIP3
of the receiver, as shown in (3). Therefore, the current output
mode MIXER is adopted to improve system linearity, and its
gain can vary according to the amplitude of the input signal.

1
IIP3Total

=
1

IIP3LNA
+

GLNA
IIP3MIXER

+
GLNAGMIXER
IIP3IF_filter

+
GLNAGMIXERGIF_filter

IIP3VGA
(3)

With the charge pump AGC loop control, under a large
signal, the mixer reduces the gain and improves the system
linearity. Under a small signal, it increases the gain and
improves the sensitivity. The nonlinear problem of a strong
signal receiver caused by large LNA gains is solved, and the
dynamic input range of the system is expanded.

Second, the sensitivity can be optimized by reducing the
SNR. In the 2ASK mode, the digital baseband signal modu-
lated in amplitude is obtained mainly by determining the IF
envelope from the PKD; therefore, the noise margin of the
data slicer limits the required SNR. Fig. 3 shows that when
the decision threshold is in the middle of the IF envelope, the
decisions of 0 and 1 have the maximum noise margin. For
example, when the threshold value is high, the decision noise

margin of 0 is increased, but the decision noise margin of 1 is
reduced so that the overall noise margin is reduced, resulting
in a bit error at Point A; otherwise, it will cause a bit error at
Point B.

FIGURE 3. Noise margin of data slicer in different thresholds.

Consequently, the receiver integrates a 2ASK demodulator
with a dynamic threshold to track the intermediate level of
the envelope signal, improve the noise margin, reduce the
SNR, and optimize the sensitivity. It also prevents the bit
errors caused by the low amplitude of the IF (C and D in
Fig. 3), which fail to reach a fixed decision threshold owing to
insufficient VGA amplification when a weak signal is input.
Combining these two points, the demodulator can improve
the sensitivity of the receiver.

Third, it can be observed in [9] that the SNR requirement
of 2ASK is higher than that of GFSK. Therefore, using an
external digital baseband to achieve GFSK demodulation is
also a way to improve the sensitivity. At the same time, the
external digital baseband can be integrated with a digital
bandpass filter to obtain a bandwidth smaller than the analog
IF filter, reaching higher sensitivity in the low-speed com-
munication mode. The bandwidth of the analog IF filter is
about 600 kHz, which is compatible withmultiplemodulation
methods. However, the minimum bandwidth of the external
digital baseband filter is only 20 kHz.

III. BUILDING BLOCKS OF THE LOW-IF RECEIVER
A. LNA WITH AN ACTIVE INDUCTOR
Fig. 4 shows an inductive source-degenerated LNA loaded
with an active inductor. M1 forms an inductive common
source amplifier stage, which adopts a constant-gm offset and
DC isolated input. L2 is a bonding wire inductor that provides
a real part of the input impedance and facilitates input match-
ing, L1 is also an inductor of the input bonding wire, and
C1 is the DC isolation capacitor. M2 is a cascode transistor
that enhances the output and input isolations, reduces the
Miller effect of the Cgd of M1, and improves the stability
and gain. Because the proposed LNA uses an active inductor
load, an M3 current source is required as a high-resistance
load to improve the quality factor of the active inductor. The
OPA detects the M2 drain voltage and adjusts the M3 gate
to form a common mode feedback loop (CMFB) to prevent
common mode voltage drift and improve the linearity of the
LNA.

Here, M4, M5, I1, I2, and C3 form a gyrator and convert
Cgs4, Cgd4, Cgd5, and C3 into small signal grounding induc-
tors. It is connected to the LNA Zout point to greatly reduce
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FIGURE 4. Schematic of the LNA with an active inductive load.

the area occupied by the passive inductor. It reuses the gain
of the M5 in the active inductor to increase the gain of the
LNA to reduce the NF contribution of the subsequent stage.
The impedance seen from Zin is (4),

Zin =
gds5 + s(Cgs4 + Cgd5 + Cgd4 + C3)

(gds5 + gm5 + sCgd4)(gm4 + s(Cgs4 + Cgd5))

≈
gds5 + s(Cgs4 + C3)

(gm5 + sCgd4)(gm4 + sCgs4)
,

ωp1 =
gm5
Cgd4

, ωp2 =
gm4
Cgs4

(4)

The impedance has two poles: ωp1 > ft5, ωp2 = ft4;
therefore, the inductance and resistance are connected in
series at low frequencies. Parasitic conductance gds5 can
adjust the inductance quality factor and control the load
bandwidth. This inductor forms an LC load resonance with
the parasitic capacitor at the drain point Zout. The post-
simulation results of the LNA are shown in Fig. 5. Compared
with a 5.8 nH passive inductor (area 286 µm×287 µm), the
proposed active inductor is up to 42 nH, which is only an
area of 15 µm×72 µm, and the area of the LNA is reduced
to 147 µm×66.58 µm, which is smaller than the area of the
LNA reported in [4] and [9].

However, the OPA, M3 and the active inductor introduce
additional noise and deteriorate the noise figure of the LNA.

Fortunately, the LNA operates at a narrowband frequency,
which is much higher than the noise corner frequency of
this process; therefore, flicker noise can be ignored. The
main noise sources are the channel thermal noise and the
gate-induced noise of M1 [10].
The total noise is divided into three parts. Reference [10]

provides the noise current of the common source transistor
M1 indg:

indg2 = kTγ gm1(1 − 2|c|

√
δ

5γ
+ (4Q2

+ 1)
δ

5γ
) (5)

where k is the Boltzmann constant, T is the thermodynamic
temperature, γ is a bias-dependent factor, δ is the coefficient
of gate noise, Q is the quality factor of the amplifier input
circuit, c is the correlation coefficient with drain noise and
gmi is the transconductance of Mi (i = 1-5).

The CMFB loop introduces noise current indc:

indc2 = V 2
n,opa

(
gm3

gm3 · ZoutLNA · A0 − 1

)2

+ 4kTγ gm3

(6)

where Vn,OPA is the noise of the OPA, A0 is the magnification
of the OPA, and ZOUT LNA is the impedance from Zout
in Fig.4.

The active inductor introduces noise current inda:

inda = 4kTγ gm4 + 4kTγ gmI2 (7)

where gmI2 represents the transconductance of I2.
The second stage has a large gain, ignoring the output noise

generated by M5 and I1. In fact, from the simulation results,
their noise contribution is less than 5%, so the main voltage
output noise power is given by (8):

V 2
n,total

= (indg2 + indc2 + inda2)(ZoutLNA · gm5 · rds5)2

≈ [kTγ gm1(4Q2
+ 1)

δ

5γ
+ V 2

n,opagm3
2

+ 4kTγ (gm3 + gm4 + gmI2)] · (ZoutLNA · gm5 · rds5)2,

when Q ≫ 1, ω < ωp1, ωp2 and A0 > 1 (8)

When the input port matches the antenna impedance RS, the
noise generated by the input source at the output is (9):

Vn,RSO
2

= (gm1Q)2Vn,RS
2
· (ZoutLNA · gm5 · rds5)2

= (gm1Q)24kTγRS · (ZoutLNA · gm5 · rds5)2 (9)

NFLNA = 1 +
V 2
n,total

V 2
n,RSO

= 1 +

kTγ gm1(4Q2
+ 1) δ

5γ + V 2
n,opagm3

2
+ 4kTγ (gm3 + gm4 + gmI2)

(gm1Q)24kTγRS

= 1 + (
ω0

ωT1
)γ

1
2Q

(4Q2
+ 1)

δ

5γ
+

V 2
n,opagm3

2

(gm1Q)24kTγRS
+

(gm3 + gm4 + gmI2)
(gm1Q)2RS

(10)
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Therefore, the LNA noise figure is as in (10), shown at the
bottom of the previous page.

From (10), increasing gm1 and ωT1 can reduce the deterio-
ration of the noise figure introduced by the CMMB and active
inductor, optimizing the receiver NF. Here, M1 adopts a large
current of 0.82 mA, gm1 is 10.8 mS, and fT1 is 6.03 GHz.
When Vgs3-Vth3 is doubled, gm3 is reduced to half of the
original value, and the noise of the common-mode feedback
loop is reduced by 3/4. Thus, a value of 550 mV provides a
good balance between linearity and noise.When theM1 noise
is dominant, Q=2.5 can reduce theM1 noise contribution and
increase the gain to reduce the NF deterioration introduced by
the mixer.

The LNA simulation results are shown in Fig. 5. The noise
is 2.874 dB@315 MHz and 2.892 dB@433.92 MHz, and
the gain is greater than 40 dB. Compared with the typical
two-stage source degenerate passive inductive LNA [10], the
NF deterioration is controlled within 0.8 dB.

FIGURE 5. S21 and NF simulation results of proposed LNA.

B. VARIABLE GAIN GILBERT MIXER
The schematic in Fig. 6 shows a current-output Gilbert mixer.
Compared to the voltage mode circuit, the current mode
mixer has better linearity owing to its small internal node
impedance, which reduces distortion [11]. Therefore, the
diode load formed byM7 andM8 is used in the output stage of
the Gilbert mixer, with theM9 andM10 current mirrors draw-
ing out the IF current signal to avoid distortion. To increase
the dynamic input range of the system, the ACCB is used to
control the gain of the mixer to prevent the nonlinearity of the
large-gain LNA. The ACCB is composed of M12-M17. The
M13/M15 drain current and the M14/M16 drain current use
cross connections to cancel each other’s AC signal current
or, in other words, AC current bleeding occurs. Therefore,
the M13-M16 gate is controlled by the AGC output voltage
VAGC, but the M12 and M17 gates adopt a fixed bias voltage
Vbias3, which controls the proportion of AC current finally
output to the load. As shown in Eqs. (11)-(15),

IOUTN = Vgs14gm14 + Vgs16gm16 + Vgs17gm17

= gm14,16(Vgs14 + Vgs16) + Vgs17gm17

= Inn · Rin · gm17,whenRout ≫ Rin (11)

where Vgsi represents the voltage difference between the gate
and source of Mi in Fig 6.

Rin =
1

gm15 + gm16 + gm17

=
1

2β(VAGC − VA− Vth) + β(Vbias3 − VA− Vth)
(12)

Assume that the M11 bias current is 2IC:
β

2
(Vbias3 − VA−Vth)2+2

β

2
(VAGC − VA− Vth)2= IC

(13)

From Eqs. (12)-(14):
IOUTN
Inn

=
1
3

+
4
3
(
VAGC − Vbias3√
4V 2

AGC + 12 IC2β

),

when VAGC ≈ Vbias3 (14)

∂ IOUTNInn

∂VAGC
≈

1√
4V 2

AGC + 12 IC2β

> 0, when VAGC ≈ Vbias3

(15)

Therefore, if the VAGC voltage is greater than Vbias3,
most IF AC currents flow to the load through M12 and
M17; in contrast, most of the AC current will be canceled
by M13-M16, reducing the frequency conversion gain of the
mixer.

The ACCB does not change the common-mode currents
flowing through M9, M10, M18 and M19; therefore, the
common-mode voltage of each node is relatively stable,
reducing device distortion. In addition, the ACCB is real-
ized in the current mode, which reduces the V-I conversion,
improving the linearity of the mixer.

The output impedance exhibits low pass characteristics,
as shown in (16). IOUTN and IOUTP are filtered and con-
verted into voltages, which suppress the harmonics after
mixing and further suppress the interference out of the band.

Zoutmixer =
R1

1 + R1(C3 + 2C2)s
(16)

The simulation results show that the 3dB bandwidth is
3.5 MHz. When the conversion gain range is −7-21 dB,
the corresponding IIP3 of the mixer reaches 0.7 dBm to
0.37 dBm, and the corresponding NF range is 37.8 dB to
28.5 dB. Here, M18 and M19 mainly generate an input bias
voltage for the IF filter and use C3-C6 to stabilize the output
common mode, increasing the common mode rejection ratio
and power supply rejection ratio.

The simulation results show that the 3dB bandwidth is
3.5 MHz. When the conversion gain range is −7 to 21 dB,
the corresponding IIP3 of the mixer reaches 0.7 dBm to
0.37 dBm, and the corresponding NF range is 37.8 dB to
28.5 dB. Here, M18 and M19 mainly generate an input bias
voltage for the IF filter and use C3-C6 to stabilize the output
common mode, increasing the common mode rejection ratio
and power supply rejection ratio.
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FIGURE 6. Schematic of the mixer and the ACCB techniques.

C. GM-C COMPLEX FILTER WITH PLL TUNING
To avoid the interference of primary ISM applications on
MICS band receivers, it is necessary to improve the image
rejection and anti-interference ability of the receiver. Com-
pared to the active-RC or poly-phase filters, at a low fre-
quency band, theGm-Cfilter has a smaller area and flexibility
of the center frequency because of the lack of a large resistor
or capacitor. In this study, a 3-order complex filter is used,
and a 4-order real filter is cascaded in the I-path channel to
enhance the adjacent channel rejection (ACR).

As shown in Fig. 7(a), the complex filter part is a 3-order
low-pass filter consisting of a first-order RC low-pass filter
cascaded with a Biquad low-pass filter; and the cross-couple
transconductance is used to move the center of this low-pass
filter to the positive IF frequency, suppressing the mirror
signal at the negative frequency.

Its transfer function is (17):

HC(s) =
gm1

gm+ (s− j gmIFC1 )C1

·
gm2

(s−
gmIF
C1 )2C12 + (s− j gmIFC1 )C1gm+ gm2

(17)

ωIFC =
gmIF
C1 is the center frequency of the complex filter.

The 4-order real filter part is formed by cascading two
2-order Biquad bandpass filters. The first stage places center
1 slightly lower than the IF, and the second stage places
center 2 slightly higher than the IF. Therefore, the two are
cascaded to form a bandpass filter centered on the IF, which
enhances the flatness in the band and makes it easy to adjust
the bandwidth.

The real filter transfer function is (18),

HR(s) =
sC3gm3(

s2C2C3 + sC3gm+ gm2
IF

)

·
sC5gm(

s2C4C5 + sC5gm+ gm2
IF

)
(18)

ωIF1 =
gmIF√
C2C3

is the center frequency of the first bandpass

filter. ωIF2 =
gmIF√
C4C5

is the center frequency of the second
bandpass filter.

Therefore, the center frequency of the 4-order real band-
pass filter ωIFR is (19),

ωIFR =
ωIF1 + ωIF2

2
=
gmIF
2

(
1

√
C4C5

+
1

√
C2C3

) (19)

To reduce the area, a compact transconductance with a
self-biased output is adopted, as shown in Fig. 7(b). M1 and
M2 form a fully differential pair; the Vgs of M3 and M4
clamping the Vds of M5 and M6 make them work in the
linear area; thus, M5 andM6 sense the output common-mode
voltage to form a CMFB loop to maintain the stability of the
output common-mode voltage. The tuning PLL adjusts the
gmIF by adjusting the current of M7 to control the center
frequency. This unit takes up only seven transistor areas and
is suitable for large-scale integration.

However, the PVT makes gmIF and the capacitor change
easily, causing the IF filter center frequency to drift. There-
fore, the PLL tuning technology was used to calibrate
ωIFC , ωIFR to n divisions of the crystal oscillation frequency
fref to counteract the PVT impact and adjust the filter center
to work at different IF frequencies, as shown in Fig. (2).

As shown in Fig. 8, the traditional VCO of the tuning PLL
uses an active inductor and capacitor resonance to produce
an LC oscillator without the blue unit 1

2gmIF [12]. Therefore,
points A and B are high-impedance nodes and Gm1 and
Gm2 are seriously distorted, resulting in gmIF inconsistency
between the VCO and the filter, causing the filter center to
shift. On this basis, the amplitudes of A and B are controlled
in this work to optimize the nonlinearity of Gm1 and Gm2 by
adding a 1

2gmIF load behind Gm1, limiting the magnification.
The characteristic equation of this VCO is shown in (20),

gm2
IF + (

gmIF
2

+ sC1 − GmL)(
gmIF
2

+ sC1) = 0 (20)

where GmL is the transconductance of Gm_Limit.
According to the (20), the characteristic root is:

s1,2 =

3GmL − 3gmIF ± j
√
36gm2

IF − 9GmL2

6C1
(21)

Therefore, ω0 =

√
36gm2

IF−9GmL2

6C1
is the VCO frequency.

When VCO starts to vibrate, S1,2 is located in the right
half plane, that is, 3GmL − 3gmIF> 0, but owing to the
nonlinear effect of Gm_Limit, the vibration is eventually
stable, so 3GmL − 3gmIF= 0. When the VCO is locked by
the tuning PLL, ωIFC is accurately located on the n division
of the reference frequency fref . (22) presents the relationship:

ω0 =

√
27gm2

IF

6C1
=

3
√
3

6
gmIF
C1

=

√
3
2

ωIFC =
fref
n

(22)
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FIGURE 7. Top structure of the Gm-C filter (a) and the transconductance unit (b).

FIGURE 8. Conventional VCO and the proposed VCO.

Because ωIF1 is slightly smaller than ωIFC , ωIF2 is slightly
greater than ωIFC and 1

C1≈ ( 1
√
C4C5

+
1

√
C2C3

), so ωIFR ≈

ωIFC . Thus, ωIFR is also locked to the n division of fref .
Through simulation, when the two VCOs work in 1 MHz

sinusoidal signals, the total harmonic distortion (THD) of the
proposed VCO is only 10.3%, while the VCO in [12] is 16%.
When the RF input is 433.92 MHz, the IF is 1.239 MHz
after tuning, and the bandwidth is 570 kHz. When the RF
input is 315 MHz, the IF is 0.899 MHz after tuning, and the
bandwidth is 420 kHz, with deviations in every corner smaller
than 3.9%.

D. THE CHARGE PUMP AGC LOOP
The AGC can increase the receiver gain under a small signal
to improve the sensitivity and decrease the receiver gain to
improve the linearity under a large signal. Thus, it optimizes
the dynamic range, compatible with more modulation types.

As shown in Fig. 9, the AGC loop uses a charge pump (CP)
structure. The PKD samples the IF amplitude and compares it
with a fixed voltage Vref. When its amplitude is higher than
Vref, the CP discharges C, reducing VAGC and the gain of

the mixer and VGA. In contrast, it charges C and increases
the gain of both. Here, capacitor C integrates the CP current,
filters out the interference of the baseband and carrier signal,
extracts the DC amplitude information, controls the gain of
the mixer and VGA, and maintains a stable output amplitude
of the VGA. It is convenient for subsequent ADC or 2ASK
demodulators to sample.

FIGURE 9. Charge pump AGC loop.

In Fig. 9, the blue font represents the AC model parameter,
G1 is the response of the mixer gain to VAGC, G2 is the
response of the VGA gain to VAGC, and Avin and Avout are
the input and output amplitudes, respectively. K represents
the response of the PKD to different signals. The comparator
uses bang-bang detection in the AGC loop. Therefore, [13]
considers that the amplitude fluctuation is mainly Gaussian
noise and gives its gain: 1

σ
√
2π

. Then, its transfer function is

Avout
Avin

=

GIFG1(VAGC )G2(VAGC )Icp k
δ
√
2π

sC + GIFG1(VAGC )G2(VAGC )Icp k
δ
√
2π

(23)

Fig. 10 (a) is the VGA top-level circuit, and (b) is the
single-stage VGA circuit. The VGA uses a five-stage variable
gain amplifier to achieve a change of -25 dB-53 dB. AC
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coupling is used between stages to suppress flicker noise and
DC offset to simplify the circuit design and reduce the area.
Each level of the VGA also uses the ACCB to control the
gain, preventing large-area switches and variable resistors for
a minimal area. From (14), the gain of the mixer and VGA is
controlled by the VAGC, as shown in Eqs. (24)-(26),

G1(VAGC ) = α1
∂ IOUTNInn

∂VAGC

≈
α1√

4V 2
AGC + 12 IC2β

> 0, when VAGC ≈ Vref

(24)

where α1 represents the input Gilbert stage transconduc-
tance conversion gain and the output impedance, which is a
constant.

G2(VAGC )=≈
α2√

4V 2
AGC + 12 IC2β

> 0, when VAGC ≈ Vref

(25)

where α2 represents the first stage gain and the output cas-
code amplifier gain, which is a constant.

When the loop is stable, the VAGC changes little, regarding
it as a constant. Therefore, this is a single-pole system with
strong stability, and its bandwidth and setup time can be
adjusted using the CP current and C to adapt to different
conditions. The time constant is given by (26),

τ =
C

GIFG1(VAGC )G2(VAGC )Icp k
δ
√
2π

(26)

The simulation results show that under the control of the
AGC loop, the gain range of the receiver can be from 33 to
122 dB. When the input signal changes from -115dBm to
0dBm, it takes 8ms to establish a stable VAGC.

E. DYNAMIC THRESHOLD 2ASK DATA SLICER
In some low-power medical implantation scenarios, the
2ASK modulation is mostly used. Thus, a dynamic threshold
data slicer (DTDS) is integrated in this work, which can
directly demodulate and output the digital baseband signal
contained in the PKD output, as shown in Fig. 11 (a).

It mainly includes an analog dynamic threshold extractor,
as shown in Fig. 11(b), which can follow the intermediate
level of the envelope signal and improve the noise margin and
decision accuracy for weak amplitude signals, thus reducing
the bit error rate and improving the receiver sensitivity.

As shown in Fig. 11(b), A1 and M1 constitute the
minimum-voltage detector. When VIN is lower than VA, M1
is opened to discharge C3 until VA is equal to the lowest
voltage of VIN. Similarly, A2 and M2 constitute the highest
voltage detector, and the highest voltage of VIN is extracted
at Point B. Next, the VA and VB voltages are divided by
R1 and R2 (R1= R2) after being driven by two buffers.
Therefore, VOUT is in the middle of the highest and lowest
VIN voltages.

FIGURE 10. VGA top schematic (a) and a single-stage amplifier (b).

FIGURE 11. Data slicer (a) and dynamic threshold extractor (b).

The work process is shown in Fig. 12(a), where one end of
two sets of S1 and SN1 are connected at the peak and valley
storage points, and the other is connected at C1 or C2. When
the switch is turned on alternately, C1 and C2 are charged
and discharged to periodically 0, refresh the stored peak and
valley voltage at Points A and B, and find the new peak and
valley again. S1 and SN1 are connected in such a way that
the peak and valley act as limitations of each other, avoiding
VA > VB and demodulation errors.

Zooming in on Fig. 12(a) gray windows, Fig. 12(b) shows
that during refreshing the valley, the peak is driven by the
high level of VIN and remains; during refreshing the peak,
the valley is driven by the low level of VIN and remains.

VOLUME 11, 2023 99053



W. Chen et al.: Ultra-Small Area and High-Sensitivity Wireless Receiver

Therefore, those switched capacitors continuously refresh the
wave peaks and valleys alternately with the 1V amplitude
determined by C1 and C2. However, the refreshing amplitude
1Vneeds to be designed according to the speed of the PKD to
maintain the change in the PKD output amplitude to prevent
bit errors. Thus, it is not suitable for a high-speed rate because
of an excessively large 1V worsening the noise margin.
The simulation results show that, compared with the fixed
threshold, the dynamic threshold data slicer can effectively
improve the 2ASK demodulation sensitivity by 3 dB.

FIGURE 12. Work process of the dynamic threshold extractor (a) and the
valley and peak refreshing phase (b).

IV. MEASUREMENT RESULTS
The proposed receiver was fabricated using CSMC 0.18µm
CMOS technology. The chip micrograph and layout are
shown in Fig. 13. The receiver occupies an active area of
0.7 mm × 0.62 mm, including ESD I/Os. For the minimum
area, all MIM capacitors are placed on top of the circuit,
which are the square objects in Fig. 13(a). The circuit layout
is also shown in Fig. 13(b).
The measurement setup is shown in Fig. 14. When the

receiver operates in the 2ASK mode at 433.92 MHz, the
1.8-V supply consumes a 2.91mA current; 3.61mA current
is consumed in the GFSK mode (0.7 mA for the external
DDB). When working in the 2ASK mode at 315 MHz, the
1.8-V supply consumes a 2.68mA current, and a 3.38mA
current is consumed in the GFSK mode. In the 433.92 MHz
GFSKmode (300Kbps), the receiver only consumes 6.5 mW,
equivalent to 21.7 nJ/bit.

As shown in Fig 15, S11 at 315MHz and 433.92MHz are
less than −10dB.

FIGURE 13. Chip micrograph (a) and layout (b).

FIGURE 14. Measurement setup of the proposed receiver.

FIGURE 15. Measurement of S11 at 433.92/315 MHz.

The sensitivities in the 2ASKmode at different bit rates are
shown in Fig. 16(a). The blue line indicates a fixed threshold
data slicer and the red line indicates the DTDS. In the low-rate
mode (less than 10 Kbps), the sensitivity difference between
them is only 2-3 dBm; in the high-speedmode, the fixedmode
can barely demodulate the signal correctly. The main reason
for this is that as the bit rate is increased, the baseband signal
amplitude is also reduced, and thus, the fixed mode cannot
work. For the DTDS, its threshold can always be in themiddle
of the wave peak and valley with the highest noise margin.
Therefore, there is a sensitivity optimization of 2-3 dBm in
the low-speed mode, and it can operate at a higher speed
rate. Meanwhile, due to the external digital baseband (DBB),
the GFSK sensitivity is better than -121 dBm at 2 Kbps and
can work at a higher data rate, up to 300 Kbps, as shown in
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Fig. 16(b). This is mainly owing to the variable bandwidth of
the digital baseband filter.

FIGURE 16. RF performance measurement: (a) 2ASK mode sensitivity,
(b) GFSK mode sensitivity, (c) NF, (d) IRR, (e) In-band IIP3 at low gain, and
(f) In-band IIP3 at high gain.

Fig. 16(c) shows the SSB NF measured at the IF filter
output with maximum gain. The NF of 315 M is 5.84 dB, and
the NF of 433.92 M is 4.72 dB. Here, the latter is 1.12 dB
higher than the former, mainly because the resonant point of
the active inductor is shifted to a higher frequency (460MHz)
than the simulation result of 400 MHz. From (4), adjusting
gm4 and gm5 can calibrate the resonant frequency to obtain
a better NF at the frequency of interest.

Inject 433.92 MHz and 431.44 M dual tone signals from
the input. The IF frequency of the desired RF signal is
1.23936 MHz, while the IF frequency of the image sig-
nal is 1.24064 MHz. As shown in Fig. 16(d), the IRR is
37.83 dB. The IF center frequency measured at 433.92 MHz
is 1.239 MHz, and the bandwidth is 600 kHz. At 315 MHz,
the IF center frequency is 0.894 MHz, and the band-
width is 425 kHz, consistent with the simulation results in
Section III-C.
Fig. 16(e) and (f) show the measured in-band IIP3 of

the receiver. When the receiver gain is minimum, IIP3 is
−5 dBm; and when the gain is maximum, IIP3 is -27.5 dBm.

Fig. 17(a) shows the RF input and demodulation output
of the 2ASK mode when the input power is -100 dBm at
20 Kbps. Fig. 17(b) shows the VGA output and baseband
signal from the UART of the MCU in the GFSK mode when
the input power is -100 dBm at 20 Kbps.

Fig. 18 shows the AGC response when the RF signal
increased from −115 dBm to 0 dBm. At t =3 ms, the RF
signal was switched to 0 dBm, and the PKD output amplitude
instantaneously increased to a large amplitude. As the loop
operated, the amplitude started to decrease. Until t =13 ms,
the PKD amplitude returned to that before the jump. The
stability time of the AGC is approximately 10 ms, which can
be adjusted by C or Icp in Fig. 9.

FIGURE 17. ASK mode wave (a) and GFSK mode wave (b).

FIGURE 18. AGC loop adjustment process when the RF input amplitude
jumps from −115 dBm to 0 dBm.

Table 2 summarizes the performance of this work and
the comparison with the state-of-the-art MICS/ISM band
receivers. Excluding the area of the digital baseband and
ADC, the receiver area is smaller than that reported in [9],
[14], [15], and [16], which has a lower cost. In addition, this
receiver has better sensitivity at low speeds than [14] in the
2ASK mode, which reaches −115 dBm at 2 Kbps/-90 dBm
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TABLE 2. Comparison with previously reported works.

at 50 Kbps. Under the GFSK mode at a 2 Kbps rate, the
sensitivity reaches−121 dBm, which is close to [15] and [16]
and superior to [9] and [14].

V. CONCLUSION
An ultrasmall low-IF receiver with high sensitivity was
designed for MICS/ISM applications. After RF link opti-
mization, the receiver also integrated a low-power 2ASK
demodulator and used DTDS to improve the sensitivity.
Meanwhile, the GFSK demodulation was achieved by an
external baseband, improving low-speed sensitivity and sup-
porting high-speed applications. It used a source degenerated
LNA with an active inductor load. To improve linearity,
a variable gain Gilbert mixer and VGA were designed with
the ACCB, which was controlled by a charge pump AGC
loop. A Gm-C filter with a compact area was used to avoid
image and out-of-band interference, with the PLL tuning
technique calibrating the center frequency. An LO based on
ring-VCOs was also adopted for the lower area. The receiver
adopts an inductor-less and small-area circuit design method
to achieve low cost and high sensitivity.

The receiver is fabricated on a CSMC 0.18 µm process
with an area of only 0.42 mm2, which is smaller than that
in recent years. The results show that the receiver can cover
the 300 -500 MHz band, fully covering the MICS bands
and supporting some of the ISM bands. In the 2ASK mode,
the sensitivity reaches -115 dBm at 2 kbps. In the GFSK
mode, the sensitivity reached -121 dBm at 2 Kbps. With
the 300 Kbps high-speed mode, the maximum power con-
sumption is only 6.5 mW, which is equivalent to 2.7 nJ/bit.
Compared with previous works, it has the advantages of
low cost, low power and high sensitivity and is suitable for
LPWANs.
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