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ABSTRACT ICU readmission is usually associated with an increased number of hospital death. Predicting
readmission helps to reduce such risks by avoiding early discharge, providing appropriate intervention, and
planning for patient placement after ICU discharge. Unfortunately, ICU scores such as the simplified acute
physiology score (SAPS) and Acute Physiology and Chronic Health (APACHE) could help predict mortality
or evaluate illness severity. Still, it is ineffective in predicting ICU readmission. This study introduces a
clinical monitoring fog-computing-based system for remote prognosis and monitoring of intensive care
patients. This proposed monitoring system uses the advantages of machine learning (ML) approaches for
generating a real-time alert signal to doctors for supplying e-healthcare, accelerating decision-making, and
monitoring and controlling health systems. The proposed system includes three main layers. First, the data
acquisition layer, in which we collect the vital signs and lab tests of the patient’s health conditions in real-
time. Then, the fog computing layer processes. The results are then sent to the cloud layer, which offers
sizable storage space for patient healthcare. Demographic data, lab tests, and vital signs are aggregated from
the MIMIC III dataset for 10,465 patients. Feature selection methods: Genetic algorithm (GA) and practical
swarm optimization (PSO) are used to choose the optimal feature subset from detests. Moreover, Different
traditional ML models, ensemble learning models, and the proposed stacking models are applied to full
features and selected features to predict readmission after 30 days of ICU discharge. The proposed stacking
models recorded the highest performance compared to other models. The proposed stacking ensemble
model with selected features by POS achieved promising results (accuracy = 98.42, precision = 98.42,
recall = 98.42, and F1-Score = 98.42), compared to full features and selected features. We also, provide
model explanations to ensure efficiency, effectiveness, and trust in the developed model through local and
global explanations.

INDEX TERMS Machine learning, ensemble learning, stacking ensemble learning, ICU readmission rate,
explainable artificial intelligence.

The associate editor coordinating the review of this manuscript and

approving it for publication was Vivek Kumar Sehgal .

I. INTRODUCTION
An intensive care unit (ICU) is a hospital department that
constantly supervises patients with life-threatening health
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conditions or injuries. Unplanned hospital readmissions are
a dangerous indication for patients and an unnecessary waste
of medical resources. To address the issue of unplanned
readmissions, the Affordable Care Act (ACA) established the
Hospital Readmissions Reduction Program in 2010 to impose
penalties on hospitals with higher-than-expected 30-day read-
mission rates [1]. According to data released by the Centers
for Medicare & Medicaid Services (CMS), hospitals have
received nearly $2.5 billion in penalties for readmissions
since the program’s inception in 2012. This includes an esti-
mated $564 million in 2018, $144 million more than in 2016.
Readmission is also associated with adverse patient health
outcomes, including increased mortality and length of stay.
Accordingly, it is essential to identify which patients are
ready for discharge. Patients at high risk of clinical deteriora-
tion may be beneficial and improve the outcomes of critically
sick hospitalized patients.

The decision to discharge the patient from the ICU should
consider several issues. Recently, hospitals have become
more concerned with patient electronic health records
(EHRs) data. Patient EHR includes various health informa-
tion (demographics, vital signs, lab tests, clinical notes, and
medications). The development of computational techniques
contributes to enhancing clinical decision prediction. In this
regard, machine learning (ML) has been applied to several
issues in the ICU, such as mortality prediction [2], [3], sepsis
prediction [4], cardiac arrest prediction [5], acute kidney
injury [6], etc. In terms of predicting ICU readmission, sev-
eral studies predict ICU readmissions based on available data
upon discharge. For example, In [7], the authors predicted
patients at risk and the risk of readmission based on patients’
data until release. The study achieved promising results.
However, earlier predictions are required for better accuracy
and the abovementioned challenges. Other studies developed
models to predict ICU readmission within 4872 hours of
discharge and at any point during the hospital stay [8], [9],
[10], [11], [12]. According to these studies [13], [14], the
usual ICU readmission rate within 72 hours ranges from 4%
to 11%.

The potential for utilizing complete EHR data has been
investigated in several studies. For example, in [15], the
authors used demographic data and lab tests of patients with
heart failure to predict readmission based on ML techniques,
concluding adequate performance in different evaluationmet-
rics. Others utilized vital signs and ICU scores to predict
readmission after 30 days of discharge [16].

Despite the promising results that have been achieved in
the literature, most of them only consider the prediction
model’s performance. None of them consider the challenges
related to the ICU shortage and how we could continuously
monitor patients with a high risk of deterioration outside the
ICU. To address this gap, we propose a complete monitor-
ing system concerned with the speed of decision-making in
intensive care, which plays a critical role in saving many
human lives and is mainly based on the high quality of data
processing. Thus, Fog technology as a modern computing

platform has provided speedy and timely decision-making
[17].While using fog computing technology in the healthcare
domain, primarily with time-sensitive real-time applications,
fog computing ensures that no redundant data is sent to the
cloud server to conserve network bandwidth usage and reduce
transmission delay and data processing time [18].

One of the primary benefits of using fog computing in
medical systems is the ability to speed up the operation of
decision-making. Applying machine learning (ML) models
as close to end-users can greatly reduce the time required
to process and analyze data. This can be especially critical
in emergencies where time is of the essence. Fog computing
can also increase the ability to track data from everywhere
with low delay time. This is due to its ability to support
the feature of location awareness, unlike cloud computing.
By enabling the collection and analysis of real-time data
from various sources, healthcare professionals can better
understand patient needs and provide more personalized
care [19].

Another significant benefit of fog computing in medical
systems is the reduced network bandwidth usage. By pro-
cessing data locally, without the need to travel this data to
the cloud server, fog computing reduces network bandwidth
usage and improves system performance. This technique also
increases the data delivery ratio, making the system more
accurate and reliable. Finally, integrating fog technology, IoT,
and clinical systems is expected to improve medical services
and reduce hospital costs. By enabling remote patient moni-
toring and reducing the need for patients to be in the hospital
continuously, fog computing can improve patient outcomes
while lowering costs [20], [21].

Despite the promising results that have been achieved in
the literature, most of them only consider the prediction
model’s performance. None of them consider the challenges
related to the ICU shortage and how we could continuously
monitor patients with a high risk of deterioration. To address
this gap, we propose three main research questions to identify
the most features to predict ICU readmission over time

1) Which features have a significant effect in predicting
readmission ?

2) Can the utilization ofmultiplemachine learningmodels
in developing an ensemble model lead to a more robust
model with superior performance compared to using a
single machine learning model ?

3) Could we utilize cloud/ fog technologies to monitor
patients outside ICU continuously ?

Our proposed system’s main contribution can be summa-
rized in the following points.
• Our proposed approach uses an ensemble model to
predict a patient’s readmission to ICU after discharge.
The proposed system leverage fog/cloud technology to
create continuous monitoring systems.

• To our knowledge, no existing studies in the literature
have examined readmission prediction by considering
continuousmonitoring using fog/cloud technologies and
specific features to make an accurate prediction.
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• Utilizing meta-heuristic optimization techniques, such
as Genetic Algorithm (GA) and Particle Swarm Opti-
mization (PSO), to identify the optimal feature subset
for our system.

• Investigating the impact of single and diverse machine
learning (ML) and ensemble ML models in improving
readmission prediction.

• Extending the proposed framework by applying expla-
nation tools to provide an understandable explanation of
the developed model

Our study was conducted in collaboration with medical
experts, who helped us select the initial set of relevant features
that are medically significant. We implemented and tested
our model using a large population from the MIMIC-III
dataset.

The rest of the paper could be summarized as follows:
related work is detailed in Section II. The proposed clin-
ical monitoring fog-Computing-based System is described
in section III. The machine learning model based on the
fog node is described in section IV. Section V shows
the results. Discussion and comparison with other work
are shown in section VI, and the paper concludes in
section VIII.

II. RELATED WORK
The issue of hospital readmissions has been addressed in
a number of studies [22], [23], [24]. Among the numerous
works developed to provide supportive decisions in ICU
is the prediction of mortality, LOS, and ICU readmission.
This section summarizes the state of the art that utilized
ML and DL to predict ICU readmission inside and outside
hospitals.

First, some studies utilized ML to predict the readmission
probability after the patients move from ICU to award in the
same hospital (same visit).

In [25], the authors explored the performance of eight
classification algorithms, including NB, DT, rule-based
approaches, and ensemble methods applied to various sets
of attribute data, and the effectiveness of each algorithm
was assessed using six criteria. There were 185 variables
in the 9926 individuals analyzed in the dataset from three
ICUs in a Brazilian university hospital. These included demo-
graphics, duration of stay before admission to the ICU,
comorbidities, severity indexes, treatments, organ support
care during ICU stay, and laboratory results. In [22], the
authors applied A boosted C5.0 tree as the base classifier and
combined it with SVM as a secondary classifier to predict
ICU. 20321 anonymized admission data were used to induce
and validate the models at Veterans Health Administration
(VHA) hospitals in Pittsburgh between fiscal years 2006 and
2014. In [26], ML models were predicted to be differentiated
between patients who were unplanned ICU readmittances
or deaths from those who were not. The models trained on
3326 ICU episodes that were collected from MMIC and
tested on the target hospital’s data. In [14], the authors used

a gradient-boosted model based on real-time risk scores
to predict readmission using 24885 patients collected from
hospitals in the United States (US). The gradient-boosting
ML mode performed the best since each DT is sequentially
trained. In [27], Rule-based algorithms: DT, RF, XGBoost,
and LASSO models were used using the 2016 Nationwide
Readmissions Database (NRD) database from a US hospi-
tal. Data resampling techniques were used to provide more
balanced data to effectively address the readmission and non-
readmission groups. In [28], the authors selected the most
important features from the dataset using the LASSO feature
selection algorithm. Then the authors studied the effect of
applying ML models to predict readmission based on the
selected features. A hospital registry system was used to
collect data on 5791 COVID-19 hospitalizations retrospec-
tively. In [29], LR, DT, SVM, XGB, extremely random-
ized trees (ET), light gradient boosting machine (LGBM),
and extreme gradient boosting (XGB) were used to pre-
dict ICU readmission using 58036 patients were collected
from hospitals in Southeast Asia. LR recorded the highest
AUC. In [30], the authors applied ML models with differ-
ent feature selection methods to predict ICU mortality risk.
A large hospital in Anhui provided data for 1628 patients
with cardio-macrovascular disease in the ICU. In terms of
performance, RF achieved the best results. In [31], the authors
applied fuzzy modeling with tree search feature selection
using 26655 patients from MIMICII to predict ICU readmis-
sion between 24h and 72h. The results showed that fuzzy
modeling achieved the highest performance. In [32], the
authors applied LR, SVM, RF, GBDT, and NB using text data
for 40000 patients from MIMICII. They represented features
using Bag-of-words and Term frequency-inverse document
frequency (tf-idf). The results showed that LR achieved the
highest AUC.

Others developed a deep-learning model to predict ICU
readmission. In [33], the authors proposed heterogeneous
long short-term memory (LSTM) and convolutional neural
network (CNN) (CNN-LSTM) architecture for readmission
risk measurement using the MMIC dataset. The architecture
combined three stacked bidirectional LSTM layers, a CNN
layer, and a dense decision layer. These layers were preceded
by a preprocessing stage of categorical encoding using a
MIMIC-III database. In [34] to incorporate the multivariate
aspects of EHRs and catch abrupt and sudden fluctuations in
chart event features like glucose and heart rate. The readmis-
sion predictionmodel was developed using three categories of
features: chart events, ICD-9 embeddings, and patient demo-
graphic data. The authors conducted deep-learning models
using the MIMIC-III dataset. They studied each feature that
contributed to the prediction model over ten years. In [35],
the authors applied CNN models and RF to the discharge
summary notes in the MIMIC database and trained models
were utilized to categorize and identify potentially high-risk
admissions/patients. The CNN approach achieved the highest
f1-score.
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III. PROPOSED CLINICAL MONITORING
FOG-COMPUTING-BASED SYSTEM
The main objective of this section is to introduce a clin-
ical monitoring fog-computing-based system for remote
prognosis and monitoring of the state of intensive care
patients using their health symptoms. This proposed mon-
itoring system uses the advantages of ML approaches for
generating a real-time alert signal to doctors for supplying
e-healthcare, accelerating decision-making, and monitoring
and controlling the health systems remotely. As shown in
Figure 1, the fog-computing-based system consists of three
proposed layers: data acquisition, fog computing, and cloud
server. To avoid delay time and accelerate decision-making,
the proposed ML model has deployed on the fog nodes resid-
ing at the fog computing layer instead of the traditional data
transferring methods that use straightforward data uploading
to the cloud server. The fog nodes hold an enhanced per-
formance using the practical swarm optimization algorithm.
This optimizer can select the most vital signs according to
the nature of each pathological condition within the care unit.
So, it helps medical experts to speed up decision-making with
higher accuracy and faster convergence.

A. DATA ACQUISITION LAYER
In this layer, a set of IoT devices called medical sensors
are scattered to collect the vital signs of the patient’s health
conditions in real-time. These IoT devices are categorized
as class-I for the lowest potential risk and class-IV for
the highest potential risk. To sense the health status of the
extensive care patients, the medical sensors obtain the vital
signs such as hemoglobin, heart rate, heart rhythm, sodium
bicarbonate, GCS total, glucose, blood pressure, WBC, urea
nitrogen, protein percentage, and oxygen through a set of
embedded sensors such as the temperature sensor, EEG, and
ECG are along with wearable devices in which these med-
ical sensors have been designed to be comfortably utilized
by the patients. All these collected data will be traveled to
the Fog computing layer via wireless network technologies
such as Bluetooth, WIFI, and Radio-Frequency Identification
(RFID). The communication range for these technologies is
described in Table 1.

TABLE 1. The communication range of communication technologies.

B. THE FOG COMPUTING LAYER
It supports the numerous scattered nodes known as gateways.
The gateways are distributed computing, networking, and
storage equipment near the medical sensors. These sensors
are in charge of gathering the data and recording the hap-
penings. This layer makes four processes easier: receiving
sensor data, analyzing it for health-related decisions, alerting

the carers, and storing it all on a cloud server. A local data pro-
cessing system has been added to fog computing to strengthen
its intelligence. This has increased decision-making speed,
decreased latency, prevented network connectivity problems,
and improved system dependability. The following list of the
fog computing layer’s characteristics is provided:
• The data acquisition process mainly relies on embedded
IoT devices such as the temperature sensor, EEG, and
ECG, along with wearable devices, which these medical
sensors have been designed to utilize by the patients
comfortably. After these vital signs have been collected,
the preprocessing stage will be performed.

• In the process of data analysis, the data gathered from
the blood pressure, brain, and temperature sensors are
kept in the fog computing layer, where it is analyzed for
any emergency conditions depending on age, height, and
disease using the optimization method (Particle Swarm)
and machine learning techniques. The workload on a
fog computing device (fog computing node) and its
location and behavior change often in fog computing
environments. An unstable and extremely dynamic fog
computing architecture makes it possible for a fog node
to be trustworthy at one point and unreliable at another.
The medical sensor devices typically send many ser-
vice requests to the fog computing layer, which the fog
nodes should handle. However, a fog node’s resources
could not be sufficient to provide the requested ser-
vice, resulting in a QoS violation, a delay in response,
or even service failure sometimes. Therefore, improv-
ing the fog node performance using the integration
between the practical swarm optimization and machine
learning technique is significant, which is described in
Section IV.

• In system notification, clinicians become distracted and
ignore potentially fatal reports due to the alarm overload
and continual acoustics brought on by loud in-room
and remote workstation medical device alarms. Alert
weariness is a syndrome that occurs when doctors
become desensitized to excessive alert stimuli, poten-
tially delaying medical intervention and care. The goal
of clinical alarm management has typically been to min-
imize nuisance alerts or alarms that cannot be clinically
addressed.

C. CLOUD COMPUTING LAYER
The servers, repositories, and distributed resources make up
this layer. The cloud server oversees every device linked to the
cloud layer, making receiving, processing, and storing patient
data easier. This information can be utilized to examine the
patient’s medical status in ICU. The cloud layer’s character-
istics are generally listed as follows:
• Data storage: following the fog computing layer’s data
analysis process, the results are sent to the cloud layer,
which offers a sizable storage space for keeping patient
healthcare data for further study by carers, physicians,
hospitals, and insurance providers.
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FIGURE 1. Proposed clinical monitoring fog-computing-based system.

• Data analysis: for upcoming studies in clinical
decision-making, the patient’s health data, which
is kept in the cloud and includes pictures of the
diseased portions, descriptions of the symptoms,

therapies, and therapy plans, is analyzed deeply. Many
machine learning algorithms and data visualization
methods could be used to understand these data
better.
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D. THE DEPLOYMENT OF FOG TECHNOLOGY INSIDE THE
CLINICAL SYSTEM (SCALABILITY, PERFORMANCE)
Fog computing is a technology that has gained signifi-
cant attention in recent years due to its ability to enhance
cloud computing performance and support IoT technology.
In clinical systems, fog computing has several advantages,
including scalability and performance. One of the primary
benefits of fog computing is its scalability. Unlike traditional
systems, fog computing enables the distribution of comput-
ing resources across the network, including edge devices,
gateways, and cloud servers. This allows for more efficient
resource utilization and can improve system performance.

Fog computing can support the deployment of edge
devices, providing additional computing resources and
enhancing the system’s scalability. These devices can perform
tasks such as data processing, filtering, and analysis, reducing
the burden on the cloud servers and improving the system’s
overall performance. Fog computing can also enhance the
performance of clinical systems. By processing data locally,
fog computing reduces the need to transfer large amounts of
data to the cloud server, which can result in significant latency
reduction. This can be especially critical when real-time data
analysis is required, such as in emergencies.

Furthermore, fog computing can support the deployment
ofMLmodels close to end-users, improving the accuracy and
speed of decision-making. This can be especially important in
clinical systems where accurate and timely decision-making
is critical to patient outcomes. Fog computing also has sev-
eral benefits for clinical systems, including scalability and
performance. By distributing computing resources across the
network and supporting the deployment of edge devices, fog
computing can improve the system’s scalability. Furthermore,
by processing data locally and supporting the deployment of
ML models close to end-users, fog computing can signifi-
cantly enhance the performance of clinical systems. Overall,
fog computing is a promising technology that can revolu-
tionize the healthcare industry and provide better care for
patients.

IV. MACHINE LEARNING MODEL BASED ON FOG NODE
The primary steps that determine the proposed ML model
procedure are discussed in this section. The proposed ML
model is located on the fog nodes residing at the fog com-
puting layer. They perform enhanced using optimization
selection methods such as the PSO and GA algorithms. These
methods can select the most vital signs according to the
nature of each pathological condition within the care unit.
Therefore, it helps medical experts to make decisions with
higher accuracy and faster convergence. Generally, using
the fog computing layer to deploy our proposed ML model
significantly reduces delay processing and high transmission
time because the fog computing layer is installed close to the
end user, unlike the cloud server.

Figure 2 shows the main steps of developing ML models
to predict ICU. The main steps include data description,

preprocessing data, optimization selection methods, ML
models, ensemble models, and stacking models.

A. DATA DESCRIPTION
Medical Information Mart Intensive Care III is a benchmark
dataset created by MIT [36]. It includes EHR data for 53,432
patients admitted to different ICUs (SICU, MICU, CRCU,
CSRU, etc.). A total of 4750 measurements and 470 labo-
ratory tests are included in MIMIC III tables. In our study,
we only consider adult patients (age>15) which admitted to
both Surgical ICU(SICU) and surgical recovery (SR ICU).
All data is stored as comma-separated values (CSV) files
that could be converted to a relational database through
PostgreSQL. Table 2 details the tables used in the current
study. A total number 10,465 patients were included in this
study after applying the inclusion and exclusion criteria that
could be summarized as follows; (1) exclude patients aged
less than or equal to 15 years, (2) exclude patients that died
inside ICU, (3) exclude patients who are admitted inside ICU
rather than SICU and SRICU (4) exclude patients that did
not have at least one value in each measurement (5) exclude
some patients from making the data balanced.inclusion and
exclusion criteria detailed in Figure 3.

B. PRE-PROCESSING
Several challenges appeared at this stage and heavily affected
model performance, including missing values, removing out-
liers, and data imputation.
• Irregular time interval: An irregular interval sampled
time series is a series of samples with irregular inter-
vals between observations. When the time gaps between
observations are wide, this data introduces a time spar-
sity factor. Most machine learning techniques take
observation order into account since they need more
time comprehension. As a result, it is more challenging
to learn the time dependencies included in time series
problems [37], [38]. With MIMIC-III, vital signs are
measured irregularly. Some took measurements every
few minutes, whereas others took measurements every
few seconds. Some ML methods could handle time
series data when sampled with the same interval unless
most are not equipped to handle it. To address this issue,
we averaged all measures throughout an hour to produce
a single record of the patient’s vital signs observations.
As a result, each record has consistent values.

• Outlier removal is defined as values that deviate too
much from the norm and are considered outliers [39],
[40]. According to the judgments of medical experts,
a normal range is defined. To identify outliers, first,
we specify the normal range for each feature according
to the medical expert, then remove the data that consid-
ers outliers from the medical expert’s perspective.

• Filling missing value: a dataset’s missing values are
typically replaced by new values reasonably similar to
those that would have been recorded if they had been
observed. This procedure is known as data imputation.
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FIGURE 2. The architecture of the proposed system.

TABLE 2. MIMIC III Dataset description.

Imputation techniques can often be divided into two
groups: single imputation and multiple imputation. Sin-
gle imputation substitutes plausible values for missing
values only once, whereas multiple imputation methods
perform imputation many times to produce a range of
imputed values for each missing item. This gives infor-
mation about the degree of uncertainty in the imputed

values for imputation techniques with some stochastic
elements. Missing values are frequently present in med-
ical data. This raises several factors, such as sensor
failure, data recording at various times, etc. Removing
missing values is the most straightforward technique to
handle them. However, doing it this way could result
in losing important information. As a result, numerous
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FIGURE 3. Inclusion and exclusion criteria.

methods, such as expectation maximization [41] and hot
deck encoding [42], have been devised to infer missing
values based on the other records. Large portions of
data (40-55%) in crucial features were lost during the
preprocessing step of MIMIC-III, but we could not
eliminate them because theywere essential to the predic-
tion process. In light of this, we chose scenarios where
each measurement has at least two values before using
expectationmaximization [43] to impute further missing
values.

C. FEATURE SELECTION OPTIMIZATION
Utilizing feature selection is a critical process that affects
the model’s overall performance. In this study, we utilized
a genetic algorithm and PSO for feature selection (meta-
heuristic feature selection). Choosing these two algorithms
is owed to several reasons that could be summarized as
follows. (1) PSO and Genetics could handle continuous and
categorical variables [44]. Therefore, it doesn’t require any
assumptions about the underlying distribution of the data
and can handle both discrete and continuous variables [45].
(2) Both PSO andGA can be easily parallelized, whichmeans
they can be run on multiple processors or computers to speed
up the search process [46] (3) both consider population-based
algorithms, which could handle high-dimensional datasets
with a large number of features, the following subsections
details the utilized techniques

D. PRACTICAL SWARM OPTIMIZATION (PSO)
The practical swarm optimization scenario is designed
to select the optimal features (most vital signs) that
directly affect the decision of the machine learning model.
Figure 4 shows the flowchart of the standard PSO. Prac-
tical swarm optimization (PSO) is a meta-heuristic feature

optimization algorithm inspired by swarms. It was developed
to find the optimal solutions among solution spaces [47].
The mathematical model of PSO could be summarized in
the following points (1) each practice has a position, fitness
value, and velocity. (2) each practical search for the optimal
fitness value and position. (3) a list of the best position and
best fitness is recorded [48].

FIGURE 4. Flowchart of practical swarm optimization Algorithm.

E. GENETIC ALGORITHMS (GA)
GA is one of the enormously advanced evolutionary algo-
rithms for extracting and selecting appropriate features. This
randomized method for optimizing functions is based on
biological evolution and natural genetics concepts [49], [50].
GA has been proven capable of exploring a huge space of
solutions and dealing with many input characteristics. GA
encodes the optimization function as bit arrays that mimic
chromosomes, and Genetic operators customize strings to
find a close-to-optimum answer to the situation at hand. This
is performed using the method depicted in the following steps
as in Figure 5 [51]:
• Coding the goals or cost functions.
• Establishing a fitness function.
• A generation is creating a population of individuals
(solutions).
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• Evaluating individuals in the population’s fitness
function.

• Forming an entirely novel population through crossover
and mutation, fitness-proportionate growth, and then
substituting the old population and looping with the new
population.

• Decoding the outcomes to resolve the problem.
The main steps of GA are shown in Figure 5. The three

primary genetic operators in genetic algorithms are crossover,
mutation, and selection [51]:
• Crossover: It is the swapping parts of a solution rep-
resented by chromosomes or other solutions. The main
purpose is to provide convergence and solution mixing
in a subspace.

• Mutation: It is the haphazard modification of a single
solution’s constituent parts, which increases population
diversity and offers a way to elude a local optimum.

• Selection of the fittest: it is the practice of transmit-
ting alternatives with high fitness to future generations,
which is usually done in the form of some selection of
the most suitable solutions.

FIGURE 5. Genetic algorithm streaming steps.

F. BASELINE ML MODELS
Different baseline ML models: Random forest (RF) [52],
[53], Logistic regression (LR) [54], [55], Decision tree
(DT) [56], [57], Support vector machine (SVM) [58], [59],
K-nearest neighbor (KNN) [60], and Naive Bayes (NB) [61],
[62] are applied to full features and selected features to

predict UCI. ML models are optimized using grid search and
compared with the proposed stacking model.

G. ENSEMBLE LEARNING
Ensemble learning is a learning approach that aims to achieve
enhanced performance by combining predictions from sev-
eral models. These models are known as base models. Each
model solves single-model challenges such as low accuracy,
high variance, and feature bias. The weak learner could be
from the same type of various types, and each weak learner
maps the features input to the final output with different
decision boundaries [63]. The three main types of ensemble
learning are bagging, boosting, hard voting, and stacking.
There are differences in the learning and the aggregating
results; these methods can be summarized in the following
points [64]. Bagging: the main idea in bagging is to build
several models, then average the whole prediction; bagging
is used to reduce variance and overfitting. Boosting: the main
idea is to add several models sequentially, while each model
concentrates on the errors produced by the previous model,
out a weighted average of the total prediction. Stacking
involves utilizing several models in the base learning and
another model to combine the prediction [65], [66].

H. THE PROPOSED STACKING MODEL
Stacking involves utilizing several models in the base learn-
ing and another model to combine the prediction [65].

Write a description of the proposed ensemble model here

Algorithm 1 Stacking Model
Input:MIMIC III Dataset (Demographics, lab tests,

vital signs)
Output: Classification readmission (Yes, No)

1 Extract statistical features (Min, Max, average) from
numeric features (first, last) from categorical.

2 Apply particle swarm optimization to extract the
optimal feature subset.

3 Divide Ds for training and testing data (70% for
training and 30% for testing)

4 Define P models for the required task Nk where k=
1,2,3, p (level 0 learning)

5 for k ← 1 to N do
6 Pre-train model Nk on training data (RF, DT,

KNN, SVM, LR, and NB) // level 1 learning
7 Save the model Nk

8 for k ← 1 to the number of saved models do
9 Load the model
10 Add meta classifier (RF) // level 2 learning.
11 Use test data to evaluate the data using the saved

model.
12 The output of the level-0 learning based to level-1

learning (meta-learning)

13 Return Give the final prediction.
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I. EVALUATING THE MODELS
The accuracy, precision, recall, and F1-score of the models
were used to evaluate the models. TP stands for true positive,
TN stands for true negative, FP stands for false positive, and
FN stands for false negative. Equations 1-4 can be found here.

Accuracy =
TP+ TN

TP+ FP+ TN + FN
. (1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP+ FN
(3)

F1 =
2 · precision · recall
precision+ recall

(4)

J. EXPLAINABLE AI (XAI)
The traditional evaluation metrics, such as accuracy, preci-
sion, recall, etc., could provide small insights into the model
performance, but they didn’t provide complete confidence in
the model’s reliability. Explainable AI is a critical aspect in
understanding and learning; it refers to the tools that help to
provide understandable and clear explanations for the model
decision. It is using a new sophisticated approach. A well-
crafted explanation can motivate individuals to learn more
and delve deeper into the subject. Several famous tools used
to provide explanation include LIME [67] and SHAP [68]
• The SHAP (Shapley Additive Explanations) is an effec-
tive tool to generate an understandable interpretation for
the ML prediction [68]. It provides a unified framework
for both feature importance at the dataset level and indi-
vidual prediction at the instance level in. SHAP library
is built on shapely values and games theory basis, which
permit the assignment of feature contribution for each
feature. SHAP library is versatile that could explain var-
ious machine learning models. SHAP works by building
model g (explanation model) for the original f.

F(x) = g
(
X ′

)
= ∅0 =

M∑
i=1

∅0X ′i1 (5)

where F(x) is the original model and g
(
X ′

)
is the expla-

nation model ∅0 = f (hx(0)) is the model output This
model could be calculated using the following equation.
The shapely value is also calculated using the following
equation to measure the feature contribution.

∅i =
∑
s∈n\i

|S|!(M − |S| − 1)!
M !

[fx(S ∪ {i})− fx(S)] (6)

where S set of the non-zero index in z, M is the total
number of features, N all input features.

• LIME (Local interpretable model-agnostic explanation)
is used to interpret the model prediction by approximat-
ing the black box with other local explanation models.
LIME provides the local explanation by fitting the local
model [67]. The interpretable inputs and the mapping

X = hx
(
X ′

))
convert the binary vector of the inter-

pretable input of the original input. The local explana-
tion of LIME calculated in

g
(
z′
)
= ∅0 =

M∑
i=1

∅0Z ′i (7)

where Z ′ ∈ {0, 1},M is the number of input features

V. EXPERIMENTS RESULTS
A. EXPERIMENT SETUP
Scikit-learn was employed to implement models. The dataset
was divided into two parts: 70% training and 30% testing
using stratified sampling methods. The training set is used
to optimize and train ML models. A testing set is used to
evaluate ML models based on different evaluation metrics.
Stacking models compared with different ML models: RF,
LR, DT, SVM. KNN, NB, KNN, and ensemble models:
bagging, GradientBoosting, voting.

POS andGAwere applied to select themost suitable subset
features from the dataset. We used the GeneticSelectionCV
library to implement GA and to implement POS.Models were
applied to full features and selected features. The values of
parameters for the POS algorithm are shown in Table 3. The
values of parameters for the POS algorithm are shown in
Table 4.

TABLE 3. Parameters of PSO.

TABLE 4. Parameters of GA.

B. RESULTS WITH ALL FEATURES
In this section, we explore the performance of the traditional
ML, ensemble learning, and the proposed stacking models
with all features.

Table 5 details the results of all ML models regarding
several evaluation metrics. We can observe the following.
Using traditional classifiers such as KNN with all feature
sets gave a minor performance (accuracy = 76.44, pre-
cision = 76.64, recall = 76.44, and F1-score = 75.88).
SVC and LR improved performance with about (1-9) %
above KNN. The best performance was obtained from RF
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(accuracy = 91.40, precision = 91.75, recall = 91.40, and
F1-score = 91.29).

From Table 5, we can see that ensemble models, including
(bagging, boosting, voting, and the proposed stacking model)
were enhanced performancewith (1-4) above RF. Voting gave
the lowest performance compared to other ensemble models
(accuracy = 94.07, precision = 94.31, recall = 94.30, and
F1-score = 94.30). The proposed stacking model performed
best (accuracy = 96.46, precision = 96.46, recall = 96.46,
and F1-score = 96.46).

TABLE 5. Results with all features.

Figure 6 shows the ROC curve and AUC of models with all
features. The stacking model has the highest AUC=, 96.384,
while KNN has the lowest AUC at 74.366.

FIGURE 6. ROC with all features.

C. RESULTS WITH OPTIMIZED FEATURES USING GENETIC
ALGORITHMS
In this section, we explore the performance of the tradi-
tional ML, ensemble learning, and the proposed stacking
models with selected features by genetics. Table 6 details
the results of all models regarding several evaluation metrics
using selected features by genetics. We can observe the fol-
lowing. Using traditional classifiers such as KNN with all
feature sets gave a minor performance (accuracy = 73.09,
precision = 72.90, recall = 73.09, and F1-score = 72.71).

FIGURE 7. Classification report of stacking model for all features.

RF and DT improved performance with about (19) % above
KNN. LR and SVM performed performance similarly. The
best performance was obtained from RF (accuracy = 92.07,
precision = 92.10, recall = 92.07, and F1-score = 92.04).
From Table 6, we can see that ensemble models, includ-

ing (bagging, boosting, voting, and the proposed stacking
model) were enhanced performance with (1-4) above RF.
Voting gave the lowest performance compared to other
ensemble models(accuracy = 93.33, precision = 93.63,
recall = 93.33, and F1-score = 93.26). Bagging and Gra-
dientBoosting gave a similar performance. The proposed
stacking model performed best (accuracy = 96.94, preci-
sion = 96.94, recall = 96.94, and F1-score = 96.94).

TABLE 6. Results of the models with selected features by genetic.

Figure 8 shows the ROC curve and AUC of models with all
features. The stacking model has the highest AUC = 96.779,
while KNN has the lowest AUC at 71.380.

D. RESULTS WITH OPTIMIZED FEATURES USING PSO
In this section, we explore the performance of the traditional
ML, ensemble learning, and the proposed stacking models
with selected features by the PSO.

Table 7 details the results of all ML models regarding
several evaluation metrics. We can observe the following.
Using traditional classifiers such as KNN with selected fea-
ture sets gave a minor performance (accuracy = 77.83,
precision = 77.99, recall = 77.83, and F1-score = 77.38).
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FIGURE 8. ROC curves with selected features by genetic.

FIGURE 9. Classification report of stacking model for selected features by
genetic.

RF and DT improved performance with about (19) % above
KNN. SVM and LR performed performance similarly. The
best performance was obtained from RF (accuracy = 93.94,
precision = 93.94, recall = 93.94, and F1-score = 93.93).
From Table 7, we can see that ensemble models, includ-

ing (bagging, boosting, voting, and the proposed stack-
ing model) were enhanced performance with (1-4) above
NB. voting gave the lowest performance compared to other
ensemble models(accuracy = 95.10, precision = 95.28,
recall = 95.10, and F1-score = 95.07). Bagging and Gra-
dientBoosting gave a similar performance. The proposed
stacking model performed best (accuracy = 98.42, preci-
sion = 98.42, recall = 98.42, and F1-score = 98.42).

VI. DISCUSSION
This section presents the statistical analysis of the results,
explainable artificial intelligence and compares the proposed
model with the literature review.

TABLE 7. Results of the models with selected features by PSO.

FIGURE 10. ROC curves with selected features by PSO.

FIGURE 11. Classification report of stacking model for selected features
by PSO.

A. COMPARISON BETWEEN ALL MODELS
In this study, we explore the performance of the proposed
stacking model with full features and selected features. From
Figure 12, we can see that the stacking model with POS has
achieved the highest performance compared to full features
and selected features by GA. And the stacking model with
full features recorded the lowest performance.
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FIGURE 12. The best stacking models that were applied to full and
selected features.

B. STATISTICAL ANALYSIS OF THE RESULTS
To ensure the superiority of the proposed model, we measure
the statistical difference between the tested models. In this
regard, we depend on Wilcoxon signed rank test [69]. It’s a
nonparametric test that is used to compare algorithms’ perfor-
mance. It works by counting the number of ties and wins. The
algorithm is considered better if the number of wins exceeds
the number of ties. To rank all classifiers and choose the best
one. The Nemenyi test [70] was utilized to calculate the aver-
age rank for all classifiers. The rank is based on the accuracy
of the classifiers. When multiple classifiers are compared
with the same dataset, the results of the Nemenyi test could
be visualized using the critical distance measure. Figure 13
shows the average rank of the critical difference between all
traditional ensemble ML and the proposed ensemble model.
After comparing all models, we conclude that the proposed
ensemble model shows a significant difference between the
traditional and ensemble classifiers.

FIGURE 13. Statistical analysis of the results.

C. EXPLAINABLE ARTIFICIAL INTELLIGENCE
Unless the promising results of the developed model, it may
not be trusted from a medical expert’s perspective. They need
to know several things, including why the system developed
that decision and which features have a high impact. Could
these features be sufficient from a medical perspective? In
this section, we provide an understandable explanation of
the developed decision. From the experiments mentioned
above, we choose to explain our proposed ensemble classifier
(the most accurate classifier). We use SHAP and LIME
explainers to interpret the model from Figure 14, showing the
developed model’s SHAP summary plot. The entire dataset

FIGURE 14. Global explanation of stacking model according to SHAP
explainer.

FIGURE 15. Shap Summary plot according to mean shap values.

offers the most significant features that significantly affect
the decision, as shown in Figure 14; WBC, HR alarm, Total
bilirubin, and hematocrit are considered the essential fea-
tures. The horizontal line in front of each feature represents
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TABLE 8. Comparing the proposed model with other models in literature.

FIGURE 16. Local explanation according to LIME explainers.

the effect of features on the output, blue means it has an
impact to make the model go in the lower direction, and
red means it goes in the upper direction. These results are
also confirmed in Figure 15, which shows the mean impact
of each feature. It shows the feature names on the X-axis,
and each bar’s length represents the feature’s importance.
After leading the global explanation, we need to ensure the
effectiveness of the features according to each instance. As
shown in Figure 16, the LIME explainer shows the impact
of each feature in a specific example. The length of each
bar represents the importance of the feature. The feature
highlighted in green contributes to making the model go
toward class 1( readmit), while features highlighted in red
make the model go toward class 0 ( not readmit ). The local
explanation is also confirmed using the SHAP force plot, as in
Figure 17 (A, B). The force plot explains in terms of a single
model. Each figure shows a deep understanding case. For
example, Figure 17 (A) shows how the features contributed
to the model prediction according to instance 10. The model
gives a predict_proba value of 0.23, and the base value of
the predicted value is 0 4197: the base value is the model’s
average over the overall dataset. The arrows represent the

value of the features (WBC = 13.8, HR ALARM = 120.1,
PO intake = 137.7, hematocrit = 27.1). The big arrow refers
to the features that have a significant impact, and the short
arrow means the feature has a small effect. Red arrows mean
that features force the model to a higher score, and blue forces
the model to a lower score.

D. COMPARING THE PROPOSED MODEL WITH THE
LITERATURE REVIEW
Comparing the proposed model with other models as shown
in Table 8. In [25] and [26], the authors used, and AUC
recorded 91 and 70.95, respectively. In [14], the authors
used Gradient-boosted, and AUC recorded 70. In [27] and
[28], the authors used XGboost and AUC and recorded
65.91 and 91, respectively. In [29], the authors used LR, and
AUC recorded 70.6. In [30], the authors used RF, and AUC
recorded 87. The authors applied fuzzy modeling in [31], and
AUC recorded 72. In [33], the authors used CNN-LSTM, and
AUC recorded 82.1.

VII. THREATS TO VALIDITY
To ensure the accuracy and generalizability of research find-
ings, we should consider the potential threats to validity and
take measures to minimize their impact on the study. These
could be summarized in the following points.

1) Selection bias: The dataset that include in that study
only includes patients from a MIMIC III dataset that
aggregated from patients admitted to intensive care
units (ICUs) at the Beth Israel Deaconess Medical
Center in Boston, Massachusetts, USA. Therefore,
we intend to test the proposed model with other real
dataset to ensure the proposed model would give accu-
rate prediction with other populations or settings.

2) Missing data: our study was built on number of vital
signs and laboratory tests. Therefore, when testing the
proposed model in the real-world, if certain laboratory
tests or vital signs were not recorded for some patients,
the model may not be able to accurately predict their
risk of readmission.

Therefore, researchers need to carefully consider these fac-
tors and take steps to mitigate their effects when redesigning
our model in their studies.
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FIGURE 17. Force plot for specific instance.

VIII. CONCLUSION
Due to healthcare devices’ heterogeneous and dynamic
nature, real-time monitoring and timely decision-making
have become crucial problems. This study introduced a clini-
cal monitoring fog-computing-based system for remote prog-
nosis and monitoring of the state of intensive care patients
and predicted unplanned readmission outside the ICU within
the next 30 days of discharge. The proposed system has
three layers: data acquisition, fog computing, and a cloud
server. First, a set of IoT devices called medical sensors
are scattered to collect the vital signs of the patient’s health
conditions in real-time, in addition to the data aggregated
through lab tests and medical histories. Then, data is locally
processed in the fog computing layer and predicts unplanned
patient readmission. The results are then sent to the cloud
layer, offering sizable storage space for patient healthcare.
The e-healthcare monitoring system can generate a real-time
alert signal for doctors supplying e-healthcare. This proposed
monitoring system used the advantages of ML approaches
for developing a real-time alert signal for doctors to provide
e-healthcare, accelerating decision-making, and monitoring
and controlling health systems. The proposed model was
trained and evaluated based on 10,644 patients extracted from
the MIMIC III dataset. Feature selection methods: Genetic
algorithm (GA) and practical swarm optimization (PSO) are
used to choose the optimal feature subset from detests. More-
over, Different traditional ML models, ensemble learning
models, and the proposed stacking models are applied to
full features and selected features to predict readmission
after 30 days of ICU discharge. The study results showed
that the proposed stacking model with features chosen by
PSO outperforms other traditional and ensemble ML, with
an accuracy of 98.42, a precision of 98.42, a recall of 98.42,
and an F1-Score of 98.42. In addition, we provide local and
global explanations of the developed model to ensure its effi-
ciency, effectiveness, and trustworthiness. The development

of interpretable models such as the proposed model is nec-
essary to improve the generalization ability of the proposed
model and enhance the integration of the predictive model
in the clinical process. Future studies will concentrate on
ensuring the generalization ability of the proposed model by
validating it using various datasets and different diseases.
They will also use unstructured data from MIMIC datasets
such as clinical notes, images, etc. To gain valuable infor-
mation and improve the model’s overall performance. In
our future work, we plan to aggregate more data to ensure
the model’s generalizability. Additionally, we intend to ana-
lyze the model from a computational complexity perspective
to ensure efficiency. Furthermore, we plan to deploy the
developed model in a real clinical system to evaluate its
performance in a practical setting.
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