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ABSTRACT Virtual co-embodiment enables sharing avatars with others in virtual environments and can
be applied for training motor skills by allowing teachers to share movements with learners in first-person
perspective. We conducted a task where participants were asked to imitate pre-recorded hand movements
of a teacher as accurately as possible. The participant’s virtual hand movements were averaged in real-time
with those of the teacher (shared avatar hand). We compared their usability ratings and behavior against
a controlled condition with full control of the hand (solo avatar hand). The teacher’s hand was displayed
facing the same or the opposite direction as the participant’s hand. We hypothesized that using the shared
avatar hand would improve imitation over using the solo hand, and the teacher’s hand presented in the same
direction is better than that in the opposite direction. Subjective ratings showed that the shared hand was
easier to use than the solo hand, and the teacher’s hand when presented in the same direction was easier
to imitate than when presented in the opposite direction. Spatial error was less with the opposite-direction
presentation than the same-direction presentation of the teacher’s hand, irrespective of movement sharing.
Time delay was less when the participants used the shared hand compared to when they used the solo hand,
irrespective of the teacher’s hand direction. These results suggest that sharing movements enhances usability
and matching speed during movement imitation, and the same-direction presentation of the teacher’s hand
improves usability while the opposite-direction presentation improves spatial accuracy of motor imitation.

INDEX TERMS Avatar, co-embodiment, imitation, virtual reality, human—computer interaction.

I. INTRODUCTION

Humans can feel illusory ownership towards bodies or body
parts other than their own due to visual-tactile synchrony,
or visual-proprioceptive synchrony. When a person observes
a rubber hand being brushed with a brush while his or her
real hand, which is out of sight, is also being brushed syn-
chronously, an illusory feeling of owning the rubber hand
occurs (Rubber hand illusion) [1]. It is known to be induced
by the so-called visual-tactile synchrony. A person observing
an artificial hand of which the index finger is connected to
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his or her real index finger out of sight may also feel a
sense of ownership for the artificial finger when she or he
moves her/his finger causing the artificial finger to move
along. Such sensations of illusory ownership are known to be
induced by the visual-proprioceptive synchrony [2], [3], [4].
Here, the observer feels illusory ownership of the artificial
index finger even when it is passively moved by the exper-
imenter [2], [3], [4]. Virtual-reality technology can expand
illusory body ownership through visual-proprioceptive syn-
chrony by presenting virtual avatars (virtual human bodies)
that move synchronously with the observers (virtual embod-
iment) [5], [6]. We can embody virtual avatars in different
colors [7], [8], ages [9], [10], sizes [11], genders [12], and
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species [13]. Illusory ownership of invisible bodies also
can be induced either by visual-tactile synchrony [14], [15]
or by visual-proprioceptive synchrony [16], [17]. Visual-
proprioceptive synchrony between different body parts such
a real finger and a virtual arm [18] or real legs and a
virtual third and fourth arms [19] also enable us to feel
those virtual body parts as our own body parts (body parts
remapping). Such virtual embodiments are based on the
concept that one person has one body. However, virtual
co-embodiment [20], [21], [22] and virtual multibody embod-
iment [23], [24], [25] have further expanded the perspective
of human embodiment as augmented humans [26], [27].

Virtual co-embodiment is based on the concept of sharing
a virtual avatar with another entity, such as another person,
robot, or an autonomous agent. It allows users to be immersed
in virtual environments and have varying levels of control
over a shared avatar. For example, if a person controls a
shared avatar at a 75% level of control, another person can
control the same shared avatar with a 25% level of control.
Fribourg et al. showed that participants can estimate their
actual level of control but feel the sense of agency higher
than the actual controlling level of the co-embodiment avatar
if the goal is common for the two participants sharing the
avatar [20]. Hagiwara et al. investigated the senses of agency
and ownership towards a shared body whose movement was
generated by averaging the movements of two participants
(control level 50% for each participant), and its motor perfor-
mance. Hagiwara et al. also showed that the sense of agency
was higher than the actual level of control, and the reach-
ing movement of the shared avatar’s hand is straighter and
smoother (less jerk) than a solo avatar controlled completely
by one person [28]. These findings suggest that humans
prioritize these movement characteristics of a shared body
over their own movements during body sharing.

The virtual co-embodiment is expected to be applied as
a novel tool for remote training. Several embodied train-
ing systems using virtual reality have been proposed. The
ghost-simulation method combined with first-person per-
spective visualizes a trainer’s movements as a ghost super-
imposed on the trainee who follows the ghost image [29].
Another study developed a mixed reality system that provides
alocal novice user with two additional virtual arms controlled
by a remote expert who uses them to train or guide the local
user [30]. A study called “Fusion” proposed two wearable
robotic arms and a robot head worn by a local user, while an
expert remotely controls them to guide the local user from
his or her viewpoint. Fusion’s robotic arms can be mounted
on the local user’s wrists to directly force the user’s arms to
move [31]. These studies utilize virtual co-presence, where
two or more individuals (trainer and trainee) can experience
a sense of being at the same place even though they are
physically at distant places. For enhancing remote training,
sharing of viewpoints or first-person perspective is critical.
It enables a trainee to experience a trainer’s action from
the same viewpoint. Virtual co-embodiment could further
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enhance such aspects by directly sharing the same avatar body
with the trainer.

Kodama et al. proposed the application of virtual
co-embodiment for motor skill learning [32]. Learner par-
ticipants performed a dual motor task in which they drew
different shapes with left and right hands either in the co-
embodiment condition, the perspective sharing condition,
or the alone condition. In the co-embodiment condition, the
teacher’s motion and the learner’s motion were averaged into
a shared avatar, and the learner participant experienced it
as his or her own avatar from the first-person perspective.
In the perspective sharing condition, the teacher’s movements
were presented as a ghost in first-person perspective of the
learner participants. Participants performed a baseline ses-
sion (pre-test) and a test session with their own solo avatar
in addition to a learning session in one of the three con-
ditions (co-embodiment, perspective sharing, and alone in
a between-subjects design) between the baseline and test
sessions. Results showed that virtual co-embodiment makes
motor skill learning more efficient than that in the other two
conditions. The learner’s performance improved faster and
higher during the co-embodiment learning session, and the
performance in the test session after learning was the highest.
However, the performance in the test session with the solo
avatar drops compared with the learning session using the
co-embodiment avatar. To prevent this, the weight adjustment
method has been developed by making the level of control of
the teacher greater than that of the learner in the early stages
of learning and decreasing it as the learning progresses and
gradually allowing the learner to move independently [33].
Virtual co-embodiment facilitates motor skill learning with
declarative memory as well. The co-embodiment learning
provides higher performance improvements over the solo
avatar during the learning session, and higher retention of
learned skills one week later [34].

Mimicry, the imitation of observed actions or movements
of others, has been observed in humans in a variety of
contexts from early infancy to adulthood [35], [36]. While
mimicry often occurs spontaneously and has benefits for
social interaction such as increasing prosocial behavior [37],
the conscious and explicit imitation of an expert’s movements
is a basis for acquiring complex skills [38], [39]. Thus, typ-
ical motor skill learning involves observing demonstrations
of an expert from a third-person perspective, and imitating
its movements. It has an advantage in visually comparing
one’s own movements with an expert’s movements simul-
taneously. In contrast, it is difficult to separate the expert’s
movements and one’s own movements from a co-embodied
avatar.

In this study, we aimed to combine a third-person per-
spective for presenting a teacher’s full movements (with-
out averaging) in addition to the first-person perspective
of the shared movements (average of the learner and the
teacher). The teacher’s hand movements were presented in
front of participants (learner) and participants observed them
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in third-person perspective. The participant’s hand move-
ments were presented either as the shared avatar hand in
which the participant’s movements and teacher’s movements
were averaged or as the solo avatar hand which reflected
only the participant’s motion. The participants were asked to
imitate or replicate the teacher’s movements as accurately as
possible. We hypothesized that the shared avatar hand would
improve the usability (make the task easier to perform) during
imitation over the solo avatar (H1). In this study, we focused
on the performance of imitation as the basis for motor skill
learning, not on the learning process. Therefore, we employed
a within-subject design to compare conditions directly.

Previous virtual co-embodiment studies used arm
and hand movements such as reaching or line draw-
ing [20], [21], [22], [28], [32], [33], [34]. Detailed movements
such as hand gesture and finger movements are required for a
variety of motor tasks. Thus, we developed a hand-movement
co-embodiment system with finger movements (a shared
avatar hand) and employed hand signs from American sign
language as stimuli for participants to imitate. Teachers of
sign language usually show their hand face-to-face with
students so that the direction of the learner’s hand is opposite
to the student’s hand. If the teacher’s and student’s hands are
in the same direction, it may be easier to make comparisons.
In this study, we compared how usability, matching time
delay, and spatial error are affected when the presentation
of the teacher’s hand is in the opposite direction to the
learner compared to when it is in the same direction as the
learner. We hypothesized that the same-direction presentation
could provide better performance than the opposite-direction
presentation (H2).

Il. METHODS

A. PREPARING TEACHER DATA

Twenty nonsense syllables/words consisting of three letters
chosen from the evaluated list [40] were prepared for the stim-
uli (for example, YOS, WEF, HUJ). The nonsense syllables
were chosen instead of meaningful words to eliminate the
effects of the meaning of the words and individual knowl-
edge/experience with known words affecting the learning
results. We captured and recorded three-dimensional (3-D)
hand movements of forty candidate words represented with
American manual alphabet (American sign language) from
a person with American sign language skill using a motion
capture system (Manus Prime II). An expert evaluated the
captured hand motions of sign languages, and we chose
the best twenty words for the experiments based on the
evaluation.

B. PARTICIPANTS

Twenty-six healthy adults (three females, mean 21.69,
SD 1.44 years old, all right-handed) participated in the
experiment. The sample size was determined by a power
analysis: minimum twenty-four participants with a medium
effect size f = 0.25, alpha = 0.05, power = 0.8, and repeated
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measures of analysis of variance (ANOVA) — two avatar
conditions x two direction conditions — using GxPower
3.1 [41], [42]. All participants had normal binocular vision
and physical abilities. None of them had learned Ameri-
can Sign Language, and two participants had some experi-
ence with Japanese Sign Language. They provided written
informed consent before the experiment. The methods of
the experiment were approved by the Ethical Committee at
Toyohashi University of Technology, and all methods were
carried out in accordance with the relevant guidelines and
regulations.

C. APPARATUS

Participants wore a head-mounted display (HMD, HTC Vive
Pro EYE, 1440 x 1600 pixels per eye, 90 x 110deg, 90 Hz
refresh) and a glove with a hand motion capture system
(Manus Prime II, ManusCore v1.9.0, sampling at 30 Hz) with
a tracker (HTC Vive Tracker 3.0) on the right hand. The
experiment was controlled by a computer (Intel Core i7 10700
2.9GHz CPU, NVIDIA GeForce RTX 3060 Graphics, DDR4
32GB memory). The virtual environment and experiment task
were created using Unity (2020.3.9f1).

D. STIMULI AND CONDITIONS

Twenty nonsense syllables/words represented by American
manual alphabet were used as stimuli. The teacher’s hand
automatically moved based on pre-recorded data. Their dura-
tion was approximately 13 s (13.27 s in average, SD 1.97,
Min 10.07, Max 15.53). The participant’s virtual hand and
the teacher’s hand were presented side-by-side. The teacher’s
hand appeared either in the opposite (face-to-face; Figure 1
Top) or same direction (Figure 1 Bottom) as the participant.
The participant’s virtual hand was either moving with full
control of the participant (solo avatar hand) or with the shared
avatar hand, which was made by averaging the participant’s
hand movements with the teacher’s pre-recorded hand move-
ments in real-time (Figure 2). The teacher’s virtual hand was
not affected by the participant’s hand movement in either
condition. Thus, the conditions were 2 x 2 (solo/shared avatar
hand x opposite/same direction).

E. PROCEDURE

The participants were asked to keep their hand at an initial
position with the initial posture. After maintaining at the
initial position for 3 s, a teacher’s hand appeared towards
the left side of the participant’s hand, and a stimulus word
(three letters) was presented visually on a table. After 1 s,
the teacher’s hand moved to show the word with American
manual alphabet. The participants were asked to imitate the
movements of the teacher’s hand as accurately as possible
while observing their own avatar hand. A blocked design was
used. Five randomly chosen words were used for each block
in one of four conditions. In the end of each block/condition,
the participants rated how easy it was to imitate in 7 levels
(1: very difficult, 7: very easy). All conditions were repeated
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Opposite direction

FIGURE 1. Avatar-hand direction conditions (Top: opposite, Bottom:
same directions). In scenes, the left one is the teacher’s hand and the
right one is participant’s avatar hand. These are examples of scenes
from the first-person perspective of participants who used their right
hand.

Shared hand

FIGURE 2. Example scenes of the solo hand (top) and the shared hand
(bottom) conditions. The right picture represents the actual hand of the
participant. In the solo hand condition, the participant’s avatar hand
posture (right in scenes) was the same as the actual hand’s posture,
while in the shared hand condition, the posture of the participant’s avatar
hand was the average of the teacher’s hand (left in scenes) and the actual
hand postures.

5 times (sessions) in random order. The participants’ hand
motion was measured during experiments.
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IIl. RESULTS

A. SUBJECTIVE SCORES ON USABILITY

We firstly tested the normality of subjective data (7 levels
discrete data) using Shapiro-Wilk test, and found that no
dataset deviated from the normality (same direction with
solo hand: W=0.960, p=0.389, same direction with shared
hand: W=0.954, p=0.287, opposite direction with solo hand
W=0.963, p=0.457, opposite direction with shared hand:
W=0.958, p=0.348). Thus, we performed two-way repeated-
measures ANOVA (solo/shared hand x opposite/same direc-
tion) with rated scores. The interaction between avatar
hand type and direction was not significant (F(1,25)=0.01,
p=0.99, ng =0.001). We found main effects of solo/shared
avatar hand (F(1,25)=30.21, p<0.001, ng =0.547) and
hand directions (F(1,25)=10.44, p=0.003, r;g =0.295). The
post-hoc analyses showed that the score of the shared hand
was higher than the solo hand (t(25)=5.496, p<0.001), and
the score of the same direction was higher than the opposite
direction (t(25)=3.231, p=0.003).

The easiness of imitation was significantly higher with the
shared avatar hand than the solo hand, and higher with the
same-direction presentation than the opposite-direction pre-
sentation (Figure 3). Thus, the shared avatar hand and the
same-direction presentation were better than the own solo
hand and the opposite-direction presentation, respectively.

B. SPATIAL ERROR OF HAND MOVEMENTS

As a behavioral performance measure, we calculated the root
mean square error (RMSE) by comparing the teacher’s hand
movement and the participant’s (real) hand movement. Data
of three joints of 5 fingers (15 joints in total) were sampled
at 30 Hz, and the bending angle of each joint was calcu-
lated. Those data were averaged for each trial. We performed
two-way repeated-measures ANOVA (solo/shared hand x
opposite/same direction) with RMSE. The interaction was not
significant (F(1,25)=0.17, p=0.69, 77;2) = .0007). We found
a main effect of hand directions (F(1,25)=4.86, p=0.037,
77;2) = 0.163), but no main effect of avatar hand was observed
(F(1,25)=0.47, p=0.50, ng = 0.018). The post-hoc analysis
showed that the RMSE of the same direction condition was
larger than the opposite direction condition (t(25)=2.205,
p=0.037).

The RMSE was significantly less with the opposite
direction presentation than the same direction presentation
(Figure 4). Thus, the opposite direction presentation of the
teacher’s hand was better than the same direction presenta-
tion, irrespective of the avatar type (solo or shared avatar
hand). This is controversial compared with the subjective
ratings.

C. TIME DELAY OF HAND MOVEMENTS

As another behavioral performance measure, we calculated
the time-lag of which cross-correlation between the teacher’s
hand motion and the participant’s hand motion shows the
maximum value with limiting the lag range from -2 to 42 s.
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*%

—

Subjective Rating (1 - 7)

1 - *kk

Solo Shared Solo Shared
Opposite direction Same direction

FIGURE 3. Results of subjective ratings of usability. Data were plotted in
box plots with violin plots. A box indicates the range between Q1 (25%)
and Q3 (75%), the thick line in the box indicates the median (Q2), and a
set of whiskers indicates the maximum and minimum values. The solid
circle in the box indicates the average. A wide shape like a violin
represents probability distribution by a kernel density estimator.
#xp<0.01, * % *p<0.001.

Data of three joints of 5 fingers (15 joints in total) were
sampled at 30 Hz, the time-lag for the maximum correla-
tion was calculated for each joint and each trial, and aver-
aged with all joints for each trial. Positive time-lag shows
that the participant’s hand motion was delayed compared
to the teacher’s hand. We performed two-way repeated-
measures ANOVA (solo/shared hand x opposite/same direc-
tion) with the time lag. The interaction was not significant
(F(1,25)=0.04, p=0.85, ng = 0.002). We found a significant
main effect of avatar types (F(1,25)=7.50, p=0.011, 775 =
0.231), but no main effect of hand direction was observed
(F(1,25)=1.30, p=0.266, ng = 0.049). The post-hoc analysis
showed that the time lag with the shared hand was less than
the solo hand (t(25)=2.738, p=0.011).

The time delay of the participant’s movements was signif-
icantly less with the shared avatar hand than with the solo
avatar hand (Figure 5). Thus, the shared avatar hand was
better than the solo avatar hand, irrespective of the teacher’s
hand direction. This is basically consistent with the subjective
ratings for the shared avatar hand.
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FIGURE 4. Results of spatial error of hand movements. Data were plotted
in box plots with violin plots as same as in Figure 3. xp<0.05.

IV. DISCUSSION

We developed a virtual hand imitation system combining the
virtual shared (or co-embodiment) hand from the first-person
perspective with the teacher’s hand presented in front of
the learner and investigated the effects of the shared avatar
hand and the presentation direction of the teacher’s hand
on motor imitation performance and subjective impression
with regards to usability (easiness in imitation). The sub-
jective evaluation showed that the impression was better
with the shared avatar hand with the teacher’s hand presented
in the same direction compared to the own solo hand with the
teacher’s hand presented in the opposite direction. The spatial
error data showed that the opposite-direction presentation of
the teacher’s hand was better than the same direction pre-
sentation, irrespective of the avatar hand type. The temporal
delay data showed that the shared avatar hand was better than
the own solo avatar hand, irrespective of the hand direction
of the teacher.

The results of the subjective ratings and the temporal
aspect of motor performance supported the hypothesis, H1
(the shared avatar hand could improve the imitation over
the solo avatar hand). However, the spatial aspect of motor
performance was not significantly improved by the shared
avatar hand. According to Hagiwara et al., hand movement
of the participants deviates from each other as the shared
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FIGURE 5. Results of time delay of hand movements. Data were plotted
in box plots with violin plots as same as in Figure 3 and 4. +p<0.05.

avatar’s hand moves to a goal [28]. The same effect is shown
during motor learning [32]. Participants prioritize the motion
of the shared avatar over their own movements. Therefore,
the shared hand method might not be good for tasks requiring
spatial accuracy of one’s own (real) hand.

It should be noted that the fact that the delay is smaller
in the shared hand condition than in the solo hand condition
is not due to the methodological effect. The teacher’s virtual
hand was not affected by the participant’s hand movement,
and the movement of the teacher’s hand was identical in both
the shared and solo hand conditions. Moreover, we compared
the participant’s real hand movement, not the shared or solo
avatar hand movement, with the teacher’s hand movement.

As for H2 (the same direction presentation of the teacher’s
hand could provide better performance than the opposite
direction presentation), it was supported by the results of
the subjective ratings. However, the temporal aspect of
motor performance was not significantly improved by the
same-direction presentation and the spatial aspect of motor
performance was better with the opposite-direction presenta-
tion inconsistently with the hypothesis. In the same-direction
presentation, the detailed posture of the teacher’s fingers may
not be well observed by participants due to occlusion of the
back of teacher’s hand.
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We employed sign languages gestures as stimuli for motor
imitation because they include detailed movements with fin-
ger movements. Sign languages are visual languages with
manual articulation. Many students learn American Sign
Language in high schools, colleges, and universities [43].
Video materials are often used in addition to textbooks and
in-person lectures. A sign language learning system based
on two-dimensional image sampling with a convolutional
neural network has been developed [44]. A game-based
sign-language learning system has been developed, and it is
shown that the learning system is better than the traditional
face-to-face learning method [45]. It captures students’ hand
movements as three-dimensional data using Kinect motion
capture, compares them with teachers’ stored data, and pro-
vides feedback on similarity scores. With these methods,
students can learn sign language alone with appropriate feed-
back. Our shared avatar hand can be a potential application
for a sign-language learning system because the shared avatar
hand could improve subjective usability and time delay of the
motor imitation of detailed hand movements.

However, the focus of our current study was on the per-
formance of imitation, not on the motor skill learning pro-
cess. This is a limitation of the current study. In the future,
we should investigate the motor skill learning process of
detailed hand movements, which could contribute to devel-
oping a novel learning system for sign language or a skill
transfer system of manual arts and crafts.

The sample of participants in this study had a gender
and age bias, with the majority of participants being male
university students. Conducting future research with a more
diverse population, both in terms of gender and age, may yield
results that are more universally applicable [46].

In our study, movements of the participants were aver-
aged with pre-recorded movements of the teacher. Thus,
the teacher’s movements were not affected by the partic-
ipant’s movement. In contrast, previous studies on virtual
co-embodiment involved two persons interacting with each
other through the shared avatar [20], [21], [22], [28], [32],
[33], [34]. In our experiment, we pre-recorded the teacher’s
movements aiming for ideal movements that remain inde-
pendent from the participant’s performance. Our method has
an advantage in motor imitation when ideal movements are
well defined. However, it is not clear how mutual interaction
between a teacher and a learner in virtual co-embodiment
affects motor imitation. This is another limitation of our
study.

V. CONCLUSION

This is the first study to apply virtual co-embodiment to hand
and finger movements. Movements of a participant were aver-
aged with a teacher’s pre-recorded movements and presented
to the participant as a shared avatar hand. Participants were
asked to imitate the teacher’s hand that appeared in front of
them while observing their own avatar hand, which was either
a shared avatar hand (moving with average movements of the
participant and the teacher) or a solo avatar hand (full control
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for the participant), as accurately as possible. The subjective
usability and the spatial and temporal performances of motor
imitation were measured. The shared avatar hand improved
subjective usability and temporal delay of motor imitation.
When the teacher’s hand was presented in the same direction
as the participant’s own avatar hand, the subjective usability
improved. On the other hand, when the teacher’s hand was
presented in the opposite direction to the participant’s own
avatar hand (like face-to-face), the spatial accuracy of motor
imitation improved. These findings support the advantage
of using shared avatar hands for motor imitation tasks. The
shared avatar hand concept may contribute to developing
efficient learning systems for sign language and other skill
transfer systems for manual arts and crafts in the future.
Further research is needed to explore the effects of the shared
avatar hand on the motor learning process.
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