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ABSTRACT In Internet applications, there are more and more demands for geographic information
expression technology that integrates video surveillance information, but there are generally problems such
as camera position, direction, field of view and other parameters that are difficult to calculate accurately,
texture occlusion, etc., which seriously affect the fusion expression of 3D scenes and video information
Effect. To address the above problems, in this study, movable objects and trees are removed from the model
surface, and an enhanced representation framework is designed for the fusion of video and 3D WebGIS under
weak constraints. At the same time, the proposed method is verified and analyzed from three aspects: feature
point matching, line coincidence degree and occlusion effect. The experimental results show the following.
1) In terms of the feature point matching ability, the feature point matching ability of the proposed method
is 22.22% higher than that under strong constraints. 2) In terms of the occlusion effect, the proposed method
achieves a 74.12% reduction in the area of the occlusion area, which is 1.63% higher than the occlusion area
reduction rate after video projection under strong constraints. 3) In terms of the straight line coincidence,
the experimental results of the proposed method are significantly better than those obtained using the strong
constraints method. Both the length difference of the straight line with the same name and the relative offset
angle are smaller than the result of the method using the strong constraint conditions. Also, the FPS is
stabilized at about 30f/s during system operation with high rendering efficiency, which further proves the
feasibility and stability of this system. Experiments show that using the proposed method can reflect real
geospatial information, better enhance geographic information expression and be easy to implement, pro-
viding a valuable reference for the construction of applications such as real-world 3D models and smart cities.

INDEX TERMS Video fusion, enhanced representation, feature point matching, occlusion effects, linear
overlap.

I. INTRODUCTION information system (GIS) expression. In recent years, with

Geospatial information expression, the process of reproduc-
ing geospatial information, is an important research topic
in the field of geographic information science [1], [2], [3],
[4], [5] Geospatial information expression has evolved from
natural language descriptions and maps [6] to geographic
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the development of computer graphics, the combination of
video and 3D GIS has become a new way of expressing
geographic information [7], [8].

“Video + 3D GIS” integrates real-time monitoring video
stream data and 3D model data of a monitored scene. A video
screen can display the changes in the real scene in real
time and dynamically. However, due to the lack of spatial
positioning, the information expression is often not intuitive
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enough. A 3D model can accurately and truly reflect the
spatial characteristics of the real world [9], but it cannot
display the real-time changes in spatial objects and scenes.
The real-time nature of video streams and the spatiality of
3D GIS complement each other to achieve the consistency
of video scenes and 3D models in time and space, thereby
enhancing the geographic information expression effect.
Early researchers built prototype systems such as multi-
media GIS [10], geographic video [11] and video GIS [12],
[13] by describing the relationship between video frames and
geographic locations. In 1978, Lippman of the Massachusetts
Institute of Technology [14] proposed the combination of
video and GIS for the first time and developed a dynamic,
user-interactive hypermedia map. Subsequently, the research
on the combination of video and GIS gradually deepened.
Milosavljevic et al. [15] and Sourimant et al. [16] used aug-
mented reality technology to register surveillance video data
with geospatial data and realized the superposition of video
and 3D GIS data. Kim et al. [17] and others extracted the
dynamic information from a video to enhance the visual
expression of dynamic scenes in Google Earth but lacked
the combination of video and 3D GIS. In recent years,
researchers have focused on the fusion of projected video
images and geographic scenes [18], [19]. By constructing
image-geospatial mappings [20], a method for organizing
geographic video scene data fusion based on a spatialized
model of the camera has been developed. Sebe et al. [21]
and others projected video images as dynamic textures to
3D models and proposed the augmented virtual environ-
ment (AVE) concept. Binghu et al. used the Skyline 3D
GIS platform software to propose a 3D ground image video
surveillance solution that combines a video surveillance sys-
tem with 3D GIS and developed a prototype system for
3D ground-influenced video surveillance [22], [23]. How-
ever, its enhanced virtual environment is composed of simple
planes, which is quite different from the real world, and
depth information cannot be considered at the same time.
Gang [24] proposed an algorithm for real-time registration
of PTZ camera video and 3D model data and developed a 3D
visualization system for video texture mapping. Lim et al [25]
proposed inverse projection, a novel projection texture map-
ping technique for drawing decals directly onto the texture
of 3D objects. Xu et al. [26] mapped the dynamic foreground
objects and tracking trajectories in an image space to the geo-
graphic space through a deduced mapping model, realizing
the organic integration of surveillance video and geographic
information. Zexi et al. [27] designed an algorithm based on
the principle of texture mapping to solve the problem of
occlusion penetration caused by insufficient image depth
information. Sen et al. [28] developed a video surveillance
command and management system based on GIS technol-
ogy, which enables users to interact with the real scene, and
can effectively solve the spatial discrepancies in multi-point
surveillance; Wang et al. [29] proposed a real-time fusion
method of multiple videos and 3D real scenes based on
optimal viewpoint selection, and the overall effect of the
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TABLE 1. Video GIS related research progress.

Research
Fusion of geographic information into
video-based target tracking algorithms
for vehicle tracking with the help of
GIS
Developed a video surveillance
[28] command and management system
based on GIS technology
Effective correlation between 2D
surveillance video and real 3D
[41] environment, applied to construction
and project management of nuclear
power projects.
Extending the integration of GIS and

Types Literatures

[46]

Application
Analysis

[45] video to multiple cameras gives it a
wider range of application scenarios
[2] The mapping model was constructed

A real-time fusion method of multiple
videos and 3D real scenes based on
optimal  viewpoint  selection s
proposed
A Video Surveillance  System
Methodology  [22-23] Combined with 3D GIS for 3D Ground
study Image Video Surveillance Methods
Two integration models are defined:
GIS-enhanced video and video-
enhanced GIS, and the implemented
prototype system is the basis for
analyzing a realistic system based on
the integration of GIS and video.
Assuming that the ground is flat, the
elevation is assigned to 0, and the
spatial localization of the video image
is accomplished by calculating a single
response matrix with four or more pairs
of points of the same name.
An algorithm based on the principle of
texture mapping is designed to solve
the occlusion penetration problem due
to insufficient image depth information
Projection Texture Mapping
Technology

[29]

[44]

[26]

Related
Technologies

[27]

[40-44]

realized multi-video and 3D real scene fusion system is better,
while the algorithm is less time-consuming and the rendering
efficiency is high. However, the above research is mostly
based on traditional desktop GIS software, and it is difficult
to expand application to a network environment. At present,
in the internet environment, there is an increasing demand for
the application of geographic information expression tech-
nology that integrates video surveillance information, such
as digital twins and meta-universes, and the application of
“video + 3D WebGIS” has gradually become an important
form of network geographic information systems. Video GIS
related research progress is shown in Tab.1.

In summary, existing research on “Video + 3D GIS”
mainly uses the principle of projection texture mapping to
map video to the video area of a 3D model in the form of tex-
ture. However, in the texture mapping the structure of the 3D
model may block the video screen. There are also problems
such as difficulty in accurately calculating camera position,
direction and field of view required parameters for the com-
bination of video and 3D GIS, resulting in a poor video
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information and 3D space scene fusion effect. Additionally,
there is little related Web client application-level research
and technical practice. To solve these problems, this study
eliminates movable objects and trees from the model surface
when the 3D space model is constructed. On this basis, using
the open source CesiumJS WebGIS platform [30], [31] a
set of geographic information enhanced expression frame-
works for the fusion of video and 3D WebGIS under weak
constraints is designed. This study has certain reference sig-
nificance for improving the construction effect of simulated
geographic scenes in the internet environment, enhancing the
spatiotemporal information expression ability, and promoting
the construction of 3D China models in real scenes and
in-depth smart city applications. In addition, the integration
of video and 3D GIS helps to overcome the application limi-
tations of the lack of correlation of the traditional monitoring
screen, realizing the overall grasp of the security situation of
the monitoring area, and at the same time helps to realize the
measurement, query and statistics of the target, improving
the comprehensive management and analysis capability of
monitoring and expanding the scope of application.

Il. DATA AND METHODOLOGY

A. DATA ACQUISITION AND PROCESSING

The ideal scene for fusing video and 3D models is a spa-
cious, clean or open space area, such as building lobbies,
hallways, plazas or courtyards that are less prone to plants,
clutter and cover. The structure of a 3D model should be
as accurate as possible so that the video and 3D model can
be better matched. Many existing 3D modeling methods can
meet this requirement, such as CAD-based interactive mod-
eling [32], [33], close-range photogrammetry [34], motion
structure [35], 3D laser scanning [36] and oblique photog-
raphy [37].

This study uses UAV oblique photography technology to
collect on-site data, Context Capture 2018 software to real-
ize preliminary modeling, and Dp Modeler V2.3 software
to correct the 3D model details. At the same time, under
the premise of not affecting the overall effect of the model,
movable vehicles, trees and other factors that may affect the
projection effect appearing in the 3D model video area are
eliminated. The 3D model surface of the video coverage area
is optimized and a 3D model foundation for the fusion of
“video + 3D WebGIS”™ is provided. The test site used in this
study is a corner of the library on the west campus of the
Shandong University of Technology. The specific technical
process is shown in Fig. 1.

In Fig.1, aero triangulation refers to the use of a rigorous
mathematical model based on the image points measured on
the image film, according to the principle of least squares,
using a small number of ground control points as the lev-
eling conditions, and solving for the ground coordinates of
the control points required for the map on an electronic
computer. Camera output imaging position and attitude are
subject to error, aero triangulation is to re-solve the camera
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imaging position and attitude with the goal of minimizing the
reprojection residuals. TIN refers to an irregular triangulation
network, which is a network composed of a series of irregular
triangles. In the construction of 3D model, TIN is used as
the basic surface element to construct the 3D model, which
“glues” all kinds of feature elements of the whole scene
together to form the “model surface”.

B. ENHANCED EXPRESSION METHOD UNDER STRONG
CONSTRAINTS
“Video + 3D Webgis” projects a video composed of individ-
ual frames into a virtual 3D network geographic information
system scene, geographically registering each video frame to
realize georeferencing of the entire video. The geographic
registration of video frames mainly depends on the informa-
tion of the camera viewpoint when capturing the video. The
camera viewpoint data constitute a viewpoint model, which
depends on the longitude, latitude, height, yaw angle, pitch
angle, field of view angle and projection distance parameters.
These parameters can determine the position, direction and
field of view of the camera view in 3D space. After obtaining
the corresponding view model, the video texture is mapped
to the 3D geographic scene using projection texture mapping
technology

The geographic video enhancement expression effect
depends on the accuracy of the camera parameters. When
the camera viewpoint information is known or can be accu-
rately estimated, it is called a strong constraint. The enhanced
expression under strong constraints needs to go through the
following steps: 1) convert the camera viewpoint information
in the real world into the camera viewpoint information in
the virtual environment, that is, camera pose estimation; 2)
use the obtained camera viewpoint information to calculate
the camera model-view matrix and projection matrix, and
at the same time calculate the fragment texture coordinates
corresponding to the vertices of the model surface; 3) per-
form occlusion detection on the 3D model and construct the
viewpoint frustum of the virtual 3D scene; 4) in the frag-
ment shader, transform the scene into the pixels seen on the
screen using fragment rasterization [38], [39]. The HTMLS5
<video> tag is used to read local video data in the Web
environment, and the technical process is shown in Fig. 2

1) VIDEO GEOGRAPHIC MAPPING MODEL

To combine a video with a 3D model, external camera
parameters must be referenced, and to describe the camera
view, a suitable video geomapping model must be estab-
lished, namely, an observer viewpoint model. The observer
viewpoint model is determined using parameters such as
the camera position (latitude, longitude, and altitude), direc-
tion, and field of view. The camera orientation is deter-
mined by three parameters, where each parameter represents
an angle of rotation around an axis. These three angles
are the heading, pitch and roll. Rotations are defined in a
right-handed coordinate system, with the rotation about the
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FIGURE 1. 3D model construction flow chart.

z-axis is the heading, the rotation about the y-axis is the
pitch, and the rotation about the x-axis is the roll, with all
rotations specified in a clockwise direction. If we align the
coordinate center with the camera position, with the z-axis
pointing toward the Earth’s center and the x-axis pointing
toward the geographic North Pole, we can use the described
model to specify the camera orientation in geographic space.
In this case, the rotation around the z-axis represents the
azimuth.

When the video surveillance camera is geo-aligned, the
first three parameters (lat, lon, alt) of the camera viewpoint
are constant for the camera at a fixed position and are deter-
mined during camera installation. The video geomapping
model is shown in Fig. 3. The image is formed by projecting
the real-world coordinates (lat;, lon;, altj) onto the image
plane (uj, vi).

These parameters represent the parameters of the simu-
lated camera viewpoint in geospatial space, which represent
the camera position and attitude information and the real
geographic information after mapping, respectively, and the
specific parameters are described in Table 2. The param-
eters of simulating the camera viewpoint in geographic
space are shown in Tab.2. The camera parameters calculated
in this experiment are: the geographical coordinates (lon:
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Results model

TABLE 2. Parameters used to simulate the camera viewpoint in
geographic space.

Parameter  Unit Range Description
lon ° [-180,180]
lat ° [-90,90] Geographical coordinates
alt m [-00,+00]
. o Visual cone horizontal (z
heading [0,360] axis) rotation angle
. o Visual cone horizontal (y
pitch [-180,180] axis) rotation angle
roll o [-180,180] Vl_sual cone horizontal (x
axis) rotation angle
fov o [0,180] oHpoerIlli(j)gtal angle of vision
S m [0,+0] Distance from near cutting

face to far cutting face

117.9931246°, 1at: 36.8081395°, alt: 56 m), heading (98.5°),
pitch (-37.8°), roll(24.4°), S (65 m), and fov (34.1°).

2) PROJECTION TEXTURE MAPPING

Projection texture mapping is a well-established method for
automatically generating texture coordinates [40], [41], [42].
In 1992, Segal et al. first proposed the projection texture
mapping technique, which is used to project texture images
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FIGURE 3. Schematic diagram of video frame geomapping using the seven video geomapping model

parameters.

or video images into a 3D scene [43]. It is similar to using a
projector to project a slide onto a wall [44].

In this method, the coordinates of the model vertices and
the coordinates of the image texture correspond in real time
through the parameter settings such as the viewpoint matrix
and the projection texture matrix. When calculating the
texture coordinates using projection texture mapping, each
model vertex is first converted from the model coordinate sys-
tem to the camera coordinate system through the model-view
matrix and then converted to the world coordinate system
through the camera view inverse matrix. It is then transformed
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to a projected coordinate system according to the projected
view matrix and then converted to the clipping coordinate
system through the projection matrix. Finally, the obtained
projection vertex coordinates are normalized to the [0, 1]
interval to obtain the projection texture coordinates. The cal-
culation process is shown in Fig. 4.

Fig. 4 shows the conversion between different coordinate
systems through operations such as rotation, translation, and
scaling. Among them, the model coordinate system is the
object coordinate system, which is defined when the model is
created, and the origin of the coordinate system is the center
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FIGURE 4. Projection texture coordinate transformation.

of the model. The camera coordinate system can be regarded
as a special right-handed object coordinate system coordinate
system, defined in the visible area of the camera with the
camera position as the origin. The clipping coordinate sys-
tem defines the visible part of an object on the projection
plane, and the part other than the viewing frustum will be
automatically removed according to the clipping coordinates.
The texture coordinates are the mapping relationship between
the texture and the graphics. Each vertex in the graphics has
a texture coordinate associated with it, indicating that the
vertex needs to read the data of the texture image from this
position. The value range of texture coordinates is in the [0,1]
interval; therefore, the clipped vertex coordinates need to be
normalized.

C. VIDEO ENHANCEMENT EXPRESSION METHOD UNDER
WEAK CONSTRAINTS
A 3D scene can completely restore the real world to a vir-
tual environment, and the key issue in the fusion of video
images and 3D scenes is registering the video images with the
same-named points in the scene and establishing a one-to-one
point-to-point mapping relationship. That is, the coordinates
of each video image pixel are converted from the local coordi-
nate system to the frustum clipping coordinate system. Based
on this, we can restore the spatial position and attitude of
the camera in the virtual 3D environment and simulate the
viewing frustum of the camera lens. Finally, the 2D videos
were dynamically fitted to the 3D model using the dynamic
texture mapping method. The principle is shown in Fig. 3.
The camera view in 3D space is completely determined by
the position, direction, and field of view camera parameters,
but it is very difficult to accurately measure these parameters
because some parameters are missing or inaccurate, which
constitutes the so-called weak constraints. The difference
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between strong constraints and weak constraints lies in the
determination of camera parameters in the video geographic
mapping model. The camera parameters are important factors
in video fusion and will have a greater impact on the accuracy
and effect of the video fusion. In practical applications, prob-
lems such as the inability to determine the camera location
and model are often encountered. At this time, camera param-
eters can only be extracted by analyzing the video captured by
the camera. To minimize the error and improve the expression
effect and accuracy of video enhancement, this study designs
a dynamic parameter adjustment framework for the fusion
of video and 3D WebGIS under weak constraints based on
CesiumJS open source products [38], [39]. When the camera
parameters are difficult to accurately estimate, the frustum is
used to obtain the projection range on the 3D data surface,
and the mouse is used to select the camera position in the 3D
model area loaded in the 3D virtual environment to obtain the
viewpoint coordinates. HTML, JavaScript, projection texture
mapping and other technologies are used to design dynamic
adjustment modules for parameters such as the horizontal
angle, pitch angle, yaw angle, projection range, and vertical
angle. At the same time, the framework supports multivideo
projection, and users can view surveillance videos in different
areas. The framework design interface is shown in Fig. 5.
The dynamic parameter adjustment framework for the
fusion of video and 3D WebGIS under weak constraints aims
to solve the problem of establishing the spatiotemporal corre-
lation between surveillance video and virtual 3D scenes when
the camera parameters and the real-world camera viewpoint
information position cannot be accurately measured. This
study uses image processing technology to roughly estimate
the camera parameters. By performing feature extraction,
feature matching and relative pose estimation on the feature
points in an image, these estimated parameters are used as
the initial virtual camera parameters in the video fusion.
The initial parameters are used to establish the projection
relationship between the video image and the model texture,
which is projected it onto the 3D video model in the scene
in real time. Then the parameters of the virtual camera are
adjusted using the proposed dynamic parameter adjustment
framework to make the fused image match the actual image
as much as possible. The main steps include: (1) using the
dynamic parameter adjustment framework to preliminarily
determine the camera position information in the virtual 3D
environment using the mouse or selecting the current viewing
angle; (2) using image processing technology such as the
SIFT algorithm to detect the feature point information in the
video frame image and the virtual 3D environment image to
perform feature point matching and camera pose estimation;
(3) convert the attitude information into a virtual 3D space
attitude value; (4) use the converted attitude value and the
information obtained in step (1) to calculate the model-view
matrix and projection matrix of the camera in the 3D space;
(5) use the model-view matrix and projection matrix to calcu-
late the cone structure of the camera in the 3D space; (6) use
the model-view matrix and projection matrix to render and
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FIGURE 5. Video and 3D WebGIS dynamic parameter adjustment design interface under weak constraints.

fuse the scene depth information under the camera viewpoint;
(7) carry out fragment texture, rasterization and coloring pro-
cessing on the graphics card, and finally convert to the pixels
seen on the screen; (8) use the dynamic parameter adjustment
framework to optimize the video projection effect by adjust-
ing the virtual camera viewpoint position, projection distance,
projection horizontal angle, vertical angle, yaw angle and
pitch angle parameters to make the fused video frame image
match with the video 3D model as much as possible; and
(9) after adjusting the fusion effect, determine the final
viewpoint coordinates and camera parameters through the
dynamic parameter adjustment framework. Among them, the
video and 3D model fusion in this study is completed using
the CesiumlJS open source framework, whose API rendering
process is shown in Fig. 6, where Matrix4 represents a 4 by
4 matrix, Matrix4.multiply is used to compute the product of
two matrices, Matrix4.inverse is used to compute the inverse
of the provided matrix, and Matrix4.fromUniformScale is
used to compute an instance of Matrix4 that represents a
uniform scale; Camera. inverseViewMatrix is used to get the
inverse of the view matrix, Camera: ViewMatrix is used to get
the view matrix; Classification Primitive is the base class in
Cesium for rendering video frames with a model, which can
be ground- or model-attached in character.

IIl. EXPERIMENTS AND RESULTS ANALYSIS

This study takes a corner of the library on the west campus
of the Shandong University of Technology as an example
to carry out related experiments. Cesiumlab V3.0.3 software
is used to complete the format conversion of the oblique
photographic model. The hardware and software environment
parameters of the experiment are as follows: the graphics
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card is an NVIDIA GeForce GTX750 Ti, the running mem-
ory is 8 GB, the operating system is 64-bit Windows 10,
and the browser is Chrome 106.0.5249.119 (ordinary ver-
sion). The experiment is carried out on a CesiumJS 2D and
3D integrated open source WebGIS platform based on the
WebGL protocol. In this study, the constructed 3D model
is placed in the Cesium scene according to the geographic
coordinates (latitude, longitude, and altitude), and a simple
virtual reality environment is created. Model loading and
video projection are realized on the Web side. The final effect
is shown in Fig. 7. To verify the feasibility and practicality of
the proposed method, we conducted a series of comparative
experiments on the expression effect of geographic infor-
mation fused with “Video + 3D WebGIS” under different
constraints, including feature point matching analysis, line
coincidence analysis and occlusion effect analysis.

A. FEATURE POINT MATCHING ANALYSIS
In this study, 18 relatively obvious feature points are selected
to carry out the feature point matching analysis experiment.
Tab.2 shows the latitude and longitude coordinate informa-
tion from the feature points in the virtual 3D scene, the feature
points corresponding to the video frame projection under
strong constraints and the feature points corresponding to the
video frame projection under weak constraints. The feature
point matching effect is analyzed by comparing the point
offset of the feature points under strong and weak constraints
relative to the same feature points in the virtual 3D scene
and the distribution of feature point locations under different
conditions is shown in Fig.8.

According to Tab.3, feature point shifts exist in both
the enhanced expression under strong constraints and the
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FIGURE 6. “Video + 3D WebGIS" rendering flow based on CesiumJS.

FIGURE 7. “Video + 3D WebGIS” enhanced expression effect using the
proposed method.

dynamic tuning method proposed in this paper under weak
constraints. The 5 groups of values (latitude, lot) in the table
are the same in all three (virtual 3D scene, strong constraints
and weak constraints) is no offset phenomenon situation,
indicating that the strong and weak constraints video frames
and the 3D model are fully fused with the state, which is due
to the closer projection effect is better. Therefore, we divide
the offset into four different intervals according to the size
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and take the larger longitude and latitude offset value as the
standard. Fig. 9 shows the number of feature points in each
offset interval under the different methods. Strong constraint:
13 feature points are offset, among which the number of
feature points with an offset within 0.000002 is 4, the num-
ber of feature points with an offset between 0.000002 and
0.000005 is 3, the number of feature points with an off-
set between 0.000005 and 0.000010 is 3, and the number
of feature points with an offset greater than 0.000010 is
3. Weak constraint: 12 feature points are offset, among
which the number of feature points with an offset within
0.000002 is 5, the number of feature points with an offset
between 0.000002 and 0.000005 is 4, the number of feature
points with an offset between 0.000005 and 0.000010 is 2,
and the number of feature points with an offset greater than
0.000010 is 1. In this study, an offset within 0.000005 is
defined as the normal offset range, and the feature points
within the normal offset range and no offset feature points
are uniformly regarded as matching feature points. Through
calculation, the matching degrees under strong constraints
and weak constraints are 61.11% and 83.33%, respectively,
and the matching degree of feature points under the proposed
weak constraint dynamic parameter adjustment method is
22.22% higher than that under strong constraints.

B. LINEAR COINCIDENCE ANALYSIS
The straight line coincidence analysis experiment includes
two parts: length change and offset angle change, and the
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FIGURE 8. Virtual 3D scene and distribution of homonymous feature point locations after projection of video frames under strong and weak constraints.
(a) Feature points in virtual 3D scene; (b) Homonymous Feature Points Projected by Video Frame under Strong Constraints; (c) Homonymous Feature
Points Projected by Video Frame under Weak Constraint.
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FIGURE 9. The number of feature points in different offset ranges under different methods.

results are shown in Tab.3. In this study, eight sets of epony-
mous straight line data are collected under virtual 3D scene
conditions, strong constraint conditions, and weak constraint
conditions, and the straight line overlap is analyzed using the
straight line length difference and relative offset angle. Fig. 10
shows the distribution of eponymous straight lines under the
different conditions.

The length in Tab.4 indicates the length of the line, and
the angle indicates the geographic azimuth to which the line
points, such as A— B. The relative offset angle is the absolute
value of the difference between the geographic azimuth of
the corresponding line under the strong and weak constraints.
We define the coincidence degree of a straight line whose
relative offset angle is in the [0, 1] degree interval and the
length difference is in the [0, 1] meter interval as excel-
lent, and other intervals are defined as good. The results
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are calculated separately and shown in Fig. 11. Fig. 11(a)
shows the distribution of the relative offset angles and length
differences of eight groups of lines with the same name under
different constraints, where the left vertical axis represents the
length difference, represented by a bar charts, and the right
vertical axis represents the relative offset angle, represented
by a line charts. It can be seen that the relative offset angles
and length differences are smaller than those obtained under
the strong constraints using the proposed dynamic tuning
method. Fig. 11(b) shows the percentage of excellent and
good rates of the eight groups of linear overlap with the
same name under different methods. Among them, under
strong constraints, the excellent and good rates are 12.5% and
87.5%, respectively, and under weak constraints, the excel-
lent and good rates are 37.5% and 62.5%, respectively. The
results obtained using the proposed dynamic tuning method
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TABLE 3. Virtual 3D and video frame projection corresponding feature point coordinates.

Point Virtual 3D Scene Strong Constraint Conditions Weak Constraint Conditions
Number longitude (°) latitude (°) longitude(®) latitude(®) longitude(®) latitude(®)
1 117.993286° 36.808192° 117.993286° 36.808192° 117.993286° 36.808192°
2 117.993282° 36.808169° 117.993282° 36.808169° 117.993282° 36.808169°
3 117.993278° 36.808132° 117.993280° 36.808133° 117.993277° 36.808132°
4 117.993269° 36.808095° 117.993274° 36.808094° 117.993270° 36.808095°
5 117.993267° 36.808074° 117.993267° 36.808074° 117.993267° 36.808074°
6 117.993313° 36.808195° 117.993315° 36.808197° 117.993313° 36.808195°
7 117.993337° 36.808185° 117.993339° 36.808186° 117.993337° 36.808185°
8 117.993337° 36.808202° 117.993334° 36.808202° 117.993336° 36.808202°
9 117.993340° 36.808125° 117.993342° 36.808127° 117.993339° 36.808127°
10 117.993348° 36.808062° 117.993362° 36.808061° 117.993353° 36.808065°
11 117.993332° 36.808070° 117.993336° 36.808070° 117.993335° 36.808070°
12 117.993320° 36.808077° 117.993328° 36.808077° 117.993323° 36.808077°
13 117.993305° 36.808085° 117.993305° 36.808085° 117.993305° 36.808085°
14 117.993554° 36.808106° 117.993554° 36.808106° 117.993534° 36.808108°
15 117.993459° 36.808113° 117.993478° 36.808113° 117.993467° 36.808114°
16 117.993399° 36.808119° 117.993413° 36.808120° 117.993402° 36.808120°
17 117.993585° 36.808101° 117.993595° 36.808106° 117.993593° 36.808101°
18 117.993636° 36.808096° 117.993627° 36.808099° 117.993637° 36.808097°

FIGURE 10. Virtual 3D and video frame projection corresponding to the spatial distribution of straight lines. (a) Virtual three-dimensional middle line; (b)
Corresponding line of video frame projection under strong constraint condition; (c) Corresponding line of video frame projection under weak constraint
condition.

TABLE 4. Analysis results of the overlap between virtual 3D and video frame projection corresponding to straight lines.

Virtual 3D Scene

Strong Constraint Conditions

Weak Constraint Conditions

Line Length Arlgle Line Length Length Anogle Rglgftslevte Line Length Length Ar:)gle RS?ftsge
(m) ©) m G ), m  Gpm ),

AB 1.82 170.3 AlBl1 1.84 0.02 168.6 1.7 A2B2 1.82 0 170.3 0

AC 1.85 250.1 AlCl1 1.83 0.02 249.1 1 A2C2 1.85 0 249.7 0.4

DK 27.15 97.3 DIKl1 31.15 4 96.8 0.5 D2K2 28.58 1.43 972 0.1

DF 7.94 189.5 DI1F1 7.92 0.02 185 45 D2F2 7.94 0 186.1 3.4

EL 27.15 973 E1L1 31.15 4 96.8 0.5 E2L2 28.58 1.43 972 0.1

GH 4.78 121.9 G1H1 5.13 0.35 120 1.9 G2H2 491 0.13 121.1 0.8

I 7.94 189.5 11J1 8.03 0.09 186.7 3.4 12)2 7.94 0 186.3 32

KL 3.97 189.5 KIL1 4.27 0.3 184.2 5.3 K2L2 3.99 0.02 184.3 52

under the weak constraints are significantly better than those
obtained using the video projection method under the strong
constraints.

C. OCCLUSION EFFECT ANALYSIS

In this study, we analyze the masking effect of different meth-
ods by studying the size of the projected area that is masked
after video projection. Fig. 12 shows a 3D geographical scene
after video projection using different methods before and
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after model optimization. In Fig. 12, (a) and (b) and (c) and
(d) show the effect of “Video+3D WebGIS” before and after
model optimization under strong and weak constraints, the
blue boxed area in Fig. 12 is the study area i.e. the video
projection area with the same area, where A, B and C are the
occluded areas.

An area measurement tool was used to measure the area
of the selected area, and the results before and after model
optimization under the different methods were obtained as
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FIGURE 11. Straight line overlap analysis chart. (a) The deviation of each index under different constraints of the same line; (b) The proportion of
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FIGURE 12. Occluded effect.

shown in Tab.4. By calculating the data in Tab.4, we obtain
the results of the shaded area for different cases, as shown
in Fig. 13. In Fig. 13, the drop rate of the occlusion area is
the drop rate of the occlusion area that is projected using the
proposed method and the strong constraint condition method
after model optimization. The occlusion area difference is the
occlusion area difference after the video projection under the
strong constraints method and the proposed method before
and after model optimization. The left side of the dotted
line in the figure represents the rate of decrease in occlusion
area, and the right side of the dotted line represents the
difference of occlusion area. We found that before model
optimization, the occlusion area after video projection using
the proposed method was reduced by 27.39 m? compared to
the strong constraint method, and after model optimization,
the occlusion area after video projection using the proposed
method is reduced by 17.57 m? compared to the strong
constraint method. After model optimization, the occlusion
area after video projection using the proposed method and the
strong constraints method decreased by 74.12% and 72.49%,
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TABLE 5. Statistics of the occluded area of video frame projection before
and after model optimization using the different methods.

Before and Area of A Areaof B Areaof C
Method after model region region region

optimization (m?) (m?) (m?)
Strong Before 7027 5.85 567.02
Constraint optimization
Conditions Optimized 70.27 0 106.67
Weak Before 80.84 7.56 52735
Constraint optimization
Conditions Optimized 80.84 0 78.53
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FIGURE 13. Obscured area analysis result chart.

respectively. As a result, the decreased occluded area in the
experimental area improved by 1.63% after the video projec-
tion is realized using the proposed dynamic parameter tuning
method under the weak constraint. In addition, from a visual
point of view, the video projection occlusion problem imple-
mented using the proposed method is significantly improved.

In addition, we monitored the stability of the system using
the method of this paper in this experimental environment,
and obtained that the FPS is stable at around 30f/s when
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model rendering and video projection are carried out on the
Web side, which further proves the feasibility and stability of
this system to meet the user’s needs.

IV. CONCLUSION

This paper addresses the common problems involved in inte-
grating video and 3D WebGIS applications due to difficulties
accurately calculating parameters such as the camera posi-
tion, orientation and field of view and video images obscured
by 3D model structures in texture mapping by adopting a
process of eliminating movable objects and trees on the
model surface during 3D model construction. Based on this,
a set of geographic information enhancement representation
frameworks for video and 3D WebGIS fusion under weak
constraints was designed using the open source WebGIS
platform CesiumlJS. In this study, we conducted a compar-
ative experiment of geographic information enhancement
expression by fusing “Video + 3D WebGIS” using different
methods and verified the feasibility and practicality of the
proposed method in terms of feature point matching, linear
overlap and evaluation of the occlusion effect. The experi-
mental results show that the feature point matching ability
of the proposed method is 22.22% higher than the feature
point matching ability under the strong constraint. In terms of
the occlusion effect, the proposed method achieves a 74.12%
reduction in the occluded area, which is 1.63% better than
the reduction rate of the occluded area after video projection
under the strong constraint, somewhat solving the projection
occlusion problem when matching the video with the model.
In terms of the straight line coincidence, the results obtained
experimentally using the proposed method are better than
those using the strong constraint condition method, with
smaller length changes and relative offset angles for the same
lines. From the perspective of visual perception, the proposed
method can display geospatial information more realistically
and effectively and improve the information display effect.
Also, the FPS is stabilized at about 30f/s during system oper-
ation with high rendering efficiency, which further proves the
feasibility and stability of this system.

In summary, this paper implements a video information
fusion expression method and framework based on weak
constraints under an open source CesiumJS WebGIS platform
framework, which somewhat solves the problem of poor
“Video + 3D geographic scene” fusion expression caused
by the inability to obtain accurate camera position parameters
and video projection occlusion and achieves the purpose of
optimizing the geographic information expression effect by
dynamically adjusting the video projection parameters, which
has strong practicality and provides a valuable reference for
the construction of real 3D models and smart city applica-
tions.
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