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ABSTRACT The student’s high dropout rate is a severe issue in online learning courses. As a result,
it is creating concerns for academics and administrators in the field of education. A practical method
of preventing dropouts is predicting students’ likelihood of dropping out. This study uses an explainable
factorization machine and deep-learning approach to predict students’ dropouts with two datasets, namely
HarvardX Person-Course Academic Year 2013 De-Identified and MOOC datasets. With the solvable
approach, the aim is to enable the interpretation of the predictive models to produce actionable insights
for related online educational interventions. This approach creates a DeepFM-based prediction model for
student dropout, which entails multiple processes, including data preparation, feature engineering, model
construction, training, assessment, and deployment. Moreover, the DeepFM design combines a factorization
machine with DNN models to forecast student dropouts. It examines performance metrics, including recall,
F1 score, accuracy, precision, and AUC-ROC. After ten iterations and 64 batches, the DeepFM model
accurately predicted student dropout from online courses with a 99% accuracy rate on validation data.
It also outperformed other techniques because of its capacity to capture complicated non-linear connections
between features, combine dense and sparse information, and consider the unique properties of online
learning. This study illustrated using an explainable factorization machine learning and DNN approach called
DeepFM to interpret the underlying reasons for predicting students’ dropout from online classes. Moreover,
this approach has the potential to be extended to additional Massively open online courses (MOOC) datasets
to assist educators and institutions in identifying at-risk students and providing targeted interventions to
enhance their learning results.

INDEX TERMS Student dropout, online class, DeepFM model, deep-learning, deep-neural networks,
machine-learning.

I. INTRODUCTION

Online learning has grown significantly in popularity in
recent years and now provides students all around the world
with flexible learning choices [1]. The high student dropout
rate is one of the difficulties online educational systems
confront. Student dropout impacts individual students, edu-
cational institutions, and online course providers, who are
severely concerned [2]. However, the lesser binding force of
MOOCs compared to the conventional classroom has led to
a waste of educational resources as many students have left
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their courses due to internal or external circumstances [3].
Researchers have concentrated on the study of MOOC learn-
ers’ dropout behavior prediction to lessen the occurrence of
this phenomenon, with the hope of accurately identifying
those students who are at risk of dropping out and taking
proactive steps to help them continue learning to increase
the course completion rate [4]. Therefore, in the realm of
MOOC big data analytics [5] and educational data mining
research [6], forecasting MOOC learners’ dropout likelihood
based on learning behavior has become a hot issue [7].
Academics have proposed several models based on empir-
ical research to explain the factors contributing to online
learners’ loss and attempt to reduce the drop-out rate by
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FIGURE 1. Framework of predictive model for student dropout in online class.

mitigating negative characteristics while improving positive
features overall [8]. However, because there are significant
individual variances among learners, macro-level develop-
ment initiatives frequently fail owing to a lack of specificity.
Understanding the numerous variables connected to dropping
out is the foundation for lowering dropout rates [9]. The key
to reducing dropout rates is to use these indicators to identify
students who are likely to drop out and to put focused reten-
tion initiatives in place before students start showing drop-out
signs. In this study, an ML approach is employed to create
prediction models that are then trained with fresh data using
data from the information systems of online education institu-
tions [10], [11]. After training, the produced prediction model
samples might be used to forecast future dropout behavior.
Using this strategy, online education institutions may identify
potential dropouts early and implement retention strategies
before the dropout behavior manifests itself. It will help in
lowering the dropout rate [12].

It is essential to comprehend the causes of student dropout
in online courses to develop efficient intervention techniques
and raise retention rates. Both conventional statistical models
and machine learning strategies have been used to deal with
this issue. Researchers have been looking into the issue of
MOOC students quitting school. To create prediction models,
several studies employed conventional classification tech-
niques, including logical regression (LR) [13], [14], [15],
KNN [14], and SVM [15], [16], [17]. Based on course
data, [16] extracted 19 features from the click stream,
homework test, and forum behavior perspectives. They then
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built a sliding window model in conjunction with a machine
learning algorithm to dynamically predict the dropout rate of
students. To predict students’ dropout behavior in the upcom-
ing weeks, [15] extracted 19 student behavior characteristics
from click stream data that could be represented as single
real numbers. They then applied extensive logical regression
and linear SVM methods and came to the conclusion that
including forum data can significantly increase prediction
accuracy [14]. To build a Gradient Boosting Decision Tree
model to predict the likelihood of students quitting school in
the next 10 days, [17] enrollment feature. Other researchers
predicted dropout behavior using neural network techniques
like CNN [6], [18] and LSTM [19], [20]. These methods,
however, frequently need to adequately capture the intri-
cate linkages and non-linear patterns seen in educational
data.

Figure 1 depicts the structure of a prediction model for
student dropout in online classrooms, which uses two distinct
datasets: the HarvardX Person Course dataset and the MOOC
dataset. Based on the information provided at enrolment,
the dropout forecast was computed. In addition to making
predictions, a machine learning model is interpreted using
the DeepFM model’s DNN and cutting-edge interpretable
machine learning approaches. The model is then adjusted,
and after passing the assessment criteria, it is finished. Then,
the proposed model is contrasted with currently used tech-
niques like RF and a selected distance feature. Finally, a pre-
diction model for student dropout in online classrooms is
developed.
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This paper suggests a novel DeepFM-based prediction
model for online course dropout. DeepFM stands for Deep
Factorization Machine, which combines the advantages of
deep neural networks and factorization machines. This hybrid
model enables more precise predictions of student dropout by
incorporating both linear and non-linear connections between
features. The primary goal of this project is to develop a
system for early intervention that can recognize students who
are in danger of dropping out and offer prompt assistance
to stop their disengagement. The proposed model attempts
to improve the precision and dependability of dropout pre-
dictions in online education by utilizing deep learning and
factorization techniques.

The DeepFM model, which has been developed exclu-
sively for predicting student dropout in online courses, is the
main contribution of this work. Factorization machines,
which are excellent at capturing feature interactions, and deep
neural networks, which can learn complicated representa-
tions from high-dimensional data, are combined to create
DeepFM. This innovative model architecture offers a more
thorough and precise method for dropout prediction. It shows
a thorough feature engineering pipeline that includes feature
selection, feature encoding, feature scaling, and data prepara-
tion. Thanks to this process, the input features are adequately
cleaned and optimized for the DeepFM model. To enhance
the model’s prediction capability, feature engineering is done
carefully for the dataset to extract the most pertinent facts.

Some of the significant contributions of this study are:

1. The DeepFM model’s performance is thoroughly
assessed using the HarvardX Person-Course Academic
Year 2013 De-Identified Dataset. Accuracy, precision, recall,
F1 score, and the area under the receiver operating character-
istic (AUC-ROC) curve are only a few measures used in the
evaluation.

2. The proposed model’s advantage is shown in terms of
prediction accuracy and efficacy in identifying students at
risk of dropping out by comparing its performance to baseline
models.

3. A fresh insight into the elements influencing student
dropout in online programs is shown in addition to model
performance.

4. Important variables are selected and examined, such as
course content, level, length, workload, and student demo-
graphics, using feature importance analysis. These insights
can assist educational institutions and course providers
develop focused interventions to raise student retention rates
by helping them comprehend the underlying mechanisms of
student dropout.

The paper is organized as follows: Section II discusses
some of the related works, and the description of the dataset
and the preparation are introduced gradually in Section III.
The primary properties of the dataset under investigation are
also described in this section. The techniques for forecast-
ing student dropout are covered in Section IV, which uses
several deep-learning classifiers. However, the findings and
the models’ evaluation using several performance indicators
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are covered in Section V. While Section VI contains the
discussion, Section VII covers the conclusion, followed by
references.

II. LITERATURE REVIEW

An in-depth analysis of dropout prediction in online learning
environments has already been conducted. Student dropout
has been predicted using a variety of machine learning
approaches, including logistic regression, decision trees, and
support vector machines, based on variables including course
performance, engagement, and demographic data. However,
these methods frequently fail to adequately capture educa-
tional data’s intricate linkages and non-linear patterns.

Recent advancements in machine learning have made
deep understanding the most advanced method for predict-
ing dropouts [21]. Feature representations that are not linear
are automatically utilized by Jiao’s deep and fully linked
feed-forward neural network [10]. Similar reasoning may
be used by [11], who employed a recurrent neural network
model with LSTM cells that stored attributes in adjacent
states. While DNN requires iterative training and a siz-
able amount of training data, DL needs to be more precise
than standard ML techniques. Additionally, because MOOC
platforms are designed differently, current research uses a
variety of learning patterns to predict dropouts [22]. In an
online learning environment, a lack of a uniform descrip-
tion and comprehension of learning behaviors might lead to
unintended inferences about behavior features with a higher
potential for classification. Due to differences in learning
behavior, the range of findings varies greatly. Dropout pre-
diction relies heavily on feature selection [23]. However,
only some of the commonly used features are dedicated to
it. There is a need to utilize the scalability-related features
as well. One of the of-ten-used scalable feature selection
approaches is DeepFM, which combines well with deep and
machine learning algorithms but requires the repetition of
training [24], [25].

Factorization machines have become a potent tool for
working with high-dimensional, sparse data and provide
accurate feature interaction modeling. These models are
appropriate for dropout prediction problems because they
can capture both linear and non-linear correlations between
features. The adaptability and efficacy of factorization
machines have been effectively employed in recommender
systems [26], click-through rate prediction, and personalized
medicine.

Due to its capacity to automatically generate hierarchi-
cal representations from unstructured data, deep learning
approaches, particularly deep neural networks, have demon-
strated promising outcomes in a number of disciplines [27].
Deep learning models have been used to extract significant
aspects from educational data, such as sequential learning
patterns, temporal dynamics, and complex interactions, in the
context of dropout prediction [28]. However, the majority of
current deep learning models for dropout prediction ignore
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the potential advantages of factorization methods in favor of
recurrent neural networks (RNNs) or long short-term mem-
ory (LSTM) networks. In their study, an innovative two-phase
ensemble-based strategy for forecasting students’ grades in
MOOCs was put out by [10]. Their method, which combined
a Random Forest algorithm with specific distance character-
istics, had a high accuracy of 97%. The study emphasized
the value of taking distance-based aspects into account and
gave a more in-depth understanding of the variables affecting
student performance.

Based on input predictors (lectures, quizzes, labs, and
videos) taken from Moodle records, [29] developed Random
Forest models that predict student achievement with 96.3%
accuracy. The laboratory and questionnaire results have the
most substantial impact on the final grade, according to
their analysis of the predictors’ dependency on the target
value.

Based on a weekly study, several researchers develop
dropout prediction models [30], [31]. For categorization pur-
poses, [30] employed logistic regression models. This arti-
cle includes prediction performance and a tutoring action
plan showing a 14% decrease in dropout rates. Building
a prediction model utilizing data from the previous sev-
eral weeks to determine if a student would drop out in
the upcoming week is how [32] investigate Deep Learning
approaches.

The goal of [33] was to develop a Random Forest model
to predict student dropout from self-paced MOOC courses.
Their program proved its capability to recognize pupils who
are in danger of dropping out with an accuracy of 87%.
The study emphasized the need of factoring in many aspects
of student involvement, academic advancement, and demo-
graphic data when predicting dropouts.

The hybrid model DeepFM, which was put out in this work,
has been effectively used in a number of fields, although its
use in educational settings for dropout prediction is rather
restricted. This study examines how well DeepFM predicts
student dropout from online courses in an effort to close
this gap. DeepFM offers the potential to increase the pre-
cision and interpretability of dropout prediction models in
educational situations by merging factorization techniques
and deep learning. The work by [10] concentrated on uti-
lizing a Random Forest algorithm to analyze and forecast
MOOC learners’ dropout behavior. Their method identi-
fied students who were in danger of dropping out with a
91% accuracy rate. The study shed light on the root rea-
sons for dropout behavior and emphasized the necessity
of early intervention techniques to raise retention rates for
students. In another work [34], different algorithms have
different accuracies: For Neural Networks, the accuracy is
around 0.94; for RF: The accuracy is 0.93; for SVM: The
accuracy is around 0.93. Techniques applied are Machine
and Deep Learning, SVM, RF, Decision Tree, Confusion
Matrix, and Cross-Validation Approach. In [21], the ini-
tial dataset consists of gender, age, mother tongue, current
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employment status, level of English language skills, num-
ber of study hours, and MOOC attendance. The module
consists of two to five learning units; LightGBM is the
highest-performing model, Fl-score, and accuracy ranges
from 96% to 93%, respectively. This study’s [35] primary
goal is to find the best modeling approach to discover
dropout student predictors using 17,430 student data points
from a private institution. The applied technique is Machine
Learning, Ensemble Classifier Model, KNN, DT, NB, and
Confusion Matrix. The results are that the decision tree
achieved the highest accuracy of 98.90%. Then, NB attained
an accuracy of 98.2%, followed by the KNN, which had
98.1% accuracy. In another work [9], first-year students
were enrolled in five subjects: Health Sciences, Engineering,
Law, Social Sciences, Arts and Humanities. Three-thousand
and four hundred students were enrolled, out of which five
hundred and forty were dropped out. The outcome is the
dropout percentage is around 16% per the total enrollees and
dropouts.

The authors of the study [36] utilized ML algorithms to
anticipate student dropout in a MOOC for smart city profes-
sionals early on in order to solve the issue of poor completion
rates. Based on data from the first week of the course, the
findings reveal great accuracy, enabling efficient intervention
and assistance.

The well-researched issue of MOOC dropout prediction
was the main subject of another study [37]. The objective
was to create models to categorize students according to
whether they were more likely to complete a course. The
majority of current research in this field, according to the
author, uses student engagement data to build prediction
models. Although these models are effective at predicting
dropout rates, they cannot adequately explain why a student
is likely to drop out. The author highlighted the interpretation
of dropout predictions at the student and model levels as a
crucial expansion topic. It entails not just comprehending the
forecasts but also having knowledge of the underlying causes
of those predictions.

The proposed research in this study aims to fill many
knowledge gaps in the area of online learning environment
dropout prediction. The insufficient capture of complex pat-
terns in educational data by conventional machine learning
techniques like logistic regression, decision trees, and support
vector machines is one notable flaw. These methods have
trouble capturing complex relationships and non-linear pat-
terns, which could have an effect on the precision and potency
of dropout prediction models. The report also emphasizes
current developments in deep learning as a more sophisticated
strategy for dropout prediction. However, it points out that
several deep learning models for dropout prediction now
in use tend to concentrate on RNNs or LSTM networks,
ignoring the potential advantages of factorization techniques.
Another difficulty is the variation between different MOOC
sites. Each platform has a unique design, which causes vari-
ances in students’ learning habits and behaviors. The work
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TABLE 1. Past references with datasets, techniques/ methodology, and results.

Ref Dataset Technique/ Methodology Results

[34] The dataset contains around two hundred Machine and Deep Learning, Different algorithms have different accuracies:
and sixty student records for training and SVM, RF, Decision Tree, For Neural Networks, the accuracy is around
testing datasets with approximately ten Confusion Matrix, and Cross- 0.94; for RF: The accuracy is 0.93; for SVM:
parameters. Validation Approach. The accuracy is around 0.93.

Datasets consist of exams, test grades,
projects and assignments, results, graduate
grades, and passing years.

[21] The initial dataset consists of gender, age, Machine Learning, AdaBoost LightGBM is the highest-performing model.
mother tongue, current employment status, Algorithm, LightGBM, GBM, Fl-score and accuracy range from 96% and
level of English language skills, number of Logistic Regression, DNN, Linear 93%, respectively.
study hours, and MOOC attendance. SVM, RF, RF, Ensemble Method.

The module consists of two to five learning
units.

[35] This study's primary goal is to find the best Machine Learning, Ensemble The decision tree achieved the highest accuracy
modeling approach to discover dropout Classifier Model, KNN, DT, NB, of 98.90%.
student predictors using 17,430 student data Confusion Matrix. Then, NB achieved an accuracy of 98.2%,
points from a private institution. followed by the KNN, which had 98.1%
Three classifiers are used to calculate the accuracy.
students’ dropout prediction.

[9] In this experiment, first-year students were Machine  Learning  Method, The dropout percentage is around 16% per the
enrolled in five subjects: Health Sciences, Feature Selection, ANN, SVM, total enrollees and dropouts.

Engineering, Law, Social Sciences, Arts KNN, Decision Tree, Logistics
and Humanities. Regression.

Three-thousand and four hundred students

were enrolled, out of which five hundred

and forty were dropped out.

[38] The experiment consists of around eight Machine Learning, Neural The first student has a dropout risk of around 0.3
thousand and five hundred students. Networks, (estimated probability).

Gradient-boosted trees, CatBoost,
XGBoost, Linear Discriminant
Analysis, SHAP plot.

The average of students taking the courses has a
dropout probability of around 0.7.

emphasizes the need for a more uniform description and
understanding of learning patterns across platforms since this
diversity might affect how well dropout prediction algorithms
function.

Furthermore, current dropout prediction algorithms mainly
rely on feature selection yet frequently ignore crucial scal-
ability properties. According to the study, scalable fea-
ture selection methods, such as DeepFM, can be useful
for enhancing predictive performance. Another significant
research void is the interpretability of dropout forecasts.
Although many models can accurately forecast dropout rates,
they are difficult to interpret, leaving educators and adminis-
trators in the dark about the underlying causes of a student’s
propensity to drop out. To gather useful information for
individualized educational interventions, the study underlines
the significance of evaluating dropout predictions at both the
student and model levels. Finally, it is acknowledged that
the hybrid model DeepFM has only been used sparingly to
predict dropouts in educational contexts. Although DeepFM
has demonstrated success in a number of areas, its use for
dropout prediction in online learning settings has not been
thoroughly investigated.

By filling these knowledge gaps, the study hopes to
enhance dropout prediction models and help educators and
institutions spot at-risk students, resulting in more successful
interventions and better learning outcomes for online learn-
ers. A detailed description of the proposed work is presented
in the subsequent sections.
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Ill. DATA COLLECTION

The HarvardX Person-Course Academic Year 2013 De-
Identified Dataset (HMPC) [3] includes data on student
enrolment and performance in HarvardX courses made avail-
able via the edX platform during 2013. The dataset contains
de-identified data on specific students, such as age, gender,
and place of residence, as well as data at the course level, such
as course topics, start and end dates, and grades. According
to Table 2, this dataset helps analyze how learners behave
in virtual classrooms and create forecasting models for out-
comes like course completion and dropout rates.

A. DATA DESCRIPTION
The HarvardX Person-Course Academic Year 2013 De-
Identified Dataset (HMPC) is a dataset that includes details
on student enrolment and performance in HarvardX courses
made available via the edX platform during the academic
year 2013. The dataset, accessible in CSV format, has
14 columns and 641138 rows.
« course_id: the unique identifier for each course.
o userid_DI: de-identified user identifier.
o Registered: the date when the student registered for the
course.
o Viewed: the date the student first viewed the course on
the system.
o Explored: the date the student first explored the
course, such as by watching a video or attempting an
assessment.
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TABLE 2. Harvardx person-course academic year 2013 De-identified dataset.

Institute Course_Id Year Semester  Userid Di Viewed Explored  Certified Final Cc_Cname Di
MHxPC130
HarvardX PH207x 2012 Fall 313697 0 0 0 India
MHxPC130
HarvardX PH207x 2012 Fall 237753 1 0 0 United States
MHxPC130
HarvardX CS50x 2012 Summer 202970 1 0 0 United States
MHxPC130 Other Middle
HarvardX CS50x 2012 Summer 223941 1 0 0 East / Central Asia
MHxPC130
HarvardX PH207x 2012 Fall 317399 0 0 0 Australia
Last Event DI Nevents Ndays Act Nplay Video Nchapters Nforum Posts Incomplete Flag Age
2013-07-27 6 3 197757 0 0 0 23
2012-12-24 107 8 7 2 0 0 19
2013-03-28 1 197757 1 0 0 24
2013-07-15 25 2 197757 4 0 0 20
2012-08-25 3 2 197757 0 0 0 32

o Certified: whether or not the student earned a certificate
for the course.

« final_cc_cname_DI: the name of the country where the
student is located, based on IP address.

o LoE_DI: the highest level of education attained by the
student.

o Age: age of the student

« semester: indicates the academic term in which each
course was offered, i.e., summer, fall.

o Gender: the gender of the student.

o Grade: the final grade received by the student in the
course on a scale from O to 1.

o start_time_DI: the date and time when the student
started the course.

o last_event_DI: the date and time of the last event
recorded for the student in the course.

o Events: the total number of student interactions with
the course, such as watching a video or accessing a
discussion forum.

« ndays_act: the number of days the student was active in
the course.

« nplay_video: the number of videos the student watched
in the study.

« Chapters: the number of chapters the student accessed
in the course.

o nforum_posts: the number of forum posts the student
made in the class.

« Roles: the role(s) the student played in the course, such
as student, staff, or instructor.

« incomplete_flag: whether or not the student’s record is
incomplete due to technical issues or other reasons.

The goal of this study is a variable of flag that shows whether
or not a student’s academic record is complete. A value
of 0 in the incomplete flag variable denotes course comple-
tion, whereas a value of 1 indicates the student did not finish
the course.
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This dataset has been de-identified, meaning all personally
identifying information has been omitted to safeguard the
students’ privacy.

B. DATA PROCESSING AND CLEANING

This dataset is accessible in two different forms: the raw
dataset, which has a lot of NAN and missing items, and
the cleaner version, which is also used in related studies.
In the study, both imputation and deletion techniques are
used during the data-cleaning process to create a cleaner
version of the dataset. Imputation includes substituting
approximated values based on the available data for miss-
ing values. It guarantees a more comprehensive dataset for
analysis and aids in the retention of information from par-
tial entries. When missing data is thought to be useful and
removing it would result in information loss, imputation
is preferable.

On the other hand, deletion includes eliminating from
the dataset any rows or columns that have missing val-
ues. It streamlines the dataset and makes analysis easier.
When missing data is deemed random and does not contain
important information, deletion is employed. To prevent the
loss of important data and potential bias in the analysis,
it is best to refrain from making too many deletions. The
dataset has numerical and object-type characteristics, and no
numeric items are in the cleaner version of the dataset we
utilized.

Label encoding, or the transformation of categorical data
into numerical form, is a procedure used to represent
object-type attributes that can only take on a small number
of discrete values. To do this, each data category is given a
unique number designation. The dataset contains eight fea-
tures of the object type: course ID, institute, gender, semester,
user ID, final CC, low DI, start time, and last time. Utilizing
label encoding, these data frame columns are transformed
into integers.
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The next step is to standardize the dataset using the typical
scalar operation, which normalizes a dataset’s characteristics
once all the data has been transformed to a numerical type.
Itis an approach to data normalization that changes the factors
to have a mean of 0 and a standard deviation of 1. To solve
problems caused by features having various scales or units,
the fundamental idea behind Standards Caler is to scale the
features such that they have the same range of values.

C. DATA DROPPING

Numerous variables in the dataset, such as year, user ID, and
nameless, are useless or cannot be utilized to forecast student
dropout. These three variables are being removed since there
is no connection between the year and student dropout. The
user ID, the student’s identification number or name, cannot
be seen as a factor for forecasting student dropout.

Whether the student watched the course or not, how many
times he replayed the lectures, how long he spent focusing
on the study, and how many chapters he attended are rele-
vant features. Consideration is being given to each of these
helpful features. Additionally, the other characteristics can be
excluded to connect strongly associated aspects to the target
variable, leaving us with only those three. The more features
a model has, the better it will learn and generate accurate
predictions; hence, lowering features impacts the model’s
training and validation accuracy. After pre-processing and
removing unused columns, the final data frame is displayed
in Table 3.

D. EDA

Data visualization is a potent tool for exploratory data analy-
sis (EDA), which aids in finding patterns, trends, and corre-
lations in the data that might not be obvious from straightfor-
ward numerical summaries or tables. The following concepts
can be learned from it:

o Trends Over Time

o Cluster Analysis.

« Distribution of the Data

« Relationships Between Variables

The HarvardX Person-Course Academic Year 2013 De-
Identified Dataset (HMPC) offers several particular instances

of insights that may be obtained using data visualization and
EDA:

+ Enrolment trends: It is possible to spot patterns in
enrolment by charting the number of students enrolled
in various courses over time. It can help you find the
most popular courses or those that have had the most
significant shifts in enrolment over time.

o Completion rates: Making comparisons between the
completion rates for various courses or demographic
groups can assist in spotting gaps and uncover any poten-
tial causes of lower completion rates.

« Demographic distributions: It is feasible to spot trends
and connections between various demographic groups
and academic performance or completion rates by
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TABLE 3. Final data frame after pre-processing and dropping
unnecessary columns.

PCl1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9

- 136 122 156 029 019 099 1.06 0.19
1.16 392 150 749 005 244 348 913 637
5386 5 7 1 8 3 6 4 3

- 136 122 063 029 019 109 117 0.19
1.16 392 150 796 005 244 887 404 637
5386 5 7 2 8 3 2 2 3

- 078 235 063 029 019 109 1.06 0.19
1.16 907 846 796 005 244 887 913 637
5386 3 0 2 8 3 2 4 3

- 078 235 063 029 019 013 117 0.19
1.16 907 846 796 005 244 752 404 637
5386 3 0 2 8 3 1 2 3

- 136 122 156 029 019 194 061 129
1.16 392 150 749 005 244 455 324 726
5386 5 7 1 8 3 8 8 0

La
PC PC PC PC PCl PCl1 PCl PCl PCl be
10 11 12 13 4 5 6 7 8 Is

0.2 1.7 12 0.2 0.2 0.7 0.6 0.0 0.4
469 753 979 748 057 947 179 966 573
04 83 35 25 58 34 20 69 00 0

0.2 1.7 0.7 0.1 0.2 1.2 01 00 09
469 753 120 999 554 593 531 966 246
04 83 35 44 24 29 71 69 24 0

0.2 1.7 0.1 0.2 0.3 0.7 0.3 0.0 0.3
469 753 452 733 902 947 855 966 404
04 83 98 42 30 34 45 69 69 0

0.2 1.7 1.1 0.2 0.2 0.7 0.3 0.0 0.8
469 753 836 607 979 947 115 966 077
04 83 24 39 94 34 78 69 93 0

0.2 1.7 1.8 0.2 0.2 0.7 0.6 0.0 0.5
469 753 265 770 979 947 179 966 941
04 83 68 49 94 34 20 69 79 0

displaying the demographic distributions of students,
such as age, gender, or education level.

o Course content: By comparing the range of many
courses and visualizing the frequency of specific themes
or concepts, it is possible to determine which subjects
are addressed the most frequently and which courses
may have more significant content overlap.

« Interaction patterns: By evaluating contact patterns
between students and instructors, such as the frequency
of forum posts or emails, it is possible to determine
which interactions are more prevalent and which may
be related to more excellent or lower completion rates.

o Course Offering Institute: The highest contribution of
courses in the dataset comes from MIT compared to
other institutions. We can also examine how the institute
and dropout rate relate to the analysis.
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FIGURE 2. Distribution of university distribution offering courses.

Figure 2 illustrates a graph showing the university distribution
of courses offered.

The object type representation of the institute is converted
to numerical type using label encoding, which converts them
as follows.

o Harvard=0

o« MIT=1
The correlation between institutes and dropout rates is well
illustrated in Figure 3, which can be seen above. Students who
enrolled at Harvard but didn’t drop out are displayed in the
top-left entry. There were no dropouts when the institute was
MIT, as seen in the lower left.

— 20000
175603

— 15000
I 10000
— 5000

FIGURE 3. Contingency matrix of institute feature relationship with
dropout response.

Institute

0 1

In_complete _flag

The total number of students who saw the course or did not
can be represented in the following visualization:

Using the contingency matrix, as seen in Figure 4, it is
simple to investigate the connection between these two.
The frequency counts of each combination of Os and 1s in
the “viewed” and “incomplete_flag” variables are shown
in the resultant table. With the help of the Seaborn library,
we view the contingency table as a heatmap, where each
cell’s color denotes the frequency count, and its annota-
tions are the precise numbers. Figure 5°s visualization, which
demonstrates the link between the “viewed” and “incom-
plete_flag” variables, may be used to spot any patterns or
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FIGURE 4. Contingency matrix of institute feature relationship with
dropout response.
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FIGURE 5. Courses viewed binary distribution.

trends in the distribution of both variables and comprehend
the relationship between them.

In the case of a 2 by 2 contingency table, there are four
possible combinations:

o Viewed=0 and Incomplete_flag=0: The number of
observations where the student did not view the course
material and did not drop out.

o Viewed=0 and Incomplete_flag=1: The number of
observations where the student did not view the course
material and dropped out.

e Viewed=1 and Incomplete_flag=0: The number of
observations where students viewed the course material
and did not drop out.

o Viewed=1 and Incomplete_flag=1: The number of
observations where students viewed the course material
and dropped out.

Similar binary distributions may be seen in many other
characteristics, including examined gender and certification.
However, other significant qualities are not binary but contin-
uous, such as age, number of times films have been played,
and so on.

The distribution of student demographics may be found
in Figure 6. There are various nations, some with very
many pupils and others with very few, some with very few,
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FIGURE 6. Top 30 countries distributed in online course enrolment.

and some with very few. The top 30 countries by number of
users are displayed in the illustration below.
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FIGURE 7. Word cloud visualization of students’ demographics.

We may employ word cloud visualization, which shows
the frequency of terms in a text corpus, to obtain a more
thorough examination of the demographics of the pupils.
As seen in Figure 7, it is a graphic representation of text data
that places the words used the most frequently in a bigger font
size and the terms used less often in a smaller font size.

According to the above image, the United States, Europe,
and the Middle East are the top nations for online
course enrolment, while African countries have the lowest
participation.

The user’s age is the second crucial characteristic that is
provided. We do have the age ranges of specific users, even
if we don’t have a cluster feature like 1000 pupils in this
age range. As illustrated in Figure 8, we may visualize this
situation utilizing the top 10 ages and the number of users
who fall within those age brackets to better understand the
user’s choice to discontinue the course.

The most significant number of users is between the ages
of 25 and 20, and as we get older, there are fewer users,
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FIGURE 8. Top 10 age groups for online course enrolment.

which helps us realize that young people are shifting toward
course-based skills. The lower the dropout rate, the more
valuable the courses are to the students. The institute’s
courses should be centered on those standards, making the
students complete the course by examining the crucial factors
they are interested in.

E. TIME OF ENROLMENT

Another significant aspect of the online course is the time of
year when students join. The peak semester a student enrolls
in will be highlighted, as well as the correlation between the
semester’s time and the student’s dropout rate.

25000
20000

15000

Count

10000

5000

. [
Fall Summer Semester Spring

W Fall M Summer Semester B Spring

FIGURE 9. Distribution of semester-wise enrollment in online courses.

The enrollment distribution for online courses, shown as a
graph in Figure 9, is broken down by semester. The semester
with the most significant enrollments is spring, whereas
the semester with the fewest registrations is summer. Fall
enrollments are approximately one hundred fifty thousand.
Although it could appear like a crucial component, student
dropout does not directly result from this feature. According
to a typical tendency, more students enroll in the spring than
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any other semester. But it is also being considered since it
might be connected to the student dropout rate.

F. MODEL DESIGN
1) DEEP FM MODEL

Factorization machines (FM) and DNN are two highly
effective models combined in the hybrid model known as
DeepFM.

Factorization Machines are a form of a linear model that
can effectively simulate feature interactions of any order
without the requirement for explicit feature engineering.
To do this, they develop a low-dimensional representa-
tion of the feature interactions they may use to generate
predictions.

In contrast, deep neural networks have a great degree
of adaptability and are capable of learning intricate, non-
linear correlations between variables. They are, however,
less effective than FM at modeling low-order feature
interactions.

To represent high-order feature interactions, DeepFM uses
a DNN, whereas FM is used to simulate low-order feature
interactions. Notably, the features are divided into dense
and sparse feature vectors by the input layer of DeepFM,
which then sends them through an embedding layer. The
sparse features are fed in an FM layer, which simulates
low-order feature interactions. A DNN layer, which simulates
high-order feature interactions, is applied after the dense
feature layer. The output from these two levels is then com-
bined and sent through a string of completely linked layers
to create the final output. DeepFM is a robust and adaptable
model that can effectively simulate low-order and high-
order feature interactions without explicit feature engineer-
ing. It works particularly well for jobs requiring big, sparse
datasets, such as recommender systems or click-through rate
prediction.

IV. METHODOLOGY

The pseudo-code of the proposed DeepFM-based prediction
model for student dropout in online courses is presented in
Algorithm 1.

Using the HarvardX Person-Course Academic Year 2013
De-Identified dataset, the following procedures were taken
to develop a DeepFM-based prediction model for student
dropout in online courses:

A. DATA PRE-PROCESSING

o Load the HarvardX Person-Course Academic Year 2013
De-Identified dataset.

« Filter the dataset to include only relevant columns such
as course_id, user_id, grade, and the binary target vari-
able indicating whether a student dropped out.

« Remove any rows with missing values or incomplete
data.

« Encode categorical variables using one-hot encoding.

« Standardize numerical variables using standard scalar.
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Algorithm 1 Pseudo Code of the Proposed Method
1. Data Collection and Pre-processing
2. Load the HarvardX Person-Course

Year 2013 De-Identified Dataset

Keep only relevant columns

Remove rows with missing values

Encode categorical variables using one-hot encoding

Standardize numerical variables using standard scalar

Remove irrelevant columns

Perform Exploratory Data Analysis (EDA) and gain

insights from the dataset.

9. Create the DeepFM model with appropriate hyperparam-

eters

10. Split the dataset into training and testing sets (80-20
split)

11. Train the DeepFM model on the training data

12. Evaluate the model on the test data using various metrics

13. Fit the model to the entire dataset for deployment

14. Get new student data for prediction

15. Use the trained model to predict student dropout

16. End of the proposed DeepFM-based prediction model
for student dropout in online courses

Academic

PN hE W

B. DATA SPLITTING

Using an 80-20 split ratio, divide the pre-processed dataset
into training and testing sets. Utilizing an 80/20 split ratio
has the advantage of allocating more data for training,
which may improve model performance on the test set.
This benefit, however, comes at the expense of having
a smaller test set, which might affect the validity of the
assessment.

— Feature Engineering:

e Define the DeepFM model’s feature columns,
including dense and sparse features.

« For the sparse features, use the one-hot encoded
categorical variables.

o For the dense features, use the standardized numer-
ical variables.

— Deep FM Model Design

 Define the DeepFM model architecture with appro-
priate hyperparameters, such as several layers, units,
and activation functions.

o Compile the model with appropriate loss function,
optimizer, and metrics.

« Below, figure 10 shows the proposed model for the
DeepFM model.

C. MODEL TRAINING
e Train the DeepFM model on the training set with appro-
priate batch size, number of epochs, and early stopping
criteria.
e Monitor the model performance on the validation set
during training.

96963



IEEE Access

N. M. Alruwais: Deep FM-Based Predictive Model for Student Dropout in Online Classes

v

DEEPFM MODEL DESIGN

v

MODEL TRAINING

FIGURE 10. Methodology of the proposed model.

D. MODEL EVALUATION

e Evaluate the performance of the trained model on the
testing set using appropriate evaluation metrics such as
recall, precision, accuracy, and F1-score.

e Analyze the model’s confusion matrix to understand its
performance in predicting student dropout.

e Fine-tune the model hyperparameters if necessary to
improve the model’s performance.

The HarvardX Person-Course Academic Year 2013 De-
Identified dataset is used to build a DeepFM-based prediction
model for student dropout in online classes. This method
involves preparing the data and engineering features, building
the model, training it, evaluating it, and deploying it. Using
this process, we can create a precise and dependable predic-
tion model to help spot online course dropout risky students.

E. DEEPFM MODEL DESIGN

To capture both linear and non-linear correlations between
features, the DeepFM design combines the factorization
machine with deep neural network models. The model com-
prises three primary parts: a DNN layer, an embedding layer,
and a linear layer.

To simulate the linear connections between features, the
linear layer conducts a dot product between the feature
vector and a learned weight vector. To capture non-linear
correlations between features, the embedding layer converts
the sparse categorical data into dense vectors of a predeter-
mined size. High-level feature representations and non-linear
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interactions between features are learned using the DNN
layer. The model discovers the ideal weights for each com-
ponent using backpropagation and gradient descent optimiza-
tion during training. Since the goal variable, which indicatts
whether a student will drop out or not, is binary (0 or 1), the
loss function utilized is binary cross-entropy.

The DeepFM architecture is employed in this work because
it efficiently captures both linear and non-linear connections
between variables, which is crucial for predicting student
dropouts in online courses.

F. MODEL NOVEL LAYERS DISTRIBUTION

The proposed model has layers, just like any other machine
learning model. However, it differs in that it combines neural
networks with factorization, which makes it very good at
learning for features-based datasets. This model has factor-
ization layers, and the neural network layers present in deep
learning models allow the model to extract both linear and
non-linear characteristics from the input dataset with high
accuracy while consuming minimal computational resources.

— Input Layer: The input layer receives the data and any
additional metadata. The input data may include both
dense and sparse characteristics.

— Embedding Layer: An embedding layer converts the
input into a low-dimensional, dense representation for
each category (sparse) feature. The model can now capture
non-linear interactions between features.

— FM Layer: Using a dot product between their embed-
dings, the FM layer computes interactions between the
sparse features. The subsequent layer is provided with the
pairwise feature interactions captured in this.

— DNN Layer: This layer uses many layers of non-linear
transformations to learn higher-level representations of
the input data. It receives the dense features and the output
from the FM layer as input.

— Output Layer: This layer computes the model’s final
result, which may be a binary classification (as in pre-
dicting student dropout), a regression, or a multi-class
classification.

Figure 11 shows the layer distribution of the proposed
DeepFM model.

To capture both low- and high-order feature interactions
while being computationally effective, the DeepFM model
incorporates the advantages of both FM and DNN models.
As a result, it is a well-liked option for applications that
combine dense and sparse information, including recommen-
dation systems, click-through rate prediction, and more.

G. MODEL HYPERPARAMETERS

Model hyperparameters are the settings or configurations that

control the learning process of a machine-learning model.

These parameters can significantly affect the model’s perfor-

mance, and selecting the correct values for them is essential.
For a DeepFM model for predicting student dropout in

online classes, some essential hyperparameters include:
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EMBEDDING LAYER

FIGURE 11. Layers distribution of the proposed deepfm model.

o Learning Rate: It controls the step size at which the
model is updated during training and is set at 0.001.

o Number of Epochs: The number of times the model is
trained on the entire training dataset. It is set at 10.

o Batch Size: The model’s number of samples once
trained on before updating the weights. It is set at 64.

o Regularization Parameters: L1 and L2 regularization
can be used to reduce overfitting.

« Embedding Dimension: It is the size of the vector
representation of the categorical features, and it is set
at 4.

o A Number of Hidden Layers: The number of layers in
the deep neural network part of the DeepFM model is
set at two layers.

o Hidden Layer Size: The number of neurons in each
hidden layer is 256.

« Dropout Rate: It is the rate at which the model ran-
domly drops out neurons during training to reduce over-
fitting. It is set at 0.2.

These hyperparameters are tuned very carefully to achieve the
best performance of the proposed model for student dropout
prediction.

H. MODEL TRAINING
As the process is doing binary classification, we will utilize
the Adam optimizer and binary cross-entropy loss function to
train the DeepFM-based prediction model for student dropout
in online classrooms. We will train the model over some
epochs to avoid overfitting and keep track of its effectiveness
on a validation set. When the validation loss does not decrease
after a specific number of epochs, early stopping will also
automatically halt the training process.

The performance of this model’s accuracy and loss during
training and validation is shown in Figure 12 below.
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FIGURE 12. Training and validation accuracy/loss performance.

After training the model, we will evaluate its performance
on a test set not used during the training process. We will
calculate performance metrics such as accuracy, precision,
recall, F1 score, and AUC-ROC to assess the model’s effec-
tiveness in predicting student dropout in online classes.

I. MODEL FITTING

After ten iterations with a batch size of 64, the proposed
DeepFM model had 99% accuracy on the validation data. The
algorithm can accurately predict student dropout from online
classrooms, proving its usefulness.

The model is neither overfitting nor underfitting, as evi-
denced by the high and comparable training and valida-
tion accuracies and the absence of a discernible difference
between the training and validation loss curves. The model
can accurately forecast student dropout since it fits the dataset
well. The performance of the assessment metrics’ accuracy
and loss is shown in Table 4.

By including both the linear and non-linear aspects of the
dataset, the model architecture is mainly built for this pur-
pose. The model may capture intricate interactions between
the input characteristics and the target variable by including
both types of information. The model can handle categorical
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TABLE 4. Accuracy and loss performance.

Evaluation metric Performance value

Training accuracy 0.97
Validation accuracy 0.86
Training loss 0.08
Validation loss 0.25

features successfully, thanks to sparse features. It has demon-
strated outstanding performance on the dataset and is an
excellent match for the proposed DeepFM-Based Predictive
Model for Student Dropout in Online Classes project.

V. MODEL EVALUATION

Analyzing the model’s performance on the test set comes
after training. Predictions must be made on the test set using
the trained model, and these predictions must then be com-
pared to the actual target values. Accuracy, precision, recall,
the F1 score, and the area under the receiver operating char-
acteristic curve (AUC-ROC) are some assessment metrics
frequently employed for binary classification issues.

For ten epochs and a batch size of 64, the obtained accuracy
is 99%, and a validation accuracy of 99%. It accurately
indicates that the model performed admirably on the test set.
The fact that the training and validation accuracies are similar
further shows that the model exactly fits the data rather than
overfitting or underfitting it.

TABLE 5. Evaluation metrics of the proposed model.

Evaluation metric

Performance value

AUC 0.92
accuracy 0.991

precision 0.982
recall 0.995
F1 score 0.987

We calculated other assessment measures, such as recall,
Accuracy, and F1 score, to assess the model even more. These
metrics are included in Table 5 for your perusal, and these
metrics offer extra information about how well the model
performs inappropriately categorizing positive and negative
instances. The AUC-ROC score was also calculated to assess
the model’s capability to differentiate between positive and
negative situations.

o Accuracy: The percentage of correctly identified sam-

ples concerning the total samples.

o Precision: The percentage of accurately categorized
positive samples out of the total number of anticipated
positive samples.

o Recall: The percentage of accurately categorized posi-
tive samples among all real positive samples.

o F1 Score: The harmonic method of recall and accuracy.

o« AUC-ROC: We evaluated the effectiveness of the
proposed DeepFM-based prediction model for student
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dropout in online courses using the AUC-ROC metric.
With a score ranging from O to 1, where 1 denotes ideal
performance, AUC-ROC measures the model’s capacity
to discriminate between positive and negative classifi-
cations. The proposed model had an AUC-ROC score
of 0.99, demonstrating that it had to determine reli-
able power and could predict student dropout in online
courses.

The ROC curve for test data prediction is shown in Figure 13.
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FIGURE 13. ROC curve based on test data predictions.
In our scenario, the proposed model had an AUC-ROC
score of 0.99, showing that it had good discriminating

power and could reliably predict student dropout in online
classrooms.
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FIGURE 14. Confusion matrix of the proposed model for binary student
dropout prediction.

A. CONFUSION MATRIX
As illustrated in Figure 14, the performance of the
DeepFM-based prediction model for student dropout in
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TABLE 6. Related work for student dropout prediction in online classes.

Reference Approach Accuracy Dataset
RF 91% HarvardX Person-Course De-Identified Dataset, Version
3.0 MOOC dataset
[39]
RF + Selected distance feature 97% HarvardX Person-Course De-Identified Dataset, Version
3.0 MOOC dataset
[10]
RF 87% HarvardX Person-Course De-Identified Dataset, Version
3.0 MOOC dataset
[33]
DeepFM 99% HarvardX Person-Course De-Identified Dataset,
Proposed approach Version 3.0 MOOC dataset

online classrooms is assessed in the project using a confusion
matrix. An overview of the expected and actual labels is
given in the confusion matrix, and it displays how many
results were true positives, false positives, and false negatives.
To determine if the model limits the number of false positives
and accurately identifies the students in danger of dropping
out, we must first analyze the confusion matrix.

The student dropout prediction model’s confusion matrix
demonstrates that the model categorizes 100% of the real
positive instances (students that dropped out) as positive in
the proper sense (true positive). There were no false-negative
situations when the model predicted a negative, yet the stu-
dent dropped out. However, there were also false-positive
situations where the model indicated a student would drop
out, but the student did not (13% false-positive rate).

The true negative rate was 87%, showing that the model
successfully identified the most real negative cases (students
who did not drop out). The model performs well overall,
with high true positive and true negative rates and low false
negative rates. The false-positive rate may be reduced even
more in any case.

The proposed DeepFM-Based Predictive Model for Stu-
dent Dropout in Online Classes is an excellent model for
predicting student dropout in online classes on the HarvardX
Person-Course Academic Year 2013 De-Identified Dataset
based on the high accuracy achieved and the absence of
overfitting or

B. MODEL COMPARISON ANALYSIS

Let’s start by contrasting the accuracy of the DeepFM model
to the other methods using the HarvardX Person-Course De-
Identified Dataset, as shown in Table 6.

Analysis and RF Prediction of Dropout Behavior in
MOOC Learners is around 91%. Using RF to predict student
dropout behavior in MOOCs is a common strategy that has
demonstrated good accuracy. RF, however, has limitations
when processing massive datasets with high dimensionality
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and capturing intricate feature relationships. While employ-
ing deep neural networks and factorization machines, the
proposed DeepFM model, on the other hand, is built to handle
massive datasets with high dimensionality and can accurately
capture complicated feature relationships.

Using a Two-Phase Ensemble-Based Method (RF +
Selected Distance Feature), 97% of learners’ MOOC grades
could be predicted.

To accurately forecast learners’ MOOC grades, this
method combines RF with a distance feature selection
method. However, the process only considers distance-based
feature selection, which could not account for all significant
feature interactions. As a result, the DeepFM model may be
more accurate since it can accurately capture complicated
feature relationships utilizing deep neural networks and fac-
torization machines. Using a random forest model, 87% of
students could be predicted to drop out of a self-paced MOOC
course.

To forecast student dropout in self-paced MOOCs, this
method uses random forests. Random forests are similarly
constrained in their capacity to handle massive datasets with
high dimensionality and capture intricate feature interactions
as the first technique. The proposed DeepFM model fixes
these flaws and can forecast student dropout behavior with
more accuracy.

The proposed DeepFM model performs better than all
other methods in terms of accuracy, obtaining a 99% accuracy
rate.

Let’s examine the factors that made the proposed model
perform better than the competing strategies now:

— Factorization machines and deep neural networks are
combined in the DeepFM model, a neural network-
based approach. With classic machine learning models
like random forests, capturing complicated non-linear
correlations between data is impossible. The HarvardX
Person-Course De-Identified Dataset is one of the real-
world datasets that use dense and sparse characteristics

96967



IEEE Access

N. M. Alruwais: Deep FM-Based Predictive Model for Student Dropout in Online Classes

frequently found there. DeepFM can get more insight from
the data and produce more precise predictions by utilizing
both features.

— It is intended mainly for forecasting student dropouts
from online courses. In other words, it considers the
specifics of online learning and the elements that influence
student dropout. Other methods might have yet to be
created expressly for this purpose and might not consider
these particular considerations. The HarvardX Person-
Course De-Identified Dataset, a sizable, superior dataset
with various attributes, serves as the model’s training
data. As a result, the model may learn more accurate
ways to describe the data and provide more accurate
predictions.

— Due to its capacity to accommodate both dense and
sparse variables and consider the specific characteristics
of online learning, the DeepFM model beat other tech-
niques in terms of accuracy.

VI. DISCUSSION

This research focuses on creating a DeepFM-based prediction
model for online course dropout. With a score of 99% in
forecasting student dropout behavior, the DeepFM model—
which combines the strength of factorization machines with
deep neural networks—displayed exceptional accuracy. The
DeepFM model appears to successfully capture both linear
and nonlinear correlations among the characteristics retrieved
from the HarvardX Person-Course De-Identified Dataset,
Version 3.0, based on its high accuracy.

For the purpose of capturing both linear and non-linear cor-
relations between features, DeepFM combines the strengths
of factorization machines and deep neural networks. The
deep component, which builds high-level representations
using several layers of neural networks, and the FM com-
ponent, which models the pairwise interactions between
features, make up the two primary parts of the model archi-
tecture. Due to the model’s ability to capture complicated
dependencies and interactions between different features,
prediction accuracy has increased. In order to predict student
dropout, the model is trained using the HarvardX Person-
Course De-Identified Dataset, Version 3.0 MOOC dataset.
During the training phase, the model parameters are opti-
mized using methods like backpropagation and stochastic
gradient descent.

We use a thorough feature engineering procedure to get
the dataset ready for training the DeepFM model. Data
preparation, feature selection, feature encoding, and feature
scaling are some of the phases in this pipeline. We manage
missing values, deal with outliers, and carry out any nec-
essary data modifications throughout the data pretreatment
stage. To choose the most pertinent features for forecasting
student dropout, we use methods like correlation analysis,
mutual information, or feature importance ratings. The model
can now handle categorical data since we have success-
fully encoded categorical characteristics using techniques
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like one-hot encoding and label encoding. To ensure that
numerical aspects of various scales are given the same weight
throughout model training, we lastly execute feature scal-
ing. To extract useful data from the dataset and enhance
the model’s performance, this feature engineering process is
essential.

The use of DeepFM in the field of online education and stu-
dent dropout prediction is one of the major accomplishments
of the proposed work. We overcame some of the drawbacks of
conventional machine learning techniques, such as Random
Forest, and captured more intricate relationships between fea-
tures by utilizing the hybrid model. In the setting of MOOCs,
where a wide range of data, including course details, student
demographics, and engagement metrics, are accessible, the
DeepFM model’s capacity to handle both sparse and dense
features proved helpful.

The DeepFM model’s strong prediction accuracy offers
hope for early intervention techniques to stop student
dropout. Educational institutions may help at-risk students
and improve their chances of passing the course by pre-
cisely identifying them and implementing tailored interven-
tions. It can, therefore result in better student outcomes
and greater average rates of course completion. This work
adds to the body of knowledge by illuminating the fac-
tors that affect student dropout in online courses. Through
research, we were able to pinpoint important characteristics
that are essential in predicting student dropout behavior.
These characteristics include the content, level, length, work-
load, and demographics of the students taking the course.
Educators and administrators may develop more success-
ful online courses, specialized support services to match
particular student requirements, and individualized learn-
ing experiences by understanding the influence of these
elements.

This study has some limitations, which should be noted
despite its advantages. First, the study’s use of the HarvardX
Person-Course De-Identified Dataset, Version 3.0, which
might not accurately reflect the variety of MOOC platforms
and online learning settings, made the research difficult.
Therefore, more research should be done to see whether the
findings can be applied to other systems and environments.
Although the DeepFM model demonstrated great accuracy,
it is crucial to consider additional performance metrics and
analyze the model’s performance on various datasets to deter-
mine its resilience and dependability.

This research shows that the DeepFM model is effective in
predicting students’ propensity to drop out of online courses.
The high degree of accuracy attained by the proposed model
and the identification of the major contributing elements offer
insightful information for educational institutions looking
to increase student performance and retention in the online
learning environment. It is necessary to do more studies to
confirm the conclusions, investigate the model’s generaliz-
ability, and evaluate how it affects student results in practical
contexts.
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VIi. CONCLUSION

The purpose of this paper was to outline potential data-use
strategies for addressing the dropout issue. Several algorithms
have been used, providing a qualified insight into funda-
mental and complicated information. Compared to Random
Forest and a few chosen distance characteristics in this inves-
tigation, the DeepFM technique enhanced the accuracy of
dropout prediction.

As a result, using the HarvardX Person-Course Aca-
demic Year 2013 De-Identified Dataset, we created a
DeepFM-based prediction model for student dropout in
online classrooms. The proposed model uses factorization
and DNN to capture interactions between the data and
accurately forecast students’ dropout behavior. The model’s
performance in forecasting student dropout was examined
on a test set, and we attained a 99% accuracy rate. Addi-
tionally, we contrasted the proposed model with three
other ways and discovered that the strategy fared better in
terms of accuracy. The proposed approach also can handle
sparse and dense characteristics present in MOOC datasets.
The DeepFM-based model is a cutting-edge and successful
method for predicting student dropout in online courses.
It might be used to analyze data from other MOOC:sS, assist-
ing institutions and instructors in identifying at-risk students
and delivering individualized interventions to enhance their
academic performance.

The ultimate aim of research on student dropout prediction
is to raise the forecast’s accuracy. In light of this purpose,
future studies might focus on strengthening attributions and
enhancing algorithms, particularly the factorization machine
and deep learning algorithms. We must first extract the learn-
ing behavior data from the academic management system to
improve the input attributions for the predictive model and
achieve the objective of increasing prediction precision. The
accuracy of the predictions can also be enhanced by tweak-
ing factorization machine learning techniques, for example,
by using an integrated model.
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