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ABSTRACT The vast majority of today’s data is collected and stored in enormous databases with a wide
range of characteristics that have little to do with the overarching goal concept. Feature selection is the
process of choosing the best features for a classification problem, which improves the classification’s
accuracy. Feature selection is considered a multi-objective optimization problem with two objectives:
boosting classification accuracywhile decreasing the feature count. To efficiently handle the feature selection
process, we propose in this paper a novel algorithm inspired by the behavior of waterwheel plants when
hunting their prey and how they update their locations throughout exploration and exploitation processes.
The proposed algorithm is referred to as the binary waterwheel plant algorithm (bWWPA). In this particular
approach, the binary search space as well as the technique’s mapping from the continuous to the discrete
spaces are both represented in a new model. Specifically, the fitness and cost functions that are factored
into the algorithm’s evaluation are modeled mathematically. To assess the performance of the proposed
algorithm, a set of extensive experiments were conducted and evaluated in terms of 30 benchmark datasets
that include low, medium, and high dimensional features. In comparison to other recent binary optimization
algorithms, the experimental findings demonstrate that the bWWPAperforms better than the other competing
algorithms. In addition, a statistical analysis is performed in terms of the one-way analysis-of-variance
(ANOVA) and Wilcoxon signed-rank tests to examine the statistical differences between the proposed
feature selection algorithm and compared algorithms. These experiments’ results confirmed the proposed
algorithm’s superiority and effectiveness in handling the feature selection process.

INDEX TERMS Feature selection, waterwheel plant, meta-heuristic optimization, K-nearest neighbors,
binary optimizer, bWWPA.

I. INTRODUCTION
We live in a decade where information is so valuable that
it has been called the currency. The processing of data
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has become increasingly laborious due to several factors,
including the explosion of data and the advancements in
machine learning and data mining. To address these chal-
lenges, organizations are constantly working on improving
data processing techniques and developing more efficient
algorithms. Machine learning and data mining are expanding
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fields of study and business practice because of the exponen-
tial growth of data that has to be processed and analyzed.
Knowledge discovery from data heavily relies on the con-
version procedure, which involves a series of cyclical tasks
such as data translation, reduction, cleaning, and integration.
These tasks are essential for transforming raw data intomean-
ingful insights and actionable knowledge [1]. Pre-processing
consists of these actions, the results of which immediately
affect the efficacy of subsequent machine learning and data
mining algorithms. Training machine learning and data min-
ing algorithms take more time and effort as the number of
dimensions grows, increasing the computational cost of these
tasks. Consequently, it is crucial that data be appropriately
handled. Researchers have come up with various approaches
to solve the dimensionality problem. Feature selection is a
strategy since it eliminates irrelevant information that might
otherwise hinder the classification process, such as irrelevant
features [2], [3], [4].

To boost the classifiers’ efficiency, feature selection is
a pre-processing stage that helps pick the most relevant
features and filter out the rest. Through the elimination of
superfluous features, this technique reduces the computa-
tional complexity [5]. Wrapper and filter techniques are
the most common approaches to feature selection [6], [7].
In the wrapper approach, feature subsets are determined by
one or more learning algorithms. When compared to the
filter approach, this one yields superior performance but at
a higher computational cost. Wrapper-based feature selec-
tion is typically framed as an optimization problem [8]. The
filter-based method selects valuable features independently
of a learning algorithm, taking advantage of information gain,
mutual information, and so on [9], [10]. While it is com-
putationally cheap, this approach’s performance is subpar
compared to wrapper-based methods. Discovering the most
pertinent subset of features is difficult since the goal is to
use as few features as feasible while achieving the highest
possible accuracy. Feature selection is considered an NP-hard
task [11] because choosing the best possible set of features
takes a long time. If there are N features, it leads to checking
2N − 1 different permutations to find the optimal set of
features [12]. For this reason, it is crucial to have access to
a high-performing meta-heuristic for handling this kind of
problem to speed up the computation time.

Meta-heuristic search procedures rely on a compromise
between exploitation (intensification), which performs a
comprehensive neighborhood search to discover better fea-
sible solutions, and exploration (diversification), which eval-
uates the solution of candidates not inside the neighborhood.
These two criteria determine one’s solution-finding process.
Recently, meta-heuristic algorithms have been used to han-
dle the optimization problem of feature selection [13], [14],
[15], [16], [17], since they provide superior performance
than precise techniques. The necessity for new or improved
techniques to produce high-quality solutions for the candidate
problem arises from the no-free lunch (NFL) theorem, which

states that no one algorithm can handle all optimization prob-
lems. Figure 1 shows the standard feature selection method.
This figure extracts an initial random population from the
dataset, with ones and zeros representing the selected and
not-selected features. This random population is used to
compute the fitness value for each solution and save the
best values from this step. This step is performed in terms
of the classification using the K-nearest neighbors (KNN)
classifier. Based on the best fitness, the solution is updated.
This process is repeated iteratively until a stopping crite-
rion is met. This iterative procedure results in the optimal
collection of features for evaluation by machine learning
classifiers.

The algorithm’s efficiency is a significant factor in using it
as the foundation for the binary optimization strategy. When
compared to other cutting-edge optimization techniques that
took inspiration from similar areas, the proposed algorithm
performed exceptionally well. Given the algorithm’s suc-
cess in solving highly challenging continuous optimization
problems, we set out to see if its operators and optimiza-
tion process might also yield optimum solutions to binary
optimization problems. Therefore, this research examines the
impact, benefit, and influence of creating and deploying a
binaryWWPA technique through extensive and rigorous test-
ing on diverse, high-dimensional datasets. The performance
of the approach inspired this binarization, although it has
not been used to tackle the feature selection problem since
its inception. We provide a binary variant of the WWPA to
address the bounded-continuity nature of the feature selection
problem. As a classifier, we use kNN to verify how well the
chosen collection of features performs. What follows is a list
of the work’s most significant contributions:

• For solving the feature-selection problem, we propose
a novel binary algorithm based on the waterwheel plant
algorithm (bWWPA).

• The application of a set of computational analysis met-
rics for assessing the performance of the proposed
bWWPA algorithm for feature selection.

• Extensive testing on 30 datasets of varying sizes and
dimensionalities to demonstrate the efficacy of the pro-
posed feature selection algorithm.

• A number of well-known feature selection approaches
are compared to the bWWPA to determine its relative
superiority.

• Two high-dimensional datasets are investigated in terms
of statistical analysis to confirm the superiority and
effectiveness of the proposed approach.

The remaining manuscript is organized as follows:
Section II reviews the existing research on the feature selec-
tion problem. The proposed methodology is covered in fur-
ther detail in Section III. In Section IV, we explain the
experimental setup of the conducted experiments. Experi-
ment findings and analysis are presented and discussed in
Section V. The conclusion and future perspective of this work
are presented in Section VI.
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FIGURE 1. The typical process of feature selection.

II. LITERATURE REVIEW
In this part, we provide a comprehensive literature analysis of
prior research dealing with the same general topic as the one
under investigation in the current study. Several binary meta-
heuristic methods for resolving the feature selection problem
have been proposed in the literature. The wrapper-based
feature selection method uses the binary search capacity of
meta-heuristic algorithms. In feature selection, swarm- and
evolutionary-based algorithms are becoming standard prac-
tices [18]. Due to its tried-and-true mathematical modeling,
Particle Swarm Optimization (PSO) [19] has gained a lot of
interest as a bio-inspired meta-heuristic approach. As a result
of binarization and optimization, this approach can now be
used to address problems in discrete search spaces. Authors
in [20] provided a tweaked discrete PSO that implemented
the logistic regression model in the feature selection setting.
It wasn’t until a year later that authors in [21] proposed ‘‘cat-
fishBPSO,’’ an enhanced version of BPSO that incorporated
the catfish effect, to be used in feature selection. To solve
the optimization problem of feature selection, the BPSO was

additionally enhanced [22]. Authors developed an improved
PSO (IPSO) in [17] to solve the feature selection problem; it
uses the Levy flight local factor, the global factor’s weighted
inertia coefficient, and the method of mutation diversity’s
improvement factor. However, this enhancement was not
without drawbacks, such as adding additional parameters
compared to previous enhanced PSO versions, increasing
computing time, andmaking tuning harder for different appli-
cation problems. The main problem with BPSO is that it
cannot progress since every particle in its approaches and
recedes from the hypercube corner.

Another widely used bio-inspired feature selection
approach is the genetic algorithm (GA), often implemented
as a wrapper-based methodology. To address the feature
selection problem, authors in [23] proposed a GA-based
approach using the support vector machine (SVM) learning
algorithm. Parameter and feature subset optimization for the
SVM simultaneously without sacrificing classification accu-
racy was the primary focus of their research. The approach
increased classification accuracy by decreasing the number of
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feature subsets, but it still lagged behind the Grid algorithm.
Authors in [24] later introduced a feature selection technique
for predicting protein functions that combined GA with the
ant colony optimizer (ACO). In addition, authors in [25]
developed a modified GA (MGA), which is a feature selec-
tion technique employing a pre-trained deep neural network
(DNN) for the prediction of demand for several essential
resources in an outpatient setting. As a result of merging
these two methods, we now have access to enhanced, quicker
capabilities with almost little overhead in terms of processing
power.

Many other strategies, some drawn directly from nature,
have also been used to address feature selection problems,
but these two are the most well-known. Authors in [26] cre-
ated the bat algorithm using binary wrappers. The classifier
optimum-path forest is used to find the optimal feature sets
for classification. Using an evolutionary-inspired similarity
search technique, authors in [27] presented a binary artificial
bee colony (ABC) to tackle the feature selection problem.
Authors in [15] introduced the binary ant lion optimizer
(BALO), which uses the transfer function to relocate ant
lions inside a discrete search space. The following year,
it was proposed to use a binary grey wolf optimizer with
two techniques to find a subset of features that simultane-
ously meets the two competing goals of the feature selection
problem: improving classification accuracy while reducing
the total number of features used in the analysis. Despite its
superior performance relative to the approaches employed
as a comparison in the study, this approach suffered from
early convergence. The return-cost-based firefly algorithm
(Rc-FFA) was developed by authors in [28] to improve the
original binary firefly method that avoids convergence too
soon. The exploitation and exploration stages of the binary
dragonfly optimizer created by authors in [29] were enhanced
using a time-varying transfer function. However, it did not
even come close to performing optimally.

Two variations of the salp swarm algorithm (SSA) were
presented by authors in [30] to address the feature selection
problem. However, the study did not analyze the transfer
functions used in the first method, which used eight transfer
functions to transform a continuous search space into a binary
one, or the crossover operator used to enhance the SSA’s
exploratory capabilities. Using the V-shaped transfer function
and the sigmoid, authors in [31] created a binary grasshopper
optimization algorithm (BGOA). To improve the BGOA’s
exploration phase, the mutation operator was introduced into
this study. Specifically, two binary variants of the whale opti-
mization technique were presented by authors in [32]. The
first iteration relied on a random operator’s roulette wheel
and tournament selection processes throughout the search
process, while the second used mutation and crossover to
increase diversity. To address this feature selection problem,
authors in [33] presented a binary seagull optimizer based
on the baseline approach, which uses four transfer functions
with S and V shapes to ‘‘binarize’’ the process. In addition to

comparing their method’s performance to that of others, they
also tested it on high-dimensional datasets.

Bio-inspired meta-heuristics were created by the authors
of [34] and [35] utilizing three different approaches to the
problem. Both methods classified medical diagnoses using
a backpropagation neural network and the AddaBoostSVM
classifier. While the former utilized a mixture of the glow
world swarm optimization method, the lion optimization
algorithm, and differential evolution [36], [37], the latter
utilized a mixture of the krill herd optimization algorithm,
the cat swarm optimization algorithm, the bacteria foraging
optimizers, and the carnivorous plant algorithm [38]. The
results from using these strategies were better than those from
using alternatives. The proposed approaches included many
meta-heuristic techniques, which resulted in high computing
costs. Authors in [39] proposed a bio-inspired technique (salp
swarm) with kernel-ELM as a classifier to identify glaucoma
from medical photos. In comparison to previous approaches,
the outcomes achieved by this strategy were superior. How-
ever, huge real-time dataset collections were not used to
evaluate the method due to the difficulty they presented.
Some of the problems with feature selection were improved
upon by the aforementionedmethods [40]. Several techniques
failed to provide a desirable feature set when applied to high-
dimensional datasets. The NFL theorem concludes that no
universal optimization problem solution applies to feature
selection. The optimization challenge of feature selection
necessitates the creation of a novel binary approach.

The susceptible infectious recovery (SIR) model [41] is
one example of a strategy developed to address the detection
and classification challenges. Based on sample pathways, this
method was used to identify the original data sources in a net-
work. All network nodes were assumed to be in their vulner-
able beginning condition in that study, with the exception of a
single infectious source. After that, the diseased node, which
may no longer be infectious, might spread the infection to the
vulnerable nodes. This simulated exercise demonstrated that
the estimate generated by the tree network’s reverse infection
technique was more aligned with the actual source. Many
real-world networks underwent additional performance stud-
ies with encouraging results. The limitation of this model was
that it relied on just one source node, which is usually not
the case in practice. Authors in [42] developed a divide-and-
conquer strategy to tackle this problem by employing the SIR
model to locate multiple sources in social networks. Results
from using the method were encouraging, with estimates
quite close to the mark. These techniques have not, however,
been applied directly to the problem of optimizing feature
selection.

More SIR model-based approaches have been developed
to detect or diagnose coronavirus infection in individuals
after the 2020 COVID-19 virus epidemic. To prevent the
spread of the virus across society, authors in [43] proposed
a novel coronavirus herd immunity optimizer (CHIO) based
on herd immunity and the social distance strategy. The herd
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FIGURE 2. The most common classifiers used in feature selection. The
percentages refer to the number of feature selection algorithms that use
each classifier.

immunity method was used to solve an optimization problem
in engineering by combining the expertise of three types
of individuals: those vulnerable to infection, those who had
contracted it, and those who had been immunized. Recently,
a unique COVID-19 diagnostic technique, patient detection
strategy (CPDS) [44], was introduced that leveraged this
algorithm by combining the wrapper and filter approaches to
feature selection. Using chest CT scans of patients infected
with and uninfected with COVID-19, the wrapper approach
implemented EKNN. The findings demonstrated that the
proposed technique outperformed recently established alter-
natives regarding accuracy, sensitivity, precision, and run-
ning time. Additionally, two wrapper-based approaches were
developed by combining the greedy search operator with and
without the CHIO and then tested on 23 benchmark datasets
and the real-world COVID-19 dataset [45].

The success of any feature selection technique relies on
selecting a suitable classifier. Classifiers such as SVM,
KNN, artificial neural networks (ANN), naive Bayesian
(NB), kernel extreme learning machines (KELM), random
forests (RF), fuzzy rules-based systems (FR), C4.5, and
optimum-path forests (OPF) are used with meta-heuristic
algorithms to solve feature selection problems. Figure 2
shows that KNN is the most often used classifier in the
literature because of its versatility and suitability for high-
dimensional datasets.We adopted the KNN classifier with the
proposed feature selection algorithm in this work.

III. THE PROPOSED METHODOLOGY
In this section, we detail the procedure of the binarization
strategy we propose to use with the WWPA algorithm. Once
the search space has been generated, the technique for cre-
ating the binary representation of it will be described. Next,
we develop the binary version of WWPA and add it to the
binary search matrix. The provided transformation functions
enable the variation to create a discrete map from the contin-
uous space.

A. INSPIRATION OF THE WATERWHEEL PLANT
ALGORITHM (WWPA)
Waterwheel plants (Aldrovanda vesiculosa) have traps that
look like tiny, see-through flytraps and are carried on broad
petioles [46]. A ring of bristles that mimic hair surrounds the
trap to prevent harm or false triggers from other water plants.
The trap’s outside edges are covered in many hook-like teeth
that interlock as the trap closes around its prey, like the teeth
of a flytrap. A ‘‘flytrap’’ is a type of carnivorous plant; it has
evolved to be a cunning and highly specialized predator of
the insect world. When the clamshell is closed, it is due to
the action of roughly forty long trigger hairs (there are only
about 6-8 trigger hairs within a Venus flytrap trap). Predators
are equipped with both trigger hairs and acid-secreting glands
to aid in the digestion of meat. The victim is sucked into the
trap and pinned to the floor at the hinge by the interlocking
teeth and a mucus sealant. The trap has forced out most of
the water, which is being replaced by digestive fluids. Like
a flytrap, an Aldrovanda trap may only capture two to four
meals before it quits up. The waterwheel facility is seen in
Figure 3.

B. THE MATHEMATICAL MODEL OF WWPA
Using amodel of the waterwheel’s real behavior, this part first
discusses how to set up WWPA [47], then outlines how to
update the location of the waterwheel throughout exploration
and exploitation.

1) INITIALIZATION
WWPA is an approach that uses a group of individuals to find
a good solution to a problem through repeated attempts in
the search space. The WWPA population has different values
for the problem variables due to the different locations of the
waterwheels inside the search space. A vector can be seen
as a graphical depiction of various solutions to the problem,
with each waterwheel representing a distinct vector. It is
conceivable that a matrix might be employed to portray the
entire WWPA population, encompassing all the waterwheel
variations. In the first stage of a WWPA implementation, the
starting positions of the waterwheels in the search area are
determined randomly.

P =



P1
...

Pi
...

PN

 =



p1,1 · · · p1,j · · · p1,m
...

. . .
... . .

. ...

pi,1 · · · pi,j · · · pi,m
... . .

. ...
. . .

...

pN ,1 · · · pN ,j · · · pN ,M


(1)

pi,j = lbj + ri,j.(ubj − lbj), i = 1, 2, . . . ,N , j = 1, 2, . . . ,m

(2)

where N and m represent the number of waterwheels and the
number of variables, respectively; ri,j is a random number in
the interval [0, 1]; lbj and ubj represent the lower bound and
upper bound of the j-th problem variable; P represents the

VOLUME 11, 2023 94231



A. A. Alhussan et al.: Binary Waterwheel Plant Optimization Algorithm for Feature Selection

FIGURE 3. The facility of the WWPA algorithm.

population matrix of waterwheel locations; Pi represents the
i-th waterwheel (a candidate solution), and pi,j (problem vari-
able). Since each waterwheel stands for a distinct approach to
the problem, its objective function can be determined inde-
pendently. The values that make up the problem’s objective
function can be represented effectively in the form of a vector
in equation (3).

F =



F1
...

Fi
...

FN

 =



F(X1)
...

F(Xi)
...

F(XN )

 (3)

where F is a vector containing all the objective function
values, and Fi is the predicted value for the i-th waterwheel.
The assessments of objective functions are utilized as the
primary yardstick for choosing the best solutions. This means
that the greatest value of the objective function corresponds to
the best candidate solution (i.e., the best member). In contrast,
the lowest value corresponds to the worst candidate solution
(i.e., the worst member). The current optima will change over
time due to the waterwheels’ random movement throughout
the search space at each iteration.

2) PHASE 1: POSITION IDENTIFICATION AND HUNTING OF
INSECTS (EXPLORATION)
Waterwheels are powerful predators because of their keen
sense of smell, allowing them to pinpoint pests’ origins.
A waterwheel will begin attacking any insect that gets within

its range. After locating its prey, it launches an assault and
continues its pursuit. WWPAmodels the first part of its popu-
lation update process by simulating this waterwheel activity.
By simulating the waterwheel’s attack on the insect, which
results in large variations in the waterwheel’s location in the
search space, we may improve WWPA’s exploration capa-
bility in locating the optimal region and escaping from local
optima. Using a simulation of the waterwheel’s approach to
the bug, equation (4) is used to obtain the waterwheel’s new
position. The previous site will be abandoned in favor of the
one mentioned below if the value of the objective function is
enhanced by shifting the waterwheel there.

W = r1.(P(t) + 2K ) (4)

P(t + 1) = P(t) +W .(2K + r2) (5)

where r1 and r2 are random variables having values between
[0, 2] and [0, 1]. In addition, W is a vector that shows the
circle’s diameter in which the waterwheel plant will look
for the potential locations, and K is an exponential variable
with values in the range [0, 1]. Equation (6) can adjust the
waterwheel’s location if the solution remains unchanged after
three iterations.

P(t + 1) = Gaussian(µP, σ ) + r1

(
P(t) + 2K

W

)
(6)

3) PHASE 2: CARRYING THE INSECT IN THE SUITABLE TUBE
(EXPLOITATION)
An insect is sucked into a waterwheel and transferred to
a feeding tube. This simulated waterwheel activity informs
WWPA’s second-stage population update. The model of
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transporting the insect to the appropriate tube leading to
the creation of small changes in the position of the water-
wheel in the search space increases the WWPA’s exploitation
power during the local search, and better solutions are con-
verged upon near the ones that have already been discovered.
WWPA’s designers emulate the natural behavior of water-
wheels by determining a new random location as an ‘‘excel-
lent position for devouring insects’’ for each waterwheel in
the population. The following equations demonstrate that
the waterwheel is relocated to the new position if the target
function’s value is more significant than the original location.

W = r3.(KPbest (t) + r3P(t)) (7)

P(t + 1) = P(t) + KW (8)

where r3 is a random variable with values in the range [0, 2],
P(t) is the current solution at iteration t , and Pbest is the best
solution.

Similar to the exploration phase, if the solution does not
improve for three iterations, the following mutation is applied
to avoid getting stuck into particular local minima.

P(t + 1) = (r1 + K )sin(
F
C

θ ) (9)

where F and C are random variables with values in the range
[−5, 5]. In addition, the value of K decreases exponentially
using equation 10.

K =

(
1 +

2 ∗ t2

Tmax
+ F

)
(10)

C. SEARCH SPACE BINARIZATION
Individuals whose representations form a binary search space
make up the bWWPA search space. Binary numbers represent
all individuals in the search space. This representation is
necessary because it facilitates distinguishing desirable and
undesirable features. Figure 4 shows the representation of the
full search space available to the bWWPA algorithm. In the
first step, the number of individuals in the search space is set
by the population size popsize and the dataset dimension D.
When applied to the search space, theWWPA

⊕
operation is

supposed to yield optimal solutions with a new internal repre-
sentation that ranges from 0 to 1 along all of D in indi. Each
indi will receive results when the full optimization process
is finished, which is expected to take several rounds. Cells
with values of 1 s are expected to represent the chosen fea-
tures. The number of features |F | in the dataset X is roughly
equivalent to the dimension of D for arbitrary solution indi.
Therefore, for each indi that stands for an instance in dataset
X , we tally the number of 1’s in dimension D. Binarization
of WWPA is an approach to feature selection problems that
benefit from formalizing the search space. A breakdown of
the proposed bWWPA approach and how its components
work together follows.

D. BINARIZATION OF WWPA
By combining the original WWPA’s functionality with sev-
eral additional operators, a new variation of the algorithm

has been designed to optimize solutions in a discrete solution
space. The solution representation and optimization process
can be transformed from a continuous to a discrete form
through the first step, which defines transformation functions.
This is essential so that the novel approach may tackle prob-
lems specific to feature selection. Altering the fitness function
is the second modeled procedure for achieving the new vari-
ation of bWWPA. Finding the optimal answer overall means
computing the fitness of all possible options. To address the
specifics of the situation at hand, we provide a specification of
the fitness function. The algorithmic structure of the bWWPA
is also shown and explored, along with a diagram of its
operation. The continuous solution resulting from theWWPA
algorithm is converted to binary using the following sigmoid
function, where Sbest is the best continuous solution retrieved
by the continuousWWPA. The representation of this sigmoid
function is shown in Figure 5.

Binary =

{
1 if Sigmoid(Sbest ) ≥ 0.5
0 otherwise

,

Sigmoid(SBest ) =
1

1 + e−10(SBest−0.5) (11)

E. FITNESS AND COST FUNCTIONS
Finding the most effective answer to the feature selection
problem required a hybrid approach considering both fitness
function assessment and cost function evaluation. As shown
in the following equation, the solution is rated according to
how well it performs using the classifier clf based on the
application of control parameter � and a subset of the dataset
X [: 1indi ] while the tuning parameter is in effect. In the
equation, the notation 1indi yields the total number of 1’s in
the array standing in for the indi themselves.

fit = � ∗ (1−clf
(
X [: 1indi ]

)
) +

(
(1 − �)

|F |

D

)
(12)

By subtracting the value returned by fit from 1, as shown
in the following equation, the cost function is assessed based
on the output of the fitness function. Each optimal solution
for a given dataset is visually analyzed and interpreted using
the fitness and cost function values.

cost = 1 − fit (13)

F. PROPOSED bWWPA ALGORITHM
We provide the formalization of the proposed algorithm in
Algorithm 1 and in the flowchart depicted in Figure 6. In this
algorithm, the values for the initial parameters required for
input and the global best solution are initialized, and the value
of the cost function is calculated at each iteration. Lines 8-12
detail exploring the search space to find the best solution.
On the other hand, lines 13–16 explain the exploitation in
which the best solutions are exploited to find new regions in
the search space for further investigation. Whether the proce-
dure does a local or global search depends on the result of the
examination of the conditions, we estimate the total number
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FIGURE 4. The search space representation of the feature selection process.

FIGURE 5. Sigmoid function corresponding to equation (11).

of open positions in both the exploitation and exploration
scenarios. At last, the compartments are brought up to date,
and the best global solution is established before the next
iteration is carried out.

G. FEATURE SELECTION
The accuracy of a classifier applied to a subset of the dataset
determines how much of the dataset to use in calculating the
fitness and cost functions. KNN is served as the foundational
classifier. In this research, we investigate the impact of many

well-known classifiers on the feature selection problem and
report the findings. The following equation is used to deter-
mine the number of selected features for a given individual
indi, where D is the dimension of the feature size in the
dataset, and 1ind

k
i is the number of feature locations that have

1s in them.

fsi =

∑D
k=0(1

indki )
D

(14)

The KNN model is used to find groups of things that
are related and thereby solves the classification problem.
The most successful conditions were found by testing k-fold
values of 5, 3, and 2. We found that a k-fold of 5 provided
the best results across the majority of the datasets we tested,
while a k-fold of 2 was best for the Iris and Lung datasets
when utilizing the bWWPA algorithm. The experimental con-
ditions and computing infrastructure utilized to evaluate this
methodology will be discussed in depth in the next section.

H. FITNESS FUNCTION
The effectiveness of the proposed feature selection algorithm
is evaluated in terms of the quality of its solutions using a fit-
ness function. The two main variables influencing the fitness
function are the number of features used for classification
and the misclassification rate. It is deemed a good solution
if it narrows down the range of features to choose from to
reduce the classification error rate and the number of selected
features. The following equation is used to determine how
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FIGURE 6. Flowchart of the feature selection process based on the proposed bWWPA.
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well each solution performs.

F = h1
|s|
|f |

+ h2Error(D) (15)

where the total number of features and the number of selected
features are denoted by |f | and |s|, respectively. The classifier
error is denoted byError(.) and h1 and h2 are parameters used
to manage the importance of the selected features with h1 ∈

[0, 1] and h2 = 1 − h1.

Algorithm 1 : The Proposed Binary bWWPA Algorithm
1: Initialize waterwheel plants’ positions Pi(i =

1, 2, . . . , n) for n plants, objective function fn, iterations
t,Tmax , parameters of r, r1, r2, r3, f , c, and K

2: Binarize the solution space
3: Calculate fitness of fn for each position Pi
4: Find best plant position Pbest
5: Set t = 1
6: while t ≤ Tmax do
7: for (i = 1 : i < n+ 1) do
8: if (r < 0.5) then
9: Explore the waterwheel plant search space using:

W = r1.(P(t) + 2K )
P(t + 1) = P(t) +W .(2K + r2)

10: if Solution does not change for three iterations
then
P(t + 1) = Gaussian(µP, σ ) + r1

(
P(t)+2K

W

)
11: end if
12: else
13: Exploit the current solutions to get best solution

using:
W = r3.(KPbest (t) + r3P(t))
P(t + 1) = P(t) + KW

14: if Solution does not change for three iterations
then
P(t + 1) = (r1 + K )sin(FC θ )

15: end if
16: end if
17: end for
18: Decrease the value of K exponentially using:

K =

(
1 +

2∗t2

(Tmax )3
+ f

)
19: Update r, r1, r2, r3, f , c
20: Calculate objective function fn for each position Pi
21: Find the best position Pbest
22: Set t = t + 1
23: end while
24: Convert best solution to binary
25: Return best solution, cost of best solution

IV. EXPERIMENTAL SETUP
In this part, we present the experimental setup in detail. As a
preliminarymatter, we shouldmention that the PCwe utilized
for the studies had the following specifications: Processing
unit, Intel®Core i5-4210UCPU 1.70 GHz, 2.40 GHz;Mem-
ory, 8 GB; Operating System, Windows 10. We also tried

TABLE 1. The UCI datasets employed in this research.

out various configurations on a number of other computers:
a 1.70 GHz or 2.40 GHz Intel® Core i5-4200 processor,
16 GB of RAM, and a 64-bit version of Windows 10. Python
version 3.9 and its supplementary libraries, including Numpy
and others, were used to create the binary meta-heuristic
algorithms. The computing environment is described here,
and in the following sections, the input parameters and types
are explained, as well as the results of the experiments. In this
part, we also introduce the assessment criteria we used to
compare the outcomes and explain why we chose these par-
ticular metrics.

A. DATASET
Extensive testing of bWWPAwas conducted on 30 prominent
and standard-setting datasets [48]. As such, the efficiency and
performance of the approach described in this paper were
evaluated using these datasets, which have been extensively
utilized for comparative evaluations of binary meta-heuristic
algorithms. Dataset details that were used can be found in
Table 1.
This table has datasets with high, moderate, and low

dimensions, all amenable to exploration using the bWWPA
technique. This was required because testing an algorithm’s
performance on several datasets, especially high-dimensional
ones equivalent to practical binary optimization problems,
is crucial. High-dimensional features created due to the
proliferation of biomedical datasets have a detrimental
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FIGURE 7. The average error over thirty UCI datasets.

TABLE 2. Configuration of compared algorithms with 100 iterations and
ten agents for each.

impact on machine learning classifiers. When tested on
high-dimensional datasets like the ever-expanding collec-
tion of biomedical datasets, many feature selection methods
reported in the literature run into problems with a variety of
population and local optima. Since feature selection aims to
pick the most valuable features from a pool that may have
included noise, we must demonstrate the bWWPA’s effec-
tiveness with high-dimensional datasets. This research inves-
tigates high-dimensional datasets with feature sizes between
4 to 617. The majority of these data sets include classification
problems, either binary ormulti-classification problems, such
as in the Lung and WaveformEW datasets. Some datasets
with a medium number of dimensions include BreastEW,
Kc2, Blood, M-of-n, and Tic-tac-toe.While the Blood dataset
has approximately four features, the other datasets in this
group typically contain between 6 and 617 features.

B. PARAMETER CONFIGURATION AND SETTINGS
The proposed method was compared to nine binary vari-
ants of meta-heuristic algorithms: the binary dipper throated
optimizer (bDTO) [49], the binary sine cosine optimizer
(bSC) [50], the binary particle swarm optimizer (bPSO) [51],

TABLE 3. Configuration parameters of the proposed bWWPA algorithm.

TABLE 4. Evaluation metrics used in assessing the proposed feature
selection method.

[52], the binary whale optimization algorithm (bWOA) [53],
the binary grey wolf optimizer (bGWO) [54], [55], the
binary multiverse optimizer (bMVO) [56], and the binary
satin bowerbird optimizer (bSBO) [57], the binary fire-
fly algorithm (bFA) [28], the binary genetic algorithm
(bGA) [58]. In Table 2, the algorithm-specific parameter
settings that were used are presented. The algorithms were
trained using 100 iterative procedures, with each experi-
ment generally being conducted 10 times to get an average
performance. The next section details the equations used
to determine these averages and the similar measures we
compared.
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TABLE 5. Average error results of the proposed bWWPA algorithm and compared binary algorithms.

FIGURE 8. The average select size over thirty UCI datasets.

C. EVALUATION METRICS
In the following, the evaluation metrics employed to assess
the performance of the proposed methodology are presented.
These metrics include classification accuracy, average accu-
racy, maximum accuracy, and standard deviation fitness.
Table 3 contains the formulas used to calculate these met-
rics [59], [60]. This table denotes the number of runs of
the proposed and other competing optimizers by M . The
best solution at the run number j is denoted by S∗

j , size(S
∗
j )

refers to the length of the best solution vector. N denotes
the number of points in the test set. V̂n and Vn refer to the

predicted and actual values, respectively. The calculation of
the average runtime is also presented in this table, where M
is the number of iterations for optimization technique o, and
runtime is the actual computation time for technique o at
run i [61], [62].

V. RESULTS AND DISCUSSION OF FINDINGS
In this section, we provide results comparing the efficacy
of the proposed bWWPA to that of the other nine binary
optimizers. These algorithms were chosen because they are
widely considered the best of the best when it comes to binary
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TABLE 6. Average select size results of the proposed bWWPA algorithm and compared binary algorithms.

FIGURE 9. The average fitness over thirty UCI datasets.

optimization and have shown exceptional performance in
previous studies. We point out that we used the same param-
eterization, such as the number of iterations and parameter
values, in the proposed analyses of most of these methods.
The parts that follow are structured as shown below.We begin
by comparing and contrasting each available approach’s fit-
ness performance and feature selection. We then compare
the success rates of several methods for classifying data.
We then examine how different approaches’ cost functions

stack up against one another and demonstrate how the clas-
sifiers we choose affect the feature categorization process
overall. At last, we detail the time required by each tech-
nique and analyze the results. The following sections present
the achieved results using tables and graphs with more
explanation.

The proposed bWWPA algorithm is evaluated using
30 datasets drawn from the UCI machine learning library to
gauge its quality and efficacy. To test the proposed approach
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TABLE 7. Average fitness results of the proposed bWWPA algorithm and compared binary algorithms.

FIGURE 10. The average best fitness over thirty UCI datasets.

on a wide range of problems, many datasets were chosen
with varying numbers of features, instances, and classes;
two of these datasets contain more than 500 attributes each.
A dataset’s training, validation, and testing segments are all
represented equally. During its development, the KNN classi-
fier relies on the training component. For a given solution, the
fitness function can be calculated with the help of validation,
and the effectiveness of the proposedmodel can be testedwith
the help of testing. Using 10 search agents, each optimizer

is executed 20 times for 100 iterations. The k-fold cross-
validation value is set to 10, and the k-neighbors parameter
for the KNN classifier is 5. We set h1 to a value of 0.99 and
h2 to a value of 0.01.
Table 5, Table 6, and Table 7 display the results of the

proposed optimization algorithm in terms of average error,
average select size, and average fitness (Mean), respec-
tively. The optimizer first picks the optimal collection of
features to train the classifier and achieve a smaller error on
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TABLE 8. Best fitness results of the proposed bWWPA algorithm and compared binary algorithms.

FIGURE 11. The average worst fitness over thirty UCI datasets.

the concealed test data. The proposed (bWWPA) algorithm
achieves the lowest overall average error for all the datasets
compared to the other optimization algorithms, as shown
in Figure 7.

The efficacy of the proposed method is demonstrated by
the average selected attributes in Table 6. Maintaining a low
error rate is crucial, even when selecting a smaller number
of features suggests that the optimizer is engaging in fea-
ture selection. In this way, the fitness function pushes the

optimizer to pick fewer features by giving the classifica-
tion error a larger weight. Most datasets may be classified
to a lower level with the help of the bWWPA algorithm,
which uses the fewest possible channels. Figure 8 shows
the average select size over the 30 datasets. The figure
shows that the proposed bWWPA picks the smallest average
select size compared to the other binary optimization algo-
rithms. This reveals a significant advantage of the proposed
algorithm.
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TABLE 9. Worst fitness results of the proposed bWWPA algorithm and compared binary algorithms.

FIGURE 12. The average standard deviation fitness over thirty UCI datasets.

Table 7 presents the recorded values of the average fitness
achieved by the proposed bWWPA and the other competing
feature selection algorithms. The recorded values show the
superiority of the proposed approach in achieving the lowest
average fitness for several datasets such as Zoo, Beast can-
cer tissue,.., and other datasets. However, the plot shown in
Figure 7 depicts an overall assessment of the average fitness.
In this figure, it can be noted that the proposed bWWPA
algorithm achieves the second-best algorithm compared to
the other algorithms. These results emphasize the superiority

of the proposed algorithm when compared to eight different
algorithms included in the conducted experiments.

Table 8 and Table 9 displays the best and worst fitness
scores obtained from a number of distinct optimization meth-
ods. The results in these tables show that the proposed
bWWPA algorithm outperforms existing optimization meth-
ods across several iterations in terms of fitness. The aver-
age best fitness and the average worst fitness over all the
datasets are shown in Figure 10 and Figure 11, respectively.
These figures show that the proposed method achieves the
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FIGURE 13. The average time profile (in seconds) over thirty UCI datasets.

FIGURE 14. The convergence curves of the proposed bWWPA compared to other techniques. These convergence curves are for sample datasets, which
are (a) Zoo, (b) Parkinson, (c) Wine, (d) Climate, (e) HAR, and (f) ISOLET.

lowest fitness, outperforming the average best fitness using
the other optimization methods. Table 10 also includes the

statistical findings standard deviation. Compared to other
algorithms, the proposed bWWPA method has the lowest
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TABLE 10. Standard deviation fitness results of the proposed bWWPA algorithm and compared binary algorithms.

TABLE 11. Time profile in seconds of the proposed bWWPA algorithm and compared binary algorithms.

standard deviation, demonstrating its consistency and dura-
bility across various datasets. In addition, the plot in Figure 12

depicts the average standard deviation fitness across the com-
plete set of datasets employed in the conducted experiments.
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TABLE 12. p-values using Wilcoxon’s rank-sum (p > 0.05 are underlined) of bWWPA in comparison to other algorithms.

TABLE 13. Statistical analysis of the results achieved by bWWPA when applied to the HAR-Smartphones dataset.

The plots emphasize the superiority of the proposed methods
as they achieve the lowest standard deviation fitness com-
pared to other methods.

As indicated in Table 11, the last experiment examines
how long various optimization strategies process. A faster
elapsed time suggests that the optimizer can more quickly
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TABLE 14. Analysis of variance (ANOVA) test applied to the results of the
HAR-Smartphones dataset using bWWPA feature selection method.

FIGURE 15. Average error based on the HAR dataset.

FIGURE 16. The heatmap of the ANOVA test using the HAR dataset.

FIGURE 17. Histogram of average error for the HAR dataset.

identify the features that will yield the best results. For
the higher-dimensional HAR Using Smartphones and ISO-
LET datasets, the suggested optimizer achieves results
that are competitive with those of previous techniques.
Figure 13 shows that the suggested optimizer can avoid
local optima and has a rapid convergence time, proving
its strong exploitation potential. This demonstrates that the
bWWPA method is trustworthy and dependable in locating
the best possible subset of features in a practical period of
time.

FIGURE 18. Average error based on the ISOLET dataset.

FIGURE 19. The heatmap of the ANOVA test using the ISOLET dataset.

FIGURE 20. Histogram of average error for the ISOLET dataset.

On the other hand, we compare the proposed bWWPA
method to various meta-heuristic algorithms and calculate
their p-values using Wilcoxon’s rank-sum test. Using this
metric, we can see if there is a substantial difference between
the outcomes of our suggested algorithm and those of com-
peting algorithms. The results of the proposed algorithm are
substantially different from those of the compared meth-
ods if the p-value is less than 0.05. A p-value greater
than 0.05 indicates no statistically significant difference
between the groups. The worst p-values in Table 12 are
those larger than 0.05. As seen in the table below, the
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TABLE 15. Wilcoxon signed rank test of the results achieved by applying bWWPA feature selection to the HAR-Smartphones dataset.

FIGURE 21. Analysis plots of the ANOVA test results based on the HAR dataset in the top row plots and based on the ISOLET dataset in the bottom row
plots.

TABLE 16. Analysis of variance test of the results achieved by applying
bWWPA feature selection to the ISOLET-Smartphones dataset.

p-values obtained using this test are less than 0.05 when
comparing the suggested approach to others. This demon-
strates the efficacy and statistical significance of the bWWPA
algorithm.

Figure 14 displays plots of the cost function values that
were calculated for each method and dataset combination.
Inspecting the graphs for Zoo, Parkinson, Wine, Climate,

HAR, and ISOLET datasets reveals that bWWPA produced
excellent cost values during the iterative phase. Performance
on the cost function was inconsistent for the bGWO tech-
nique across all six datasets, whereas bPSO, bWOA, and
bGA performed consistently well. For each of the six data
sets, the bWWPA curve was lower than those obtained using
the other approaches. Across all six datasets, the bWWPA
showed the highest performance. The bWWPA outperformed
the other feature selection techniques on high-dimensional
datasets like HAR and ISOLET.

A. STATISTICAL ANALYSIS OF TWO CASES STUDIES
In this section, we investigate the performance of the pro-
posed feature selection algorithm in terms of two datasets
with a large set of features. These datasets are Har with
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TABLE 17. Wilcoxon signed rank test of the results achieved by applying bWWPA feature selection to the ISOLET dataset.

TABLE 18. Statistical analysis of the results achieved by applying feature selection using bWWPA to the ISOLET dataset.

smartphones and the ISOLET. The number of features of
these datasets is 561 for HAR and 617 for the ISOLET
dataset. In addition, the number of instances in the HAR
dataset is 10299, and 7797 for the ISOLET dataset. The
large size of these datasets represents a challenge in per-
forming well for the proposed approach compared to the
other approach. Thus, we adopted these datasets to empha-
size the capability of the proposed approach to handle
high-dimensional datasets with a large number of samples.
The statistical analysis is performed in terms of a set of exper-
iments including ANOVA, Wilcoxon, heatmap of ANOVA
test, average error, and histogram of average error in addition
to a set of plots representing the outputs of the ANOVA test.

The average error, heatmap of the ANOVA test, and the
histogram of the average error measured from the results
achieved by the proposed algorithmwhen applied to the HAR
dataset are shown in Figure 15, Figure 16, and Figure 17,
respectively. Similarly, the corresponding plots for the ISO-
LET dataset are shown in Figure 18, Figure 19, and Figure 20,
respectively. The results depicted in these figures emphasize
the superiority of the proposed algorithm when compared to
the competitor feature selection methods.

In addition, the analysis plots shown in Figure 21 repre-
sented the ANOVA test results for HAR and ISOLET datasets
and represented in terms of the Residual plot, Homoscedas-
ticity plot, and QQ plot. These plots show a promising
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performance of the proposed methodology in feature selec-
tion when applied to a large dataset.

On the other hand, the statistical analysis of the results
recorded based on the HAR dataset is shown in Table 13.
This table presents the percentiles, means, variances, and
other measuring criteria to prove the effectiveness of the pro-
posed methodology. The presented results using the proposed
bWWPA are better than the other methods, which confirms
the expected findings. In addition, the ANOVA andWilcoxon
results are presented in Table 14 and 15, respectively. The
p-values in these tables are less than 0.05, which refers to
the statistical difference between the proposed method and
the other feature selectionmethods. These tests are performed
using 20 random samples from the HAR dataset.

Similarly, the statistical analysis of the results recorded
using the ISOLET dataset is shown in Table 18. In addi-
tion, the ANOVA and Wilcoxon results are presented in
Table 14 and 15, respectively. The results in these tables
emphasize the statistical difference of the proposed approach
when tested on a dataset with a large number of features and
samples.

VI. CONCLUSION
This work presented a novel feature selection algorithm that
takes cues from the waterwheel plant’s method of prey selec-
tion. By striking a good balance between exploration and
exploitation, the proposed method (bWWPA) is utilized in
conjunction with the KNN classifier to determine the best
possible combination of features to apply to each unique
situation. A Sigmoid function was used to transform the
continuous values into binary ones to apply the proposed
approach to the feature selection problem. Experiments were
conducted with 30 datasets from the UCI machine learning
repository to examine the stability and robustness of the pro-
posed bWWPAmethod. The results were compared to bDTO,
bSC, bPSO, bWOA, bGWO, bMVO, bSBO, bFA, and bGA
optimization techniques. The results showed the superiority
of the proposed bWWPA algorithm. In addition, extensive
statistical analysis is performed in terms of two datasets with
a large number of features to confirm the proposed approach’s
effectiveness and its superiority compared to other feature
selection methods. This analysis includes ANOVA and the
Wilcoxon rank test, and the results are visualized to clearly
show the proposed algorithm’s promising performance. The
proposed approach will be evaluated in further work on
continuous problems, restricted engineering challenges, and
additional binary problems, such as the EEG problem and
binary problems with a larger number of features.
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