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ABSTRACT Differential evolution (DE) algorithm is one of the most effective and efficient heuristic
approaches for solving complex black box problems. But it still easily suffers from premature convergence
and stagnation. To alleviate these defects, this paper presents a novel DE variant, named enhanced adap-
tive differential evolution algorithm with multi-mutation schemes and weighted control parameter setting
(MWADE), to further strengthen its search capability. In MWADE, a multi-schemes mutation strategy is
first proposed to properly exploit or explore the promising information of each individual. Herein, the
whole population is dynamically grouped into three subpopulations according to their fitness values and
search performance, and three different mutant operators with various search characteristics are respectively
adopted for each subpopulation. Meanwhile, in order to ensure the exploration of algorithm at the later
evolutionary stage, a weight-controlled parameter setting is proposed to suitably assign scale factors for
different differential vectors. Moreover, a random opposition mechanism with greedy selection is introduced
to avoid trapping in local optima or stagnation, and an adaptive population size reduction scheme is
devised to further promote the search effectiveness of algorithm. Finally, to illustrate the performance of
MWADE, thirteen typical algorithms are adopted and compared with MWADE on 30 functions from IEEE
CEC 2017 test suite with different dimensions, and the effectiveness of its proposed components are also
investigated. Numerical results indicate that the proposed algorithm has a better search performance.

INDEX TERMS Differential evolution, numerical optimization, mutation strategy, parameter control,
population size reduction scheme.

I. INTRODUCTION
Generally, most engineering problems can always be con-
verted and solved as optimization problems, such as UAV
swarm configuration [1], image segmentation [2], [3], job-
shop scheduling [4], and so on. Unlike traditional opti-
mization algorithms, intelligent optimization algorithms have
been proved to be one of themost effectivemethods to resolve
such kind of complex engineering problems [5], [6], [7], [8],
[9]. Due to its simple but robust structure, and few require-
ment of control parameters, DE algorithm [8] has beenwidely
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and successfully applied in the fields of clustering [10],
[11], [12], neural networks [13], [14], [15], economic load
dispatch [16], and so on. Although the above-mentioned
extensive application results demonstrate the powerful search
capability and application context of DE, it still suffers from
falling into local optima [5].
Up to now, researchers have proposed a series of schemes

to enhance the performance of DE [17], [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32],
[33], [34], [35], [36], [37], [38], [39], [40], [41]. Among
them, two popular approaches are designing proper muta-
tion strategy and parameter control methods. For example,
in terms of improving mutation strategy, by introducing an
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external archive to store inferior solutions from the his-
torical population, Zhang and Sanderson [23] proposed a
mutation strategy (JADE) to balance the global search and
local exploitation of algorithm. Gong and Cai [24] proposed
a ranking-based mutation operator (rank-DE) to enhance
DE’s exploitation ability, where some parents in the mutation
operators are selected in proportion to their rankings in the
current population. Cheng et al. [25] proposed a new ranking
framework (FDDE) to balance exploration and exploration
by combining the fitness ranking and diversity ranking of
individual to define its final ranking. In addition, by prop-
erly integrating the benefits of multi-mutation operators,
numerous DE variants have been also researched to adapt
the varying search requirements of algorithm at different
evolutionary stages. For instance, Mallipeddi et al. [26] used
a pool of distinct mutation strategies along with a pool
of values for each control parameter to produce offspring
(EPSDE). Meng and Yang [27] proposed a novel historical-
solution based mutation strategy and an inferior-solution
based mutation strategy to simultaneously enhance the explo-
ration and exploitation of algorithm. Ghosh et al. [28] pro-
posed a stochastically switchable manner mutation strategy
to resolve complex optimization problems, in which a pop-
ulation centrality based mutation strategy and the difference
mean based mutation strategy are suitably incorporated and
integrated. Wang et al. [29] proposed a novel mechanism by
introducing an accompanying population composed of the
suboptimal solutions to adaptively optimize the mutation
strategy and control parameters for population. Sun et al. [30]
proposed a two-level parameter cooperation-based mech-
anism to determine whether the regeneration operation is
executed, thus regulating the global exploration and local
exploitation of algorithm.

Meanwhile, to avoid manually tuning parameters and
strengthen the adaptivity of algorithm, some adaptive param-
eter settings have been developed [31], [32], [33], [34], [35],
[36], [37], [38], [39], [40]. In detail, Tanabe and Fuku-
naga [34] proposed an adaptive DE variant using the success-
history feedbacks, called SHADE, to improve the robustness
of DE. Through utilizing the information of high-quality
solutions and previous experiences, Qin et al. [35] proposed
a self-adaptive control parameters update setting to avoid the
expensive computational cost of finding the most appropri-
ate relevant parameter values. Meng et al. [36] proposed a
novel adaptive parameter control techniques for DE to expect
a better performance by employing the success probability
and the position information of population. Zhang et al. [37]
proposed a general framework for adaptive parameter control
based on neural network to avoid the excessive dependence
on its hyperparameters. To address the problem of bias in
parameter adaptation, Stanovov et al. [38] proposed a gener-
alized Lehmer mean and a linear bias reduction to create the
scale factor and crossover rate for every individual during
the evolution process. To avoid the defect that the bad F is
often considered as the good value and vice versa, Meng and
Yang [32] proposed a parameter adaptation mechanism based

on grouping strategy, where the scale factors of all individuals
obey the same Cauchy distribution and the crossover rates
of the individuals in the same group obey the same Gaus-
sian distribution. Additionally, Tanabe and Fukunaga [39]
developed a linear reduction mechanism for population size
(L-SHADE) to further upgrade the exploration and conver-
gence of algorithm at the earlier and later search stages
respectively. Besides, Zeng et al. [40] proposed a novel pop-
ulation adaptive method to improve the global search ability
of algorithm by combing the characteristics of linear and
sawtooth functions.

Even though the mentioned methods above have effec-
tively enhanced the performance of DE, there are still some
shortcomings. For example, they do not take into consider-
ation the compatibility between the mutation operator and
the individual, and the exploration of algorithm is always
decreasing during the later evolution stage. In this paper,
a novel DE variant, named MWADE, is proposed to mitigate
these deficiencies. It introduces a multi-schemes mutation
strategy, a weighted control parameter setting, a random
opposition learning mechanism and an adaptive population
size reduction mechanism. Specifically, the main contribu-
tions of the paper are as follows.

(1) A multi-scheme mutation strategy is proposed by
adaptively dividing the whole population into three subpop-
ulations according to their fitness values and search perfor-
mance, and suitably assigning onematchedmutation operator
for each subpopulation. In this strategy, the size of each
subpopulation is dynamically adjusted according to its search
performance, and the subpopulation with the better or worse
fitness values are separately assigned with a more exploita-
tive or explorative mutation operators. So, this new strategy
can effectively adjust the exploration and exploitation of
algorithm, and fully make use of the promising information
of distinct individuals.

(2) A weight control parameter setting is developed by
using the evolutionary information of population. In this
method, smaller scale factors will be generated for individuals
at the beginning of evolution, and gradually increase when the
iteration goes. Thereby, it can be available to strengthen the
search range of algorithm at the later evolution stage.

(3) A stochastic opposition learning mechanism is further
introduced to degrade the probability of algorithm falling into
a local optimum by randomly generating opposing solutions
to the successful solution in the selection phase. Mean-
while, a new nonlinear scheme is also presented to adap-
tively adjust the size of population based on the individual
information.

(4) The performance of MWADE is verified by comparing
it with both 7 typical DE algorithms and six other heuristic
approaches on 30 benchmark functions from IEEE CEC2017
test suite [42] with various dimensions. The experimental
results demonstrate the effectiveness and superiority of the
proposed MWADE.

The paper is organized as follows. The classical DE
algorithm is introduced in Section II. The proposed algorithm
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MWADE is introduced in detail in Section III. In Section IV,
the numerical experiments and statistics test are presented.
Section V summarizes this paper.

II. THE CLASSICAL DE
This section shall describe the original differential evolution
algorithm, which comprises four steps: initialization, muta-
tion, crossover, and selection.

A. INITIALIZATION
Similar to other evolutionary algorithms, DE first creates a
population P =

{
xi,j|i = 1, 2, . . . ,NP ; j = 1, 2, . . . ,D

}
by

randomly generating multiple points in the decision space,
where NP is the population size, and D is the individual
dimension. The i-th individuals xi at the first generation
(G = 0) can be generated by

x0i,j = lbj + rand · (ubj − lbj) (1)

where x0i,j denotes the j-th component of x0i , and rand is a
random number between 0 and 1 within uniform distribution,
ubj and lbj are respectively the upper and lower bounds of
search space.

B. MUTATION
In this step, the mutation operator is applied on each individ-
ual xGi to produce its mutant individual vGi . Specifically, the
detail procedures of five commonly used mutation operations
are described as follows:

DE/rand/1 : vGi = xGr1 + F × (xGr2 − xGr3) (2)

DE/rand/2 :

vGi = xGr1 + F × (xGr2 − xGr3) + F × (xGr4 − xGr5) (3)

DE/best/1 : vGi = xGbest + F × (xGr1 − xGr2) (4)

DE/best/2 :

vGi = xGbest + F × (xGr1 − xGr2) + F × (xGr3 − xGr4) (5)

DE/current − to− best/1 :

vGi = xGi + F × (xGbest − xGi ) + F × (xGr1 − xGr2) (6)

where xGr1, x
G
r2, x

G
r3, x

G
r4, and x

G
r5 represent five individuals

randomly selected from population PG, xGbest and x
G
i respec-

tively represent the best and current individuals of the G-th
generation population, and F is scale factor.

C. CROSSOVER
Subsequently, the crossover operation is used to produce the
offspring uGi for each individual xGi . In detail, the binomial
crossover can be expressed by

uGi,j =

{
xGi,j, if rand[0, 1]i,j < CR or j = jrand,

vGi,j, otherwise.
(7)

Herein vGi,j and u
G
i,j represent the j-th components of vGi and

uGi respectively, CR ∈ [0, 1] is the crossover rate, and jrand
is a random integer located in [1,D].

D. SELECTION
Finally, for one target individual xGi and its corresponding
offspring uGi , the selection operation is executed to decide
which one among them will enter the next population. The
greedy selection strategy can be drawn as

xG+1
i =

{
uGi , if f

(
uGi
)

< f
(
xGi
)
,

xGi , otherwise.
(8)

Here, f
(
uGi
)
and f

(
xGi
)
denote the fitness values of uGi and

xGi , respectively.
Noticeably, once the DE algorithm is called, the first step

executed is initialization, followed by mutation, crossover
and selection operations in turn until the prescribed termina-
tion criterion is met.

III. PROPOSED MWADE
In this section, a new adaptive differential evolution algorithm
(MWADE) is proposed, including a multi-schemes mutation
strategy, a weighted control parameter setting, a random
opposition learning mechanism and an adaptive population
size reduction mechanism.

A. MULTI-SCHEMES MUTATION STRATEGY
As well known, mutation strategy is crucial in determining
the performance of DE. Although numerous single mutation
strategies are existing up to now, they are still inadequate
in adaptively meeting the varying search requirements at
different evolutionary stages or on various problems. Follow-
ing this, we propose a multi-schemes mutation strategy by
effectively integrating the advantages of different strategies
here.

In the proposed strategy, the population is dynamically
divided into three subpopulations according to their fit-
ness values in each iteration. Distinct mutation operators
are assigned to each sub-population based on its specific
characteristic. Specifically, based on the fitness values of
individuals, the top sbetter% of them are considered as elite
ones, the bottom sworse% of those are classified as disad-
vantaged individuals, and the rest (1-sbetter -sworse)% ones
are called as ordinary individuals. Notably, the elite indi-
viduals are likely closer to optimal solution, thus requiring
better exploitation to ensure the convergence of algorithm,
the ordinary individuals are more helpful to balance the
exploitation and exploration, while the disadvantaged indi-
viduals are usually far from optimal solution, so requiring to
enhance the diversity of population. Based on this consider-
ation, this paper respectively utilizes the following three dis-
tinct mutation operators for elite, ordinary and disadvantaged
individuals:

vGi = xbest,G + Fi × (xGr1 − xGr2) + Fτ × (xGr3 − x̃Gr4), (9)

vGi = xGi + Fi × (xGpbest − xGi ) + Fi × (xGr1 − x̃Gr2), (10)

vGi = xGr1 + Fi × (xGr2 − xGr3) + Fτ × (xGr4 − x̃Gr5). (11)
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Here, Fi and Fτ denote the scale factor and the weighted
scale factor separately, x̃Gr4 is an individual randomly selected
from the set A ∪ B, xGpbest represents an individual randomly
selected from the top 100p% of population P, x̃Gr2 represents
an individual randomly selected from the set P ∪ A, and x̃Gr5
is an individual random selected from the set B. Moreover, A
is the set of history failure solutions as the same as in [33],
and B is another archive with size rbrc∗ NP, storing the
failure solutions created by opposition learning, which will
be defined in the part A of Section III.
Particularly, from the definitions of Eqs. (9), (10) and (11),

one can see that Eq. (9) takes the best individual as the base
vector and simultaneously employs one difference vector
generated from population and one difference vector formed
by a randomly chosen individual from population and one
from the set A∪B to create the mutant individual. Moreover,
based on the constructions of the sets A and B, the last dif-
ference term shall enhance the diversity of search direction,
but likely form the more promising ones, thus being helpful
to improve the search effectiveness of algorithm. Thereby,
Eq. (9) has promising exploitation ability but is more explo-
rative than the original operators DE/best/1 and DE/best/2.
Thus, the assignment of Eq. (9) for the elite individuals can
effectively improve the convergence of algorithm, but not
rapidly cause the reduction of population diversity. Mean-
while, for Eq. (10), it takes the current individual as the
base vector and makes it search towards a randomly chosen
best individual from population, while it also employs one
difference term formed by population and the set A to disturb
its search range. Then, compared to Eq. (9), it can effectively
make full use of the promising information of the better indi-
viduals to guide the search, so ensuring the effectiveness of
algorithm. Thus, the assignment of Eq. (10) for the ordinary
individuals be capable of availably promote the balance of
exploitation and exploration of algorithm. Moreover, with
respect to Eq. (11), it takes one randomly selected individual
from population as the base vector, and employs two differ-
ence terms to enhance its search range. In detail, the first
difference term is generated by the current population, and
the last one is formed by both the current population and the
set B, which might also more likely create more promising
search direction. Then compared to the original operator
DE/rand/2, Eq. (11) have more exploitation ability on the
search space, while compared to Eqs. (9) and (10), it has more
powerful ability to enhance the diversity of population during
the search process. Therefore, the assignment of Eq. (11) for
the disadvantaged individuals is able to ensure the explo-
ration of algorithm, thus avoiding trapping into local optima.
In all, from the above descriptions, the proposed strategy can
effectively exploit or explore the promising information of
every individual, and thus improve the search effectiveness
of algorithm.

Moreover, it can be also found that the percentages of
the elite, ordinary and disadvantaged individuals play an

important role in the performance of DE. To adjust prop-
erly and adaptively the exploration or exploitation ability of
algorithm, the values of sbetter and sworse are dynamically
updated by {

sbetter =
nub

nub+nuw+nua
,

sworse =
nuw

nub+nuw+nua
.

(12)

where nub, nuw and nua are the number of the successful
elite, worse and ordinary individuals respectively, and we
let sbetter , sworse ∈ [0.05, 0.5] in this paper to avoid the
empty of each subpopulation. Specifically, from Eq. (12),
one can see that the last search performance of each operator
on its corresponding individuals is utilized to measure its
adaptivity on them and further adjust their size. Particularly,
when smaller number of successful individuals are obtained
by one operator, this means that the search requirement of
its corresponding individuals may be not matched with the
search characteristic of the current operator. Thereby, a fewer
number of individuals should be assigned for it in the later
iterations. Moreover, for one operator, the percentage of its
successful individuals among all the successful ones in the
last generation is used to measure its match level with its
corresponding individuals and further adjust its later search
resources, which can not only validly reflect the search state
of each operator, but also its relative overall performance
compared to other operators. Thereby, this setting can dynam-
ically and properly adjust the sizes of the elite, ordinary and
disadvantaged individuals during the search process, and thus
further effectively balance the exploration and exploitation of
algorithm.

B. WEIGHTED CONTROL PARAMETER SETTING
Similar to the mutation operator, parameter control setting
also has a vital effect on the performance of algorithm.
Over the last years, many methods have been developed
to enhance the adjust ability of DE. However, the existing
approaches always regard the scale factors of all different
terms in mutation scheme with the same value, and not fully
consider their special targets during the parameter setting,
which might not availably adjust the search capability of
algorithm. Particularly, with respect to the proposed first
and third mutation operators in the last subsection, their
difference terms are all different, and the first ones in them
are just formed by the current population, while the second
ones are constructed by both the current population and an
external archive, which more likely provides the promising
search direction and can also enhance the diversity of search
direction, and thus be helpful to further improve the search
performance of algorithm. Based on this consideration and
to availably improve the adaptivity of algorithm at different
search stages, by additionally making full use of both the
characteristic of each difference term and the evolution infor-
mation, a weighted control parameter setting is developed
based on the history-adaptive method [39] in this subsection.
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Specifically, for each individual xGi , its weighted scale
factor Fτ can be generated by{

Fτ = τ · Fi,
τ = 0.2 + sin(π

6 · (1 +
2·nfe
nfemax

)).
(13)

Herein, nfe and nfemax denote the number of the current fit-
ness evaluations and themaximum number of the fitness eval-
uations respectively, Fi is generated by the adaptive method
based on the history successful records in literature [39].
In particular, we have that if Fτ > 1, it will be truncated to 1,
while a new value is generated for it when Fτ < 0.
In detail, the values of Fi and CRi can be created as follow:

CRi = randni(MCR,ri , 0.1),
Fi == randci(MF,ri , 0.1),

MCR,k =

{
meanWA (SCR) , if SCR ̸= ∅,

MCR,k , otherwise.

MF,k =

{
meanWL (SF ) , if SF ̸= ∅,

MF,k , otherwise.

meanWL (S) =

|SF |∑
k=1

wk ·S2

|S|∑
k=1

wk ·S
,

wk =

∣∣f (uGk )−f (xGk )∣∣
|SCR|∑
k=1

∣∣f (uGk )−f (xGk )∣∣
.

(14)

Here, randni(µ, σ 2) and randci(µ, σ 2) is the normal distribu-
tion and Cauchy distribution with a mean of µ and variance
of σ 2, respectively. If CRi > 1 or CRi < 0, it will be truncated
to 1 or 0. Similarly, if Fi > 1, it will be truncated to 1.
Else, if Fi < 0, it will be regenerated. Moreover, MCR,i and
MF,i (i = 1, 2, . . . ,H) are the i-th mean value or location
value stored in one history archive, and are all initialized to
0.5 at the beginning of algorithm, and SCR and SF are the sets
of the successful crossover rates and scale factor, separately.
For clear, the detail procedure about them can be further
found in literature [39].
From Eqs. (13) and (14), one can find that with respect

to the mutation schemes shown by Eqs. (9) and (11), their
first difference vectors are scaled by Fi, and this is always
generated by making full use of the history feedback infor-
mation of individuals. Meanwhile, for their second difference
vectors, the weighted scale factor Fτ is used to scale them,
and dynamically and increasingly adjusted as the iteration
goes. Particularly, Fτ is a smaller value at the beginning of
evolution, while becomesmore andmore large when iteration
goes. Moreover, the crossover rates of all target individuals
are the same ones, and they are always generated based on
their history successful records. Then the proposed setting
can not only adapt to the varying search need of population
during the evolution process, but also effectively adjust the
search ability of algorithm further. In detail, the weighted
scale factor Fτ is able to effectively enhance the capability
of algorithm to jump out of local optima. Compared to the
existing methods, where all the difference terms in mutation

are usually dealt with the same role, the new setting further
considers their special characteristic to more properly adjust
their associated parameters. Therefore, this proposed setting
can more effectively adjust the search ability of algorithm at
the varying evolution environment, and further enhance the
exploration of algorithm at the later search process.

C. RANDOM OPPOSITION LEARNING MECHANISM
Generally, the diversity of population is gradually degraded
as the evolution undergoes, and this may affect the capability
of searching a broader range in the domain space for DE.
In this paper, in order to avoid this flaw as soon as possible,
a random opposition learning mechanism is also introduced
in the proposed method after the selection operation.

In detail, the concrete procedure of this technique can be
simply described as follows. With respect to every individ-
ual xGi and its associated offspring uGi , the greedy selection
method is first implemented to create a candidate solution yi
entering into the next generation by

yGi =

{
uGi , if f

(
uGi
)

< f
(
xGi
)
,

xGi , otherwise.
(15)

Here, the symbols are the same as in Section II. Then, the
random opposition learning method [43] is conducted on yGi
within the whole search space to generate its corresponding
opposite individual ỹGi with

ỹGi = (ub+ lb) − rand(0, 1) · yGi (16)

Finally, the greedy strategy is also utilized for yGi and ỹGi based
on their fitness values, and the one with better performance
among them is chosen into the next population. The specific
procedure of this step can be shown as

xG+1
i =

{̃
yGi , if f

(̃
yGi
)

< f
(
yGi
)
,

yGi , otherwise.
(17)

For clarity, the following descriptions are further provided
to show the detail procedure and effect of the proposed
mechanism. For instance, with respect to one solution xGi and
its associated trial offspring uGi , they will be first compared
based on their fitness values, and the one (xGi or uGi ) with
smaller fitness value is recorded as yGi and used to randomly
create its opposite individual ỹGi . Then y

G
i and ỹGi are sub-

sequently compared with their fitness values, and the one
(yGi or ỹGi ) with smaller fitness value is used to enter into
the next generation. Notably, the opposite individual ỹGi is
randomly generated within the whole search space, and thus
might not be near the current individuals, while be able to
enter into the next population when it owns a more promising
performance. Thereby, this mechanism can not only ensure
the convergence of algorithm, but also promote its exploration
during the search process.
On the other hand, during this process, aiming at making

the best use of the obtained information from the DE search,
we further store the failure individual yGi into the external
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archive B, which is fully used in the proposed mutation
operator shown in the part A of Section III.
From the above descriptions, one can see that the random

opposite process is further incorporated after the general
selection operation in DE, and this can possibly enhance the
exploration of algorithm. So, this proposed mechanism is
helpful to avoid the issue of trapping into the local optima.

D. ADAPTIVE POPULATION SIZE REDUCTION
As pointed out in literature [33], the reduction process of
population size is conductive to further enhance the perfor-
mance of algorithm. However, the existing methods are just
designed and relative with the number of iterations. This
might not be reasonable since the real search state is not
always consistent with the hypothesis that more exploration
and exploitation are separately needed at the earlier and later
evolution stages, and the search requirement of algorithm is
actually dynamical and varied with the evolution undergoing.
Based on this consideration, a new adaptive population size
reduction mechanism is designed by making full use of the
distribution information of population.

Specifically, to effectively and dynamically estimate the
search environment of algorithm during the whole evolu-
tion process, the differences between individuals are utilized
to evaluate the search requirement of population, and then
adjust the reduction speed of population size. For clear, at the
G-th generation, the corresponding population size can be
computed by

NPG = round((NPmin − NPini) · (
nfes

nfesmax
)(1+e

−1f )
+ NPini)

(18)

1f =

NP∑
i=1

∥∥∥xGi − xGbest
∥∥∥
2

(19)

where NPmin and NPini refers to the minimum and initial
population size respectively, and nfe and nfesmax are the
number of the current and maximum function evaluations,
respectively. Obviously, 1f denotes the sum of the euclidean
distances between all individuals xi and the current best
individual xbest , and a larger one means that there are enough
diversity between individuals, so needing to reduce slowly
the population size to maintain the exploration of algorithm.
In contracts, a smaller value for 1f implies that the popu-
lation is more likely to fall into one promising region, thus
needing to speed up the convergence of algorithm by quickly
reducing the population size. Thereby, this developed method
can further strengthen the search capability of algorithm.
Furthermore, due to the proposed mutation strategy, where
the whole population is required to divide into three sub-
populations and adopt different search schemes for them
respectively, to ensure the search validity for each subpopu-
lation, we let NPmin be 10 in this paper. Besides, the suitable
choice ofNPini is further discussed in the part A of Section IV.
Unlike the existing population reduction methods, the

proposed mechanism makes full use of the diversity of

population to adaptively adjust the reduction degree of popu-
lation size, thus enhancing the search capability of algorithm
further.

In summary, by integrating the multi-schemes mutation
strategy, weighted control parameter setting, random oppo-
sition learning mechanism, and adaptive population size
reduction mechanism, the overall framework of the proposed
algorithm MWADE is shown in Algorithm 1.

Algorithm 1 The Framework of MWADE
1 Input: the initial population size NPini, the minimum population NPmin, the
maximum number of fitness evaluations nfemax; Set all elements in MCR, MF to
0.5; Set external archive A,B = ∅;
2 Let NP = NPini;
3 Initialize population P randomly, and evaluate it;
4 Set nfes = NP,sbetter = 0.2 and sworse = 0.3;
5While nfes ≤ nfesmax do
6 Let SCR,SF = ∅;
7 Sort the individuals in P based on their fitness values;
8 For i = 1 : NP do
9 Calculate Fi, Fτ , CRi by Eqs. (13)-(17);
10 If i < sbetter · NP then
11 Create the corresponding mutant individual vGi by Eq. (9);
12 Elseif sbetter · NP < i < sworse · NP then
13 Create the corresponding mutant individual vGi by Eq. (10);
14 Else i > sworse · NP then
15 Create the corresponding mutant individual vGi by Eq. (11);
16 End if
17 Execute the crossover operation to generate uGi by Eq. (7) and

calculate its fitness value;
18 nfes = nfes+ 1;
19 Generate yGi by Eq. (15), update the archive A, and generate its

opposition individual ỹGi by Eq. (16);
20 Calculate the fitness value of ỹGi ;
21 nfes = nfes+ 1;
22 Generate xG+1

i by Eq. (17), and update the archive B;
23 End for
24 Update sbetter and sworse by Eq. (13);
25 Update SF and SCR;
26 Calculate the new population size NPG by Eqs. (18)-(19);
27 If NPG < NP then
28 Sort the individuals in P based on their fitness values, and

remove the NP− NPG individuals from P; Let NP=NPG; Update
the archives A and B;

29 End if
30 End while

31 Output: The best individual and its fitness value.

E. COMPLEXITY ANALYSIS
In this subsection, we will analyze the complexity of
MWADE. Obviously, the difference between MWADE and
the classical DE algorithm lies in the multi-schemes mutation
strategy, the weighted control parameter setting, the random
opposition learning mechanism and the adaptive population
size reduction mechanism. Among them, the complexity of
the classical DE algorithm isO(Gmax ·NP ·D), where NP and
Gmax denote the population size and the maximum number of
iterations, respectively. Then the complexity of the proposed
strategies is analyzed as follows:

For the multi-scheme mutation strategy, it needs to extra
rank the individuals based on their fitness values, and calcu-
late the value of sbetter and sworse. In detail, their complexities
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are O(NP · log2 NP) and O(NP), respectively. Then the extra
complexity of the multi-schememutation strategy isO(Gmax ·

NP · (log2 NP+ 1)).
For the weighted control parameter setting, it needs to extra

calculate MCR,ri and MF,ri , and the value of Fτ . In detail,
the complexity of this procedure is O(2Gmax · NP). Then the
extra complexity of the weighted control parameter setting is
O(2Gmax · NP).
For the random opposition learning mechanism, it needs to

extra calculate ỹGi . In detail, its complexity isO(Gmax ·NP·D).
Then the extra complexity of the random opposition learning
mechanism is O(Gmax · NP · D). Moreover, the complex-
ity of the adaptive population size reduction mechanism is
O(Gmax).

In summary, the extra complexity of MWADE is O(Gmax ·

NP · (log2 NP + 3 + D) + Gmax), and thus its complexity is
O(Gmax ·NP·(log2 NP+3+2D)+Gmax). Therefore,MWADE
algorithm will not cause serious additional computational
burden.

IV. NUMERICAL EXPERIMENTS
In this section, the performance of MWADE is evaluated by
using 30 benchmark functions from the IEEE CEC2017 test
suite [42], which includes unimodal functions (f1-f3), simple
multimodal functions (f4-f9), hybrid functions (f10-f20) and
composition functions (f21-f30). Meanwhile, the sensitivities
of parameters in MWADE are analyzed, and we compare
MWADE with both 7 well-known DE variants and six other
typical non-DE algorithms to show its advantage. Moreover,
the effectiveness of the proposed strategies is indicated, and
the proposed algorithm is further applied for a practical
problem.

In these experiments, the performance of algorithm is
measured by the mean (Mean) and standard deviation (Std)
of the objective function errors of 30 independent runs. For
every algorithm, the maximum number of function evalua-
tions nfesmax is always set to 10000∗D, and the best results on
each test function are marked in bold. In addition, to reveal
the differences between the algorithms more intuitively, three
nonparametric statistical tests, including Wilcoxon rank sum
test [44], Wilcoxon signed rank test [45] and Friedman
test [45], are also used to compare the performance of each
algorithm. In particular, Wilcoxon rank sum test [44] and
Wilcoxon signed rank test [45] at 0.05 significance level
are used to verify the differences between two algorithms,
while Friedman test [45] is adopted to evaluate the overall
performance of each algorithm.

A. SENSITIVITY ANALYSES OF NPini AND rbrc

In this subsection, the sensitivities of parameters NPini and
rbrc in MWADE are investigated, and 8 typical functions
are chosen from IEEE CEC2017 test suite to indicate their
effects, including unimodal functions f1 and f2, simple multi-
modal functions f4 and f9, hybrid functions f11 and f19, and
composition functions f21 and f22. In particular, to reason-
ably and comprehensively analyze the effects of NPini and

rbrc on the performance of MWADE, a series of experiments
are designed and conducted by setting NPini and rbrc to
different values. Herein, NPini and rbrc are set to 16D, 18D,
23D and 25D, and 1, 1.2, 1.5, 2 and 2.5, respectively. Table 1
lists the numerical results of MWADE with various NPini
and rbrc.

From Table 1, one can find that MWADE obtains the best
results on f4 and f21 when NPini = 18D and rbrc = 1.
Meanwhile, on function f11, MWADE has the best perfor-
mance when NPini = 25D and rbrc = 2, and MWADE has
the best results on f19 when NPini = 16D and rbrc = 1.2.
Besides, MWADE gets the best results on f22 when NPini =

23D and rbrc = 1.5. Moreover, with respect to functions
f1, f2 and f9, MWADE can get the best results in most
cases for NPini and rbrc, and when rbrc = 1, MWADE can
always obtain the best performance on them. Furthermore,
to clearly show the performance of MWADE with different
NPini and rbrc, Fig. 1 depicts their overall ranks on these
eight problems using Friedman test, where X and Y axis
are the various settings of NPini and rbrc and the over ranks
of MWADE with different settings based on Friedman test,
respectively. From Fig. 1, it can be seen that MWADE has
the best rank when NPini = 18D and rbrc = 1. The reason
for this might be that a too large NPini may cause a waste
of computing resources at the beginning of search, while a
two small one may degrade the exploration of algorithm.
Meanwhile, a too large rbrc may lead to the fact that there are
too many historical failure solutions incorporating the search
process, resulting in degrading the search effectiveness of
algorithm. Therefore, we let NPini = 18D and rbrc = 1 in
this paper since its excellent performance.

B. COMPARISON AND DISCUSSION
In this subsection, MWADE is compared with seven typ-
ical DE variants (EPSDE [26], jDE [46], JADE [23],
SHADE [34], FDDE [25], rank-DE [24] and LSHADE [39])
and six other typical heuristic algorithms (TAPSO [47],
HSOGA [48], HSSOGSA [49], EPSO [50], HSJOA [51] and
ExPSO [52]) to evaluate its performance.
It should be mentioned that EPSDE [26] is a famous DE

version by integrating multiple mutation operators, and jDE
[46] and JADE [23] are two typical DE variants with adaptive
parameter control mechanisms. Meanwhile, SHADE [34]
and LSHADE [39] are two enhanced version of JADE
by introducing a successful history-based parameter setting
and a linear population reduction mechanism, respectively.
Moreover, FDDE [25] and rank-DE [24] are two typical
DE variants by making full use of the ranks of individuals
based on their fitness values, and FDDE [25] is a recent
developed DE algorithm. On the other hand, with respect
to the six chosen non-DE algorithms, TAPSO [47] is a new
variant of particle swarm algorithm (PSO), which intro-
duces three archives to store the promising exemplars and
designs an efficient learning model for each particle, while
HSOGA [48] is a hybrid self-adaptive orthogonal genetic
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TABLE 1. Numerical results of MWADE with various NPini and rbrc on eight typical functions.

algorithm (GA) based on orthogonal experimental design
method, which presents a self-adaptive orthogonal crossover
operator and a local search scheme to enhance its exploration.
HSSOGSA [49] is a new hybrid optimization algorithm
by organically combining the exploitation of gravitational
search algorithm (GSA) and the exploration of sperm swarm
optimization (SSO). EPSO [50] is a recent and well-known
version of PSO by properly integrating five different top
PSO variants. Meanwhile, HSJOA [51] is an enhanced joint

operations algorithm (JOA) by reexamining the positioning
of the three core operations in balancing global exploration
and local exploitation and adjusting their execution mecha-
nism. Besides, ExPSO [52] is another typical PSO variant,
where the swarm population is divided into three equal sub-
populations, and a new search strategy is presented based
on an exponential function to make particles leaps in the
search space, while an adapted control of the velocity range
is designed to balance the exploration and exploitation of
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FIGURE 1. Overall ranks of MWADE with various NP ini and rbrc on eight typical functions based on Friedman test.

algorithm. Therefore, it is reasonable to compare MWADE
with these chosen approaches, and these comparisons can
availably demonstrate its benefit.

In these experiments, so as to ensure a fair comparison
between MWADE and its compared methods, the parameters
in these chosen compared approaches are consistent with
their original papers, and those inMWADE are set to the same
as in Section III. In detail, the concrete parameter settings of
these algorithms are further described in Table 2. Moreover,
to get a sound and statistic conclusion, three test approaches,
includingWilcoxon rank sum test [44],Wilcoxon signed rank
test [45] and Friedman test [45], are both adopted here. In the
following, the symbols ‘‘+’’, ‘‘-’’ and ‘‘≈’’ indicates that
MWADE performs significantly better, worse and equivalent
to its competitor on each function based on Wilcoxon rank
sum test respectively, ‘‘R+’’ and ‘‘R-’’ denotes the rank
sum that MWADE is better and worse than the compared
algorithm respectively, and ‘‘p-value’’ is the significant result
based on Wilcoxon signed rank test.

1) COMPARISON WITH SEVEN DE VARIANTS
First, seven DE variants are selected as the comparison
algorithms to verify the performance of MWADE. These
compared methods are EPSDE [26], jDE [46], JADE [23],
SHADE [34], FDDE [25], rank-DE [24] and LSHADE [39],
and 30 benchmark functions from IEEE CEC2017 test
suite [35] are used as the test platform with D=30, D=50 and
D=100. Tables 3-4 report the numerical and statistic results
of MWADE and its seven counterparts when D=30, D=50
and D=100, respectively.

When D=30, from Table 3, one can see that MWADE has
a better performance than its compared methods. In detail,
MWADE gets the best results on 23 out of 30 functions,

including f1-f4, f9, f11, f13-f15 and f17-f30, EPSDE has the
best results on f6, f12 and f16, jDE on f6 and LSHADE on
f1, f2, f5 and f7-f10. Meanwhile, JADE, SHADE, FDDE and
rank-DE have no best performance on all functions. More-
over, based on the results of Wilcoxon rank sum test reported
in Table 3, MWADE gets better performance than EPSDE,
jDE, JADE, SHADE, FDDE, rank-DE and LSHADE on
27, 26, 26, 29, 24, 28 and 17 functions respectively, and
worse results than them on 3, 1, 1, 0, 1, 0 and 4 functions,
respectively. Furthermore, from the results of Friedman test in
Table 3, MWADE and EPSDE, jDE, JADE, SHADE, FDDE,
rank-DE and LSHADE obtain 1.63, 5.25, 5.20, 5.12, 5.02,
5.27, 6.20 and 6.33 in term of rank on all these instances.
So, MWADE is more promising optimizer compared to these
chosen approaches.

When D=50, from Table 4, one can also find thatMWADE
outperforms than other algorithms in most of instances.
Specifically, MWADE has the best performance on all func-
tions except for f4-f11, f14, f16-f17 and f19-f20, EPSDE
on f6 and f16, jDE on f6 and f19, SHADE on f4, and
LSHADE on f3, f5, f7-f12, f14, f17 and f20. According
to Wilcoxon rank sum test, the statistic results reported in
Table 4 indicate that MWADE is better than EPSDE, jDE,
JADE, SHADE, FDDE, rank-DE and LSHADE on 23, 25,
25, 22, 25, 28 and 12 functions respectively, and worse than
them on 5, 3, 4, 8, 4, 0 and 10 functions, respectively. Besides,
based on Friedman test, MWADE and EPSDE, jDE, JADE,
SHADE, FDDE, rank-DE and LSHADE obtain 2.20, 4.95,
4.95, 4.73, 4.33, 5.77, 5.97 and 3.10 in term of rank on all
these instances. Thereby, MWADE has a better performance
on these instances.

When D=100, from Table 5, it can be also found that
MWADE performs better than other algorithms in most of
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TABLE 2. Parameter settings.

instances. In detail, MWADE has the best performance on
14 out of 30 functions, including f2, f11, f15, f18 and f21-f30,
EPSDE on f5-f6, f12-f13 and f16, JADE on f4, and LSHADE
on f1-f2, f7-f10, f14, f17 and f20. From statistic results of
the Wilcoxon rank sum test in Table 5, MWADE is better
than EPSDE, jDE, JADE, SHADE, FDDE, rank-DE and
LSHADE on 24, 29, 27, 25, 30, 29 and 17 functions respec-
tively, and worse than them on 6, 1, 3, 5, 0, 1 and 11 functions,
respectively. Besides, according to Friedman test, MWADE
gets the top rank among them. Therefore, MWADE is a more
promising optimizer on these instances.

Moreover, in order to further show the convergence of
algorithm, Fig. 2 depicts the evolution curves of eight
approaches, including our proposed MWADE and its seven
compared methods, on eight typical functions, including f1,
f2, f4, f9, f17, f18, f27 and f28 when D=30. From Fig. 2, one
can see thatMWADE always owns a faster convergence speed
during the evolutionary process, and gets the more accurate
results when the stop condition is met. Thus, MWADE has a
more promising optimization ability.

Furthermore, to further demonstrate the differences
between MWADE and the chosen compared approaches,
Table 6 also reports their comparison results based on
Wilcoxon signed-rank tests with both D=30, D=50 and
D=100. From Table 6, we can see that the significant differ-
ence between MWADE and its each compared method can
always be found in all cases except for LSHADE with D=50
and D=100 at significant level α = 0.05, and higher R+

is always obtained by MWADE. The reason for this is that
the multi-schemes mutation strategy and the new adaptive
population reduction scheme can effectively and adaptively
adjust the exploration and exploitation of algorithm during
the search process, while the random opposition learning

mechanism and the weighted control parameter setting can
availably reduce the risks of algorithm trapping into the local
optima. Therefore, MWADE is capable of achieving a better
balance between the diversity of population and the conver-
gence of algorithm.

C. COMPARISON WITH FIVE OTHER
HEURISTIC ALGORITHMS
Besides, five non-DE heuristic algorithms are further
selected as comparison algorithms to show the perfor-
mance of MWADE, including TAPSO [47], HSOGA [48],
HSSOGSA [49], EPSO [50], HSJOA [51] and ExPSO [52].
Tables 7-8 provide the numerical and statistic results of
MWADE and these six compared algorithms on IEEE
CEC2017 test suite with D=30 and D=50, respectively.

When D=30, it can be seen from Table 7 that the pro-
posed MWADE obtains the best results on all problems
except for f10, f21 and f22. Specifically, TAPSO gets the
best results on f21, and EPSO on f10 and f22. Moreover,
based on the results of the Wilcoxon rank sum test and
Friedman test in Table 7, MWADE is better than TAPSO,
HSOGA, HSSOGSA, EPSO, HSJOA and ExPSO on 29, 30,
30, 27, 28 and 30 functions respectively, and MWADE and
TAPSO, HSOGA, HSSOGSA, EPSO, HSJOA and ExPSO
obtain 4.67, 5.83, 5.40. 2.20. 3.48, 5.22 and 1.20 in term of
rank on all these instances. Thereby, MWADE has a better
performance on these instances.

Meanwhile, when D=50, one can also find from Table 8
that MWADE gets absolutely superior performance on the
most functions, while EPSO gets the best results on f7 and
f21-f22. Besides, compared to TAPSO, HSOGA,HSSOGSA,
EPSO, HSJOA and ExPSO,MWADE has better performance
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TABLE 3. Numerical and statistic results of MWADE and 7 typical DE variants on IEEE CEC2017 test suite when D = 30.
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TABLE 4. Numerical and statistic results of MWADE and 7 typical DE variants on IEEE CEC2017 test suite when D = 50.
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TABLE 5. Numerical and statistic results of MWADE and 7 typical DE variants on IEEE CEC2017 test suite when D = 100.

98866 VOLUME 11, 2023



M. Tian et al.: Enhanced Adaptive DE Algorithm

FIGURE 2. The evolution curves of MWADE and 7 typical DE variants on (a) f1, (b) f2, (c) f4, (d) f9, (e) f17, (f) f18,
(g) f27 and (h) f28 with D=30.
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TABLE 6. Comparison results of MWADE and 7 typical DE variants on IEEE CEC2017 test suite based on Wilcoxon signed-rank tests.

on 29, 30, 30, 27, 28 and 29 functions separately, and owns
the best rank among them. So, MWADE shows better perfor-
mance than them in these cases.

Furthermore, to further demonstrate the differences
between MWADE and the chosen non-DE approaches,
Table 9 also reports their comparison results based on
Wilcoxon signed-rank tests with both D=30 and D=50.
From Table 9, we can see that the significant differences
between MWADE and its each compared method can always
be found in all cases with D=50 and D=100 at significant
level α = 0.05, and higher R+ is always obtained by
MWADE. Thereby, there is a significant difference between
MWADE and its comparison algorithms. Thus, MWADE
has a more promising performance than these compared
methods.

D. EFFECTIVENESS OF THE PROPOSED STRATEGIES
To demonstrate the effectiveness of the proposed com-
ponents in MWADE, four variants of MWADE, named
MWADE-1, MWADE-2, MWADE-3 and MWADE-4, are
designed and compared with MWADE on 30 problems from
IEEE CEC2017 test suite [42] when D=30. In particular,
MWADE-1 is the version of MWADE, where a single muta-
tion operator, named DE/current-to-pbest/1, is just adopted
to create the mutant individuals for all solutions, which is
proposed in JADE [23]. MWADE-2 and MWADE-3 are the
variants of MWADE, where the weighted control parameter
setting and the random opposition learning mechanism are
removed respectively. Meanwhile, MWADE-4 does not use
the proposed adaptive population reduction mechanism, but
let the population size be a fixed number (i.e., 100) during the
whole evolutionary process. So, these variants can availably
verify the benefits of the four developed strategies. Table 10
reports the numerical and statistical results of MWADE and
its four variants based on Wilcoxon rank sum test and Fried-
man test.

From Table 10, it can be found that MWADE has a
significantly better performance than its variants. In detail,
according to Wilcoxon rank sum test, MWDAE gets the

better results than MWADE-1, MWADE-2, MWADE-3 and
MWADE-4 on 22, 24, 27 and 22 functions respectively, and
owns the worse performance on 6, 0, 2 and 6 functions,
respectively. Moreover, from the statistical results of Fried-
man test reported in Table 10, MWADE and MWADE-1,
MWADE-2, MWADE-3 and MWADE-4 obtains 1.6, 2.97,
3.73, 3.0 and 3.7 in term of rank on the all problems, respec-
tively. On the other hand, in order to further show the differ-
ence between MWADE and its four variants, Table 11 also
lists the comparison results of MWADE and its four variants
based onWilcoxon signed-rank tests. From Table 11, one can
see that MWADE always has larger R+ values in all cases,
and there are significant divergences between MWADE and
each its variant. So, the proposed methods can positively pro-
mote the performance improvement of algorithm. This might
be due to the facts that the multi-schemes mutation strategy
and the random opposition learning mechanism are helpful to
balance the exploration and exploitation, and alleviate the risk
of trapping into the local optima, respectively. Meanwhile,
the weighted control parameter setting can effectively enlarge
the exploration ability of algorithm, and the new adaptive
population reduction scheme is capable of further improving
the search efficiency of algorithm. Therefore, the proposed
four strategies can effectively strengthen the performance of
algorithm.

E. REAL APPLICATION
In this part, we further apply MWADE to the car side impact
design problem [53], [54] to test its performance, which is
on the foundation of the European Enhanced Vehicle-Safety
Committee (EEVC). The aim of this problem is to mini-
mize the weight of the door, which involves 11 parameters
including thickness of the inner B-pillar plate x1, B-
pillar reinforcement x2, thickness of the inner floor x3,
cross member x4, door beam x5, door beltline reinforce-
ment x6, roof longitudinal beam x7, inner B-pillar x8,
inner floor x9, guardrail height x10, and crash position
x11. In detail, this problem can be mathematically modeled
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TABLE 7. Numerical and statistic results of MWADE and 6 non-DE heuristic algorithms on IEEE CEC2017 test suite when D = 30.
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TABLE 8. Numerical and statistic results of MWADE and 6 non-DE heuristic algorithms on IEEE CEC2017 test suite when D = 50.
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TABLE 9. Comparison results of MWADE and 6 non-DE heuristic algorithms on IEEE CEC2017 test suite based on Wilcoxon signed-rank tests.

TABLE 10. Numerical and statistical results of MWADE and MWADE-1, MWADE-2, MWADE-3 and MWADE-4 on IEEE CEC2017 test suite when D = 30.

TABLE 11. Comparison results of MWADE and MWADE-1, MWADE-2, MWADE-3 and MWADE-4 on IEEE CEC2017 test suite based on Wilcoxon signed-rank
tests when D=30.
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as below [55].

min : f (x) = 1.98 + 4.90x1 + 6.67x2 + 6.98x3
+ 4.01x4 + 1.78x5 + 2.73x6 (20)

s.t



g1(x) = 1.16 − 0.3717x2x4 − 0.00931x2x10
−0.484x3x9 + 0.01343x6x10 − 1 ≤ 0
g2(x) = 46.36 − 9.9x2 − 12.9x1x2 + 0.1107x3x10
−32 ≤ 0
g3(x) = 33.86 + 2.95x3 + 0.1792x3 − 5.057x1x2
−11.0x2x8 − 0.0215x5x10
−9.98x7x8 + 22.0x8x9 − 32 ≤ 0
g4(x) = −28.98 + 3.818x3 − 4.2x1x2 + 0.0207x5x10
+6.63x6x9 − 7.7x7x8
+0.32x9x10 − 32 ≤ 0
g5(x) = 0.214 + 0.00817x5 − 0.131x1x8 − 0.019x2x7
+0.0144x3x5
+0.0008757x5x10 + 0.08045x6x9 + 0.00139x8x11
+0.00001575x10x11 ≤ 0
g6(x) = 0.214 + 0.00817x5 − 0.131x1x8 − 0.0704x1x9
+0.03099x2x6 − 0.018x2x7
+0.0208x3x8 + 0.121x3x9 − 0.00364x5x6
+0.0007715x5x10
−0.0005354x6x10 + 0.00121x8x11 + 0.00184x9x10
−0.02x22 − 0.32 ≤ 0
g7(x) = 0.74 − 0.61x2 − 0.163x3x8 + 0.001232x3x10
−0.166x7x9 + 0.227x22 − 0.32 ≤ 0
g8(x) = 4.72 − 0.5x4 − 0.19x2x3 − 0.0122x4x10
+0.009325x6x10 + 0.000191x211 − 4 ≤ 0
g9(x) = 10.58 − 0.674x1x2 − 1.95x2x8
+0.02054x3x10
−0.0198x4x10 + 0.028x6x10 − 9.9 ≤ 0
g10(x) = 16.45 − 0.489x3x7 − 0.843x5x6
+0.0432x9x10 − 0.0556x9x11
−0.000786x211 − 15.7 ≤ 0

(21)

Herein, 0.5 ≤ x1, x2, x3, x4, x5, x6, x7 ≤ 1.5, 0 ≤ x8,
x9 ≤ 1, −30 ≤ x10, x11 ≤ 30.

To solve this problem, we transform this prob-
lem into an unconstrained problem by constructing a
penalty term. Consequently, the original problem can be
described as

min : F(X ) = f (x) +M ·

(
10∑
i=1

g2i (x)

)
, (22)

where M is a too large penalty factor, and we set it to 1000 in
this paper.

Table 12 reports the numerical results of MWADE and
other 7 DE variants, including EPSDE [26], jDE [46],
JADE [23], SHADE [34], FDDE [25], rank-DE [24],
and LSHADE [39], with 30 independent runs. From

TABLE 12. Numerical results of MWADE and other 7 DE variants on the
side collision problem of automobile.

Table 12, we can find that MWADE gets the best results
compared to its all counterparts. Thus, the proposed
MWADE is a more promising optimizer for this practical
problem.

V. CONCLUSION
This paper proposed an enhanced adaptive differential evo-
lution algorithm with multi-mutation schemes and weighted
control parameter setting for solving global numerical opti-
mization. In order to alleviate the defects of the existing DE
variants, such as falling into local optima and the diversity
degradation of population, the following four strategies were
developed in this paper. First, a multi-schemes mutation strat-
egy was devised to balance the exploration and exploitation
of algorithm by dynamically dividing the whole population
into three subpopulations based on the fitness values of indi-
viduals and the search performance of each operator. Then,
a weighted control parameter setting scheme was developed
to enlarge the exploration range of algorithm during the
search process, and a random opposition learning strategy
was introduced after the selection operation in DE to reduce
the probability of falling into local optima and enhance the
diversity of population. Moreover, an adaptive population
size reduction mechanismwas further presented to adaptively
adjust the population size by making the best use of the
distribution information of population, so as to strengthen
the search capability of algorithm further. Thereby, MWADE
was able to achieve a better balance between exploration and
exploitation. Finally, a series of experiments were designed
and conducted to demonstrate the benefit of MWADE on
30 benchmark functions from IEEE CEC 2017 test suite
and a practical problem. Experimental results shown that
MWADE had a better performance compared to both seven
well-known DE variants and six other typical heuristic
approaches.

Our future research will focus on designing a more reason-
able multi-strategy adaptive mechanism for DE, and applying
MWADE to other real and scientific applications, such as
microgrid [56], neural networks [15], pattern recognition [57]
and so on.
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