
Received 27 July 2023, accepted 24 August 2023, date of publication 4 September 2023, date of current version 7 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3311508

Cooperation Method Between CPUs in
Large-Scale Cell-Free Massive MIMO
for User-Centric RAN
AKIO IKAMI , NAOKI AIHARA , YU TSUKAMOTO, TAKAHIDE MURAKAMI ,
AND HIROYUKI SHINBO
KDDI Research, Inc., Saitama 356-8502, Japan

Corresponding author: Akio Ikami (ak-ikami@kddi.com)

This work was supported by the National Institute of Information and Communications Technology (NICT), Japan, under Grant 00401.

ABSTRACT Wehave been studying a user-centric radio access network (RAN) for the realization of uniform
radio quality ‘‘anywhere anytime’’ with Cell-free massive MIMO (CF-mMIMO) technology. In user-centric
RAN, the central processing unit (CPU) that processes CF-mMIMO signals is assumed to be deployed
in multiple sites to address the scalability problem for large-scale CF-mMIMO. However, the distributed
deployment of CPUs results in radio quality degradation due to interference between UEs connected to CPUs
at different sites. To address this problem,multiple CPU cooperationmethods between CPUs at different sites
are being studied. However, for cooperation, conventional methods require the exchange of radio signals
and channel state information between CPUs, which significantly increases the transmission load on the
backhaul connecting the sites. To resolve this issue, we propose an inter-site CPU cooperation method that
maintains high radio quality while reducing the amount of data transmitted between sites to suppress inter-
site interference. The proposed method is realized by deploying a channel estimation processing function
for inter-site interference at each site and suppressing inter-site interference independently. Furthermore,
we introduce optimization management that adjusts the degree of cooperation among CPUs based on the
proposed method according to the required radio quality and computation and transmission resources in the
area. We evaluate the proposed method by computational simulation. We show that the proposed method
can reduce the transmission load by 53% with the same area throughput compared to the existing CPU
cooperation schemes.

INDEX TERMS Cell-free massive MIMO, user-centric RAN, RAN management, 6G.

I. INTRODUCTION
Various consortiums and standardization task groups have
been actively studying use cases for the 6th generationmobile
communication system (6G), which is expected to be com-
mercially available around 2030 [1], [2]. According to these
studies, one of the common use cases described is the coexis-
tence of mobile robots and humans, an arrangement that will
contribute to addressing the issue of labor shortages. Safety
is the most critical factor for the coexistence of mobile robots
and humans. For safety, constant monitoring and operation
from the cloud via 6G are needed wherever the robot is.

The associate editor coordinating the review of this manuscript and

approving it for publication was Xujie Li .

Therefore, uniform and high radio quality, anytime and any-
where, is needed in 6G.

However, the 5th Generation (5G) systems have cell-edge
issues due to increasing path loss and inter-cell interference,
leading to the degradation of radio quality at cell-edge areas.
Cell-free massive MIMO (CF-mMIMO) has attracted atten-
tion as a promising technology that can solve the cell-edge
problem [3]. CF-mMIMO involves deploying access points
(APs) around user equipment (UE), with inter-AP cooper-
ation for transmitting and receiving signals. A central pro-
cessing unit (CPU) performs concentrated signal processing
to/from the APs. The CPU can suppress inter-cell interfer-
ence and address cell-edge issues through coordinated signal
processing. The initial CF-mMIMO proposal connected all
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APs to a single CPU. This resulted in scalability issues with
computational load in the CPU for processing radio signals
from all APs and transmission load between the CPU and
APs. To address the scalability problem, recent studies have
involved the use of a distributed CPU architecture and an
optimized method for selecting the access point (AP) for each
user [4], [5], [6], [7], [8], [9], [10], [11], [12]. These methods
are based on several factors including the received signal
power, channel state, and user mobility.

We have been studying a user-centric radio access net-
work (RAN) architecture that aims to achieve uniform radio
quality using CF-mMIMO. Our goal is to deploy this archi-
tecture in urban areas with the help of a mobile network
operator (MNO), as outlined in [13]. The user-centric RAN
concept involves creating a logical network for each user
on a physical infrastructure using virtualized RAN (vRAN)
technology [14]. This is achieved by placing virtualized
base station functions, specifically radio signal processing,
called virtualized CPU (vCPU), and selecting a cluster of
access points (AP clusters) to serve each user. The vCPU
and AP cluster are deployed and selected for each user by
a user-centric RAN intelligent controller (uRIC), which is
responsible for managing and controlling the RAN. By opti-
mizing the logical network consisting of the vCPU and AP
cluster, user-centric RAN facilitates the efficient use of trans-
mission link resources between multiple sites deployed by
vCPUs and provides computational resources at each site
along with high radio quality for users.

There is the problem of degradation in radio quality due to
inter-site interference in a distributed deployment of CPUs
required for large-scale CF-mMIMO in user-centric RAN.
This is due to the difficulty of coherent signal processing for
interference suppression between UEs connecting to CPUs at
different sites. Several methods [7], [8], [9], [10], [11] have
been studied to solve this problem by enabling cooperation
between site-to-site CPUs. When these existing methods are
applied, exchanging radio signals and channel state infor-
mation is necessary for multiple CPU cooperation. This
exchange increases the load on transport links, leading to the
same scalability problem that was the case with deployment
of a single CPU.

To address this problem, we propose an inter-site CPU
cooperation method that maintains high radio quality while
reducing the volume of data transmitted between sites, which
is necessary to suppress inter-site interference. The pro-
posed method achieves its goals by sharing a list of APs
whose inter-site interference exceeds the threshold and the
pilot assignment information allocated to the interference
source UEs, instead of using radio signals as in the exist-
ing CPU cooperation method. This shared information is
used for channel estimation and interference suppression pro-
cesses to reduce inter-site interference on a site-by-site basis.
By performing independent channel estimation and interfer-
ence suppression processes, the proposed method achieves
uniform radio quality and reduces the transmission load
between sites. Compared to the existing CPU cooperation

method, the proposed method incurs a lower transmission
load because it shares information instead of radio signals.
Furthermore, we introduce optimization management that
adjusts the degree of cooperation among CPUs based on the
proposed method to generate the minimum transmission line
load and impose a lower computational load for the required
radio quality in the area, assuming a user-centric RAN that
simulates the actual physical structure.

The remainder of this paper is structured as follows.
Section II provides an overview of the user-centric RAN
architecture proposed by the authors and highlights the chal-
lenges posed by inter-site interference in this architecture.
In Section III, we present an inter-site CPU cooperation
method that suppresses inter-site interference while minimiz-
ing the amount of data transmitted between sites. We then
formulate an optimization problem that adjusts the level of
CPU cooperation based on the proposed method to minimize
transmission load. In Section IV, we evaluate the effective-
ness of the proposed method in terms of radio quality, com-
putational load, and transmission load. Finally, in Section V,
we conclude the paper.

II. ARCHITECTURE OF USER-CENTRIC RAN
In this section, we describe the proposed user-centric
RAN architecture and multiple CPU cooperation in large-
scale CF-mMIMO and its problems.

A. STRUCTURE
Fig. 1 shows the architecture of the user-centric RAN
designed to achieve uniform radio quality using CF-mMIMO.
The concept of user-centric RAN involves creating a logical
network for each user on a physical infrastructure using vir-
tualized base station functions, such as vCPU. The physical
topology assumed in this study is a double-star type topology,
which is typical of optical access networks [15], [16]. The
L APs placed in a given area are connected to J edge sites
via optical fiber, and the radio signals from the APs are
aggregated at the edge site. Each edge site is connected to a
central site that aggregates all traffic in the area, and the traffic
from each edge site is then aggregated at the central site via a
backhaul (BH). The index function, SiteAP(l), indicates the
edge site where AP l is located. Commodity servers with CPU
functions are placed at each edge site to instantiate the vCPU
per user, which processes signals from the APs.

In user-centric RAN, a per-user logical network is created
by allocating physical resources to manage radio quality,
computation load, and transmission load. The logical network
consists of an AP cluster and a vCPU and is managed by a
uRIC responsible for controlling the RAN. The AP cluster is
the set of APs per user that send and receive radio signals.
AP clustering reduces the computational load for signal
processing by limiting the number of APs for each user.
To address inter-site interference, user-centric RAN adopts
the approach of forming AP clusters across sites [7], [8],
[9], [10], [11]. In Fig. 2 (a), we show inter-site interfer-
ence between UEs deploying vCPUs at different sites when
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FIGURE 1. Architecture of user-centric RAN with three UEs. To balance radio quality for each user and computational and transmission load, a logical
network per user is built by allocating physical resources in RAN. The logical network includes an AP cluster and a vCPU and is managed by a uRIC
responsible for controlling the RAN.

vCPUs are distributed and there is no CPU cooperation
between the different sites. Suppression of inter-site interfer-
ence is a major challenge in user-centric RAN, which aims to
maintain uniform radio quality everywhere since vCPUs are
distributed across many sites, and there are many inter-site
boundaries. As shown in Fig. 2 (b), this approach aggregates
the radio signals from the APs that compose the AP cluster
across sites where the vCPU is located for eachUE to one site.
Since the vCPU can form the weights for signal processing
using the signals from APs connected to different sites, inter-
site interference can be suppressed. The transport link in
BH carries two types of data assuming that AP clusters are
formed across sites. There are two types of data transfer in
the user-centric RAN architecture. The first is radio signals
transferred between APs and the vCPU, while the second is
IP data containing user data transferred between the vCPU
and the core network. Radio signals impose a greater load on
the transport link than IP data.

B. MATHEMATICAL FORMULATION
We describe the mathematical formulation of the AP cluster,
user throughput, computational load, and transmission load
in BH involved in user-centric RAN. We consider K single-
antenna UEs, and each UE k connects to AP l with the highest
power by measuring the periodically broadcast synchroniza-
tion signals. An initial connection between the AP and the UE
is based on the method proposed in [8]. The initial connection
scheme does not affect the inter-site interference that is the
issue of this paper. Therefore, it is outside the scope of the
proposed cooperation method between CPUs. We assume
that the vCPU of UE k is placed in SiteAP(l) connecting AP l.

AP clusters are defined according to the method proposed
in [8]. The AP index belonging to an AP clusterDk is defined
as the following L-dimensional square matrix,

Dk =

Dk1 . . . 0
...

. . .
...

0 . . . DkL

 , (1)

where Dkl is defined as

Dkl =

{
1 if AP l serves UE k,
0 otherwise.

(2)

Let Mk be the set of APs where Dkl =1, which forms the AP
cluster for UE k . The signal-to-interference and noise ratio
(SINR) of the uplink for UE k is defined as follows [4]:

SINRk =

pk
∣∣∣vHk Dk ĥk ∣∣∣2∑K

i=1,i̸=k pi
∣∣∣vHk Dk ĥi∣∣∣2 + vHk Zkvk

, (3)

where Zk = Dk
(∑K

i=1 piC i + σ 2IL
)
Dk , pk is the power

of the uplink signal of UE k , and ĥi is the estimated chan-
nel coefficient, respectively. The channel coefficients are
estimated using the standard minimum mean square error
(MMSE) of Gaussian random variables [17]. We use the
pilot assignment method [8] for large-scale CF-mMIMO.
To minimize the error of channel estimation, we fix the value
of the pilot power such that it is equal to the maximum
uplink transmit power. Ci indicates a matrix of the channel
estimation error for UE i. It is obtained from the difference
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FIGURE 2. Inter-site interference and existing CPU cooperation approach.

between the spatial channel correlation matrix estimated with
MMSE and a real one. σ 2 is the power of thermal noise, and
IL is the L-dimensional identity matrix. vk is the combin-
ing vector for UE k, which is obtained from the following
equation assuming that the uplink signal received by APs is
demodulated with partial-minimum mean squared error (P-
MMSE) [18], [19],

vk = pk
(∑

i∈Pk
piDk ĥiĥ

H
i Dk + Zk

)†
Dkhk . (4)

Here, Pk is the set of UEs where the AP cluster for the UE is
formed with at least one AP as used in the AP cluster for UE
k . It is expressed as Pk = {i : DkDi ̸= OL}, where OL is the
L-dimensional zero matrix. The uplink user throughput TPk
for UE k is calculated with SINR as

TPk = WRF log2 (1 + SINRk) . (5)

Here, WRF is the total bandwidth of the wireless link.
The load on the transport links in the BH, RBH, is defined

as the sum of the radio signals and IP data transferred between
the central site and edge sites. It can be obtained from:

RBH =

∑J

j=1
(RRS (j) + RIP (j)) . (6)

RRS(j) represents the radio signal originating from the APs
forwarded from site j to the other sites when the AP cluster
crosses between sites. It is calculated by

RRS (j) = εRFRAPn(AP,j), (7)

where RAP is the transmission load per one AP, defined by
the bandwidth allocation and quantization bit rate of the radio
signal [20]. n(AP,j) is the number of APs connected to site j
that are included in the AP cluster of the UE whose vCPU
is located at a site other than site j. In other words, n(AP,j)

indicates the number of APs that aggregate radio signals to
the vCPU at other sites, as the AP cluster crosses between
sites. RIP(j) is the IP signal originating from vCPUs serving
area j, and it is calculated by

RIP (j) =

∑
k∈Ij

TPk , (8)

where Ij is the set of UEs which are served by the vCPU on
site j. The overhead of the IP signal, e.g., headers, is ignored
for simplicity.

The total computational load required for the signal pro-
cessing at each site is defined as the computational load
Ccomp, which is calculated using the following equation

Ccomp =

∑
k∈K

{Cest (k) + Cdecode (k)} +

∑
j∈J

cconst,

(9)

where Cest is the computational load required for the chan-
nel estimation of the UE, and Cdecode is the computational
load required for the signal processing of UE k. These are
expressed as follows

Cest (k) =

(
Nτp + N 2

)
|Mk ||Pk |, (10)

Cdecode (k) =
(N |Mk |)2 + N |Mk |

2
|Pk | + (N |Mk |)2

+
(N |Mk |)

3
− N |Mk |

3
. (11)

Here, N is the number of antennas deployed in the AP, and τp
is the number of pilot sequences. In addition, Cconst is a fixed
value that indicates the computational load required by the
OS and other basic processes, which is empirically obtained
by [21].
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C. PROBLEMS OF INTER-SITE CPU COOPERATION
Recently, various methods have been proposed for interfer-
ence management in CF-mMIMO [22]. Most approaches
consider computational scalability and manage the selec-
tion of AP clusters for each user to control the degree
of interference suppression [4], [5], [6], [7], [8], [9], [10],
[11], [12], [23], [24], [25], [26], [27]. Considering mobil-
ity, there are rule-based approaches for identifying on AP
clusters with low computational complexity [6], [8], [23].
In [8], uniformity is achieved by selecting APs with high
reference signal power values as AP clusters within a spe-
cific range. There are also optimization approaches [9],
[10], [11], [24] where the system throughput, power con-
sumption, and fairness index of the entire area are used as
objective functions. These have the problem of being com-
putationally expensive when the number of UEs and APs
increases. These optimization approaches can form the AP
clusters with the most efficient interference suppression on
a small scale. Other AP cluster selection methods based
on game theory [25] and machine learning-based AP clus-
ter selection methods have also been proposed [26], [27].
This paper focuses on distributed CPU deployments for a
large-scale cell-free implementation. Assuming distributed
CPU deployment, interference between UEs at different sites,
i.e., inter-site interference, occurs. In order to control this
interference, inter-site CPU cooperation is needed. In [7],
signaling between CPUs and APs is proposed to form AP
clusters in a system model in which CPUs are distributed.
In [11], amethod is proposed to optimize the overall downlink
transmit power and share the power allocation information
among the CPUs at each site. However, there is no men-
tion of the uplink in this paper. In [8], the authors demon-
strated quantitatively for the first time that the transmission
line load and computational load are scalable in large-scale
CF-mMIMO, with distributed CPUs performing indepen-
dent signal processing and forming AP clusters for each
user. In [9], the authors integrate [8] into the architecture of
O-RAN [28] and show there is a trade-off between trans-
mission load and radio quality between distributed CPUs.
In [10], the authors proposed an algorithm to calculate the
formation of AP clusters across sites so that the sum of SINRs
of all UEs is maximized. As another approach, [12] proposed
to optimize the overall allocation of frequency resources to
each CPU and share the allocation information among CPUs
in each site. However, the spatial multiplicity is inferior
to [7], [8], [9], [10], and [11] due to the frequency separation
between sites.

To suppress interference between UEs at different sites,
existing CPU cooperation methods aggregate user radio sig-
nals via BH at one site. However, this approach requires
duplicating the radio signals RRS(j) for other sites at each
site j and transferring the radio signals via BH. Since the
data volume of radio signal RRS(j) is significantly larger than
that of IP signal RIP(j), the transmission load on the BH
will increase significantly according to equation (6). In other
words, there is a trade-off problem: the more APs connecting

to different sites are added to the AP cluster to suppress inter-
site interference, the more the transmission load in the BH
increases significantly. To address this trade-off problem, it is
necessary to reduce the amount of inter-site transmission data
required to suppress inter-site interference while maintaining
high radio quality. Thus, RAN management is required to
generate the minimum transmission line load and impose a
lower computational load for the required radio quality in
the area. In addition, it is necessary to evaluate and manage
the radio quality, the transmission load in the BH, and the
computational load in actual RAN topology between sites
since the transmission load depends on the RAN topology.

III. PROPOSED COOPERATION METHOD BETWEEN CPUs
A. OVERVIEW OF PROPOSED METHOD
This section proposes an inter-site CPU cooperation scheme
that maintains high radio quality while reducing the inter-site
transmission data volume required to suppress inter-site inter-
ference. One of the approaches to suppress inter-site inter-
ference is coordinated beamforming [29], [30]. This scheme
suppresses interference by sharing pilot allocation and chan-
nel information between neighboring cells. The proposed
scheme is based on this idea. Fig. 3. shows the flow of the
proposed method and provides an example for the case of
two sites and two UEs. The proposed method is achieved
by sharing a list of APs whose inter-site interference exceeds
the threshold and the pilot assignment information allocated
to the interference source UEs, instead of sharing radio sig-
nals, as shown in Fig. 3. Using this small amount of shared
information, channel estimation processing functions (CEFs)
for inter-site interference are deployed for each site. CEF
demodulates the pilot signal of the interfering source UE
using the pilot assignment information and estimates chan-
nels for inter-site interference independently for each site.
By suppressing the inter-site interference using this estimated
channel information from CEF independently for each site,
the proposedmethod provides the same inter-site interference
reduction effect as that obtainable by transmitting radio sig-
nals and maintains the wireless communication quality with
a lower transmission load between sites.

In STEP 1 of Fig. 3, which shows the operation flow, the
uRIC assigns the pilot allocations and calculates AP cluster
Dk and the interference AP list for each UE using the power
information measured at each AP. Here, the interference AP
list is the set of APs whose signal power from the UE exceeds
the threshold and includes AP cluster Dk . Let interference
cluster Ek belonging to an interference AP list be defined as
the following L-dimensional square matrix

Ek =

Ek1 . . . 0
...

. . .
...

0 . . . EkL

 , (12)

where, Ekl is defined as

Ekl =

{
1 if UE k causes interference to AP l,
0 otherwise.

(13)
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FIGURE 3. Flow of the proposed CPU cooperation method.

The pilot allocations, Dk and Ek , for each user are updated in
accordance with user mobility and shared with the site where
the CPUs connected by the user are deployed. In STEP 2 of
Fig. 3, vCPUs for signal processing for each UE and CEFs
for channel estimation of inter-site interference signals are
deployed at each site. The CEF in site j performs channel
estimation for APs connected to site j among APs in the
interference cluster of UEs whose vCPU is deployed other
than in site j. The CEF is a network function that serves as
a channel estimator of inter-site interference. In STEP 3 of
Fig. 3, the vCPU calculates the weights in (4) using the
estimated channel information of inter-site interference from
the CEF. This coherent signal processing can suppress inter-
site interference.

Note that interference clusterEk is not defined in P-MMSE
in [8], as Ek is treated equivalently to AP cluster Dk . The
interference cluster Ek is the set of APs that perform channel
estimation for UE k , which differs from the AP clusters.
In the proposedmethod, the channel estimation process by the
CEF generates a pair of UE and AP in which the UE’s radio
signals are not processed for transmission and reception,
but channel estimation using only pilot signals is performed
instead. Therefore, interference clusterEk is defined as a new
AP set different from the AP cluster. In the mathematical
expression, it is equivalent to extending Pk in (4) as Pk =

{i : DkEi ̸= OL}.
In the example of Fig.3, the radio signals of the AP clus-

ters of UE#1 and UE#2 are aggregated at edge site#1 and
edge site#2, respectively. The signal processing of UE#1
and UE#2 is performed in vCPU#1 and vCPU#2, respec-
tively. CEF#1 performs channel estimation between UE#2
and AP#3,4 included in the interference cluster of UE#2,
whose vCPU is not deployed in Site#1. The channel for the
inter-site interference estimated by the CEF is shared with

the vCPUs in the same site. The inter-site interference can
be suppressed by calculating the weights in (4) that sub-
stitute the estimated channel for the inter-site interference.
The CEF performs signal processing for channel estimation
independently at each site, so the estimated channels and
radio signals of the interference signals betweenAPs andUEs
estimated by the CEF are not shared between the sites. The
uRIC shares the AP clusterDk , pilot assignment information,
and interference cluster Ek with each site. In the proposed
interference suppression method, the amount of data to be
shared is 2KL+Kτ bits, where τ is the pilot sequence length.
This data volume is significantly smaller than that of the radio
signals, making the proposed method more efficient in terms
of transmission load compared to the existing method that
aggregates radio signals. Therefore, the proposed method can
suppress inter-site interference and achieve high radio quality
with a lower transmission load.

B. RAN MANAGEMENT FOR PROPOSED METHOD
Next, we consider the formation of the interference cluster in
user-centric RAN using the proposed method. This formation
of the interference cluster generates the minimum transmis-
sion load and imposes a lower computational load for the
required radio quality in the area. The increase in the number
of APs in the interference cluster, which is a new metric in
the proposed method, can suppress inter-site interference and
not affect the transmission load on the BH but increases the
computational load according to (10), (11). Therefore, the
size of interference clusters needs to be managed to balance
the computational load and interference suppression effect.
In addition, the size of the AP cluster affects radio quality,
transmission load, and computation load according to (6),
(10), and (11). Therefore, the size of the interference cluster
along with the AP cluster needs to be managed by the uRIC
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FIGURE 4. Evaluation environment. The figure shows an example where
the number of edge sites is four (J = 9).

based on the user centric-RAN architecture, which assumes
the actual physical structure for balancing the radio quality,
transmission line load, and computational load.

To manage the size of AP cluster Dk and interference clus-
terEk , we adopt the followingAP cluster formation algorithm
proposed in [8].

• When UE k initiates communication, it sends a request
to the AP with the best channel status. The AP that
receives the request becomes the master AP for UE k .
The master AP services UE k and assigns the pilot with
the least pilot contamination to UE k at that time.

• For all APs that can be selected for the AP cluster for UE
k , APs are associated with the cluster if the difference in
channel gain between the master AP of UE k and the AP
is within x dB.

Interference clusters are calculated in the same way using
the following algorithm. For all APs selectable for the inter-
ference cluster for UE k , APs are associated with the cluster if
the difference in channel gain between the master AP of UE k
is within y dB. This rule-based algorithm has low complexity
and provides uniform radio quality. However, in [8], the
threshold value x related to the size of AP clusters is fixed as
a parameter, and management according to the computer and
transmission resources in RAN has not been implemented.
In this paper, the threshold x for AP clusters and the threshold
y for interference clusters are treated as decision variables to
be calculated for each area. Here, the optimization problem of
balancing radio quality and computer and transmission load

TABLE 1. Simulation parameters.

in user-centric RAN can be described as follows.

min
x,y

RBH, (14a)

s.t. :
1
K

∑
k∈K

TPk ≥ KPITP, (14b)

Ccomp ≤ KPIC , (14c)

x ≤ y. (14d)

The objective function (14a) minimizes the transmission
load on the BH. The reduction in transmission load allows
the MNO to install the minimum number of switches and
transponders for the required wavelength division multiplex-
ing, which leads to cost reduction. In constraint (14b), KPITP
is the index to be satisfied for the average user throughput
of the area and is set as the lower limit of the radio quality
provided by the MNO. In constraint (14c), KPIC is set by the
MNO as an upper bound on the amount of processing to be
allocated to radio signal processing for the commodity servers
deployed at each site.

By solving the optimization problem (14), we can deter-
mine the threshold values x and y of the AP and interference
clusters that minimize the transmission line load of the BH
while satisfying the radio quality KPITP and the computer
load KPIC . In other words, we can achieve the required radio
quality with the minimum transmission load by managing the
size of AP clusters and interference clusters for each area.
Thus, we can solve the trade-off problem between transmis-
sion line load and radio quality. As the optimization problem
(14) has a non-linear objective function and constraints, it is
solved using a genetic algorithm (GA) [31]. A GA is a
metaheuristic inspired by the process of natural selection that
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belongs to the larger class of evolutionary algorithms. It is
used to find global minima for non-linear optimization prob-
lems at various layers of a communication system. According
to [32], the complexity of the genetic algorithm is on the order
ofO(gpq)where g is the number of generations, p is the popu-
lation size, and q is the size of the individuals. Here, q is of the
same order as

∑
k∈K Cdecode (k). Considering user mobility,

it is necessary to reduce the computational complexity of
the search for a quasi-optimal solution because the number
of iterations required to solve the optimization problem is
increasing. A partially modified GA method [33] has also
been proposed to reduce the computational complexity, and
the application of such method will be the subject of our
future work.

IV. PERFORMANCE EVALUATION
In this section, we present the numerical results of a computer
simulation to demonstrate the performance of the proposed
method.

A. EVALUATION CONDITIONS
This section describes the conditions in the evaluation.
Fig. 4 shows the evaluation environment in which CPUs
are distributed in each area, assuming the deployment of
a user-centric RAN with CF-mMIMO in urban areas. The
user-centric RAN architecture is based on one central site
that covers the area, and J = 9 edge sites are placed in
a grid pattern to divide the area into 9 sections. Each AP
is connected to an optical line terminal at the edge site of
the deployed divided area, and the edge site is connected
to the optical line terminal at the central site via optical
fiber. Table 1 presents the simulation conditions used in the
computer simulation. In an area of 1 km2, 400 APs and UEs
are randomly placed. The channel quality is calculated using
the 3GPP UMi model [34] for path loss and shadowing, and
correlated Rayleigh fading [35]. Since the terminal is station-
ary, the calculation is repeated ten times to enable statistical
evaluation. Number of pilot sequences is 36, so there are UEs
whose assigned pilots are not orthogonal to each other.

B. EVALUATION RESULTS AND ANALYSIS
To evaluate the performance of the proposed method,
we compare the proposed method with the existing method,
which involves aggregating radio signals at the CPU as
presented in [10]; we refer to this as ‘‘Existing CPU coop-
eration’’. In addition, we compare the proposed method
with a method that applies coordinated beamforming (CoBF)
techniques [29], [30] to CF-mMIMO. This suppresses
inter-cell interference between cells at different sites. Here,
‘‘CF-mMIMOwith CoBF’’ indicates the results when a coor-
dinated beamforming (CoBF) technique is simply applied
to CF-mMIMO without the proposed management of the
formation of interference clusters. For the existing CPU coop-
eration, the method based on [8] is adopted to allow a fair
comparison.

FIGURE 5. Comparison of the CDF of user throughput.

FIGURE 6. Comparison of the average user throughput.

In the evaluation, the following three factors are compared
based on the problems described in Section II. We compare
the uplink throughput to evaluate the radio quality in terms
of user experience. Next, we compare the computational load
and the uplink transmission load from the perspective of RAN
resource utilization.

First, we show the simulation results of the cumulative
distribution function (CDF) and the average value of user
throughput in Fig. 5 and Fig. 6, respectively, to confirm
the effect of suppression of inter-site interference. Here,
‘‘Non-CPU cooperation’’ is a method with no inter-CPU
cooperation and no suppression of inter-site interference as
presented in [6]. AP clusters are also determined by the
algorithm presented in [8], but AP clusters are not formed
across sites. The results show that the proposed method, the
existing cooperation method, and CF-mMIMO with CoBF
are almost equivalent, slightly exceeding the average user
throughput. This is because these methods form the mini-
mum size AP cluster that achieves the throughput KPI by
optimizing the AP cluster and/or interference cluster as the
decision variables. On the other hand, we can also see that the
throughput of the non-CPU cooperation method is 15% lower
on average and, in particular, 42% lower for the 5%-tile value
than that of the method with cooperation. This is because
the non-cooperation method cannot suppress the inter-site
interference, which degrades the radio quality compared to
the method with cooperation.
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FIGURE 7. Comparison of the average transmission load in BH.

FIGURE 8. Comparison of the average computational load.

Figs. 7 and 8 present the transmission and computational
loads, respectively. As shown in Fig. 7, the transmission
load of the proposed method and CF-mMIMO with CoBF
is reduced by 53% compared to the existing cooperation
method. Fig. 8 shows that the proposed method reduces the
computational load by 15% compared to the existing coop-
eration method and by 83% compared to CF-mMIMO with
CoBF. Therefore, we can confirm that the proposed method
provides high radio quality by suppressing inter-site inter-
ference while significantly reducing the transmission load,
particularly in BH, as well as the computational load.

We next explain the reasons for the reduction in transmis-
sion load achieved by the proposed method. Fig. 9 shows a
comparison of the average number of APs in the AP cluster.
From Fig. 9, we can see that the number of APs forming an
AP cluster is higher in the existing cooperation method than
in the proposed method. The existing cooperation method
suppresses inter-site interference by expanding the AP clus-
ters across the sites, but the transmission load is high due
to the aggregation of radio signals via BH. By forming AP
clusters with a smaller number of APs, the proposed method
can reduce the number of inter-site APs forming AP clusters
and decrease the amount of radio signals transmitted via
BH. To analyze why the proposed method provides high
radio quality even with small AP clusters, Fig. 10 shows

FIGURE 9. Comparison of the average number of APs forming AP clusters.

FIGURE 10. Comparison of the average number of UEs to be spatially
multiplexed.

Pk indicating the spatially multiplexed UEs in the weight
calculation. From Fig. 10 we can see that the number of spa-
tially multiplexed UEs Pk is larger in the proposed method.
This indicates that the proposed method can perform inde-
pendent channel estimation of inter-site interference for each
site by CEF in a wider range without increasing the trans-
mission line load and suppress inter-site interference using
P-MMSE in (4). Therefore, the proposed method can achieve
the same radio quality as the existing cooperative method
with fewer APs in AP clusters by increasing the number of
UEs to be spatially multiplexed by expanding the interference
cluster through solving the optimization problem (14). Next,
we explain the reasons for the reduction in computational load
achieved by the proposed method. From Fig. 9, CF-mMIMO
with CoBF increases the size of interference clusters due to
the lack of proper management of these clusters, resulting in
increased computational load. On the other hand, as shown
in Fig. 9 and Fig. 10, the proposed method can balance the
reduction in the computational load caused by the shrinking
of the AP clusters and the increase in computational load
caused by the expansion of the interference cluster using the
optimization (14).

To verify the proposed method’s versatility, the transmis-
sion load in BH for different numbers of UEs is presented in
Fig. 11. It can be observed that the proposed method achieves
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FIGURE 11. Comparison of the average transmission load for the number
of UEs.

a lower transmission load than the existing cooperation
method, regardless of the number of UEs. This result demon-
strates the effectiveness of the proposed method in reducing
the transmission load while maintaining high radio quality
in various scenarios. Also, we can see that the transmission
load increases as the number of UEs increases regardless
of the method. This is because the size of the AP cluster
expands to suppress the interference caused by the increase in
the number of UEs to achieve the user throughput KPI. This
expansion of AP clusters increases the number of AP clusters
across the sites, which also causes the transmission load to
increase. It can be seen from Fig. 11 that the gap in transmis-
sion load for each method becomes increasingly large as the
number of UEs increases. As the number of UEs increases,
the size of AP clusters expands to achieve KPITP. In the
existing cooperation method, the expansion in AP cluster size
causes more APs from other sites to include the AP cluster,
thus increasing the transmission load between sites. On the
other hand, the proposed method can increase throughput
while reducing the spread of AP clusters by expanding the
interference clusters.

V. CONCLUSION
We proposed an inter-site CPU cooperation method that
maintains high radio quality while reducing the transmission
load on the backhaul connecting the sites, which is neces-
sary to suppress inter-site interference. The proposed method
achieves inter-site interference suppression by sharing a list
of APs causing interference and pilot assignment information
among sites, instead of sharing radio signals as in the exist-
ing CPU cooperation method. This approach significantly
reduces the transmission load. The proposed method also
performs independent channel estimation and interference
suppression processes site-by-site, which reduces the same
inter-site interference as that of shared radio signals. Further-
more, we introduced optimization management that adjusts
the level of CPU cooperation based on the proposed method
to minimize transmission load and computational load while
providing the required radio quality in the area.

The simulation results demonstrate that the proposed
method significantly reduces the transmission load onBHs by

approximately 53% compared to the existing scheme when
the radio quality and computational load in the area are
similar. This is because the proposed method estimates more
inter-site interference and increases the number of UEs that
can be multiplexed by P-MMSE. This approach enables the
proposed method to achieve the same radio quality as the
existing cooperative scheme even if the number of APs in the
AP cluster is small.

In a future work, we plan to extend and evaluate our
method to achieve both high communication quality and low
transmission load, considering user mobility and a mixed
environment of UEs with different required communication
qualities.
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