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ABSTRACT Facilitating charging of Electric Vehicles (EVs), dynamic Inductive Power Transfer (IPT)
technology has recently gained considerable attention. Yet, stabilizing the transferred power under different
load resistances and coupling coefficients is still an issue. On the other hand, realizing high power factor (PF)
operation in constant voltage (CV) operation increases the life of equipment in the system. A new model-free
predictive control (MFPC) for DWPT systems is proposed in this paper based on the frequency optimization.
The imaginary part of the input impedance is expressed as a function mega parameter. The control system
becomes independent of the system parameter by calculating the mega parameters. Also, the group-based
control approach used in the MFPC method, reduces the computing burden, improves the system dynamics,
and avoids unsafe operating points. Moreover, the system output voltage is regulated by adjusting the duty
cycle of the inverter. Simulation and experimental results validate the effectiveness of the proposed method.

INDEX TERMS Constant voltage, dynamic inductive power transfer, electric vehicles, frequency optimiza-
tion, group-based control, model-free predictive control, power factor.

I. INTRODUCTION

Inductive power transfer (IPT) is gaining considerable atten-
tion due to its benefits, including convenience, safety,
and flexibility. In dynamic inductive power transfer sys-
tems used for charging moving electric vehicles (EVs), the
demanded power is dynamically met via the coils placed
beneath the road’s surface [1]. The two sides of such an IPT
system can operate independently [2]. However, the system
should be able to maintain a reliable transferred power with a
minimum VA rating of the power supply against variable load

The associate editor coordinating the review of this manuscript and

approving it for publication was Wonhee Kim

resistance and coils coupling coefficient. Therefore, reduc-
ing the reactive power flowing through the high-frequency
inverter is indispensable to avoid system overdesign.

The primary and secondary sides’ resonant frequencies
are often considered equal in the literature [3]. In this case,
applying the resonant frequency leads to the unity power
factor (PF) operation, maximizes the apparent input power
per ampere, and reduces the inverter switching loss [4].
However, there is no warranty that the resonant frequencies
would be equal in practice. For instance, the secondary side
compensator capacitor may deviate from its designed value.
Hence, the secondary side resonant frequency may be differ-
ent from the ones on the primary side. Moreover, the circuit
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components’ aging may also change both sides’ resonant
frequencies. Thus, the unity PF operation no longer occurs
for operation at the system resonant frequency [5]. Using a
single stage power factor correction has been studied In [6]
to overcome the efficiency issue in two stage topologies but
it can increase the complexity of control. In [7] a complete
optimum design procedure of inductor in two stage PFC
and WPT system have been investigated, however, it suffers
a drop of overall efficiency in the system. The optimum
operating frequency depends on the coupling coefficient, k,
and load resistance of the IPT system. As those parameters
vary by EVs movement on the charging lane, it is essential to
determine them dynamically.

Tracking methods have been proposed in the literature to
maximize PF, using a coupling coefficient estimator and an
extra buck-boost converter on the secondary side [8], [9].
Frequency tracking has also been proposed to maximize the
system PF to reduce the reactive input power [10]. However,
applying different frequencies to the system without knowing
the system response may lead to unsafe operating points.

To improve the dynamic performance of IPT systems,
researchers have proposed various control strategies. An opti-
mized PID control design method has been proposed in [11].
Although the overall dynamic performance of the system is
enhanced, the system still suffers from the inherent sluggish-
ness of the PID controller. Sliding mode control can achieve
better dynamic performances in response to circuit parameter
changes [12]. However, the complex modeling process makes
the controller design complicated. On the other hand, each
designed controller is based on a unique operating point.
Thus, a new operating point needs a new controller design.
In other words, the independency of the designed controller
from the model has yet to be addressed as a problem.

Model-based Predictive Control (MPC) is a promising con-
trol strategy that uses a mathematical model-based algorithm
to predict the system state and selects the optimum control
sequence [13], [14]. It minimizes a specified cost function
over a particular prediction horizon. Meanwhile, the precise
system model cannot be achieved in practice. Accurate values
of system parameters may not be available to the controller.
On the other hand, even if the values are available, they may
vary due to different driving conditions, aging effects, and
misalignment of EV [15]. Therefore, reducing the control
system dependency on system models and parameters is of
interest.

The moving discretized control set model predictive con-
trol (MDCS-MPC) represents the state-of-the-art of model
predictive control in power converters [16]. It is aimed to
reduce the number of calculations needed in each switching
period. It also leads to a lower computational burden. The
method has been applied to the dual-active bridge converter
and can be easily applied to IPT systems as well [17].
In this method, the controller gradually searches for the opti-
mum control variable by evaluating a small subset of the
discretized control set (DCS) during each control interval.
Hence, it is more suitable for fine-level control when the
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system output is close to the steady-state value. Under signif-
icant disturbances, however, MDCS may suffer from a slow
dynamic response, especially when the resolution of the DCS
is high.

In [18], a load estimation method was proposed by only
measuring the primary input power. However, the estimation
approach needs the exact value of the other parameters of the
system. It is challenging to deal with the coupling variation
since it cannot be measured directly. Recently, the control
schemes considering the coupling variation have become a
hot issue [13], [19], [20], [21], [22], [23], [24], [25]. A com-
parison of the mutual inductance estimation methods based
on sensitivity analysis is made in [19], but all the techniques
are offline, which is unsuitable for online control. Further-
more, an online inductance estimation has been proposed
in [26]. Nevertheless, the estimation approach needs the exact
value of the other parameters of the system.

The load voltage must be regulated when the IPT system
charges the electric vehicle battery or directly feeds the elec-
tric vehicle motor drive. Therefore, methods to regulate the
output voltage are discussed in the literature [27]. Adjusting
the system operating frequency to regulate the output voltage
reduces the efficiency [28], [29]. On the other hand, maintain-
ing a constant output voltage by using a secondary inverter
means more hardware [27]. Moreover, using an additional
inverter on the primary side to regulate the output voltage has
the same disadvantage [29].

This paper attempts to mitigate the problem by proposing
a new model-free predictive control (MFPC) for IPT systems
based on frequency optimization. Data from the latest state
of the system is used in calculating the equivalent input
reactance to predict the following state and find an optimum
frequency. Also, an estimation has been presented to decrease
the previous sample data. By applying the new proposed
control system, the dependency on system parameters is
eliminated. Moreover, the stagnation issue is avoided as the
look-up table used in conventional methods is excluded in
the proposed method. The optimal frequency is applied to
the system using the proposed group-based method, while
system-unsafe operating points are avoided. Moreover, a high
computational burden is not imposed on the processor. The
control scheme merely uses the information of inverter volt-
age and current obtained by two available onboard sensors.
The simulation and experimental results confirm the effec-
tiveness of the proposed method.

Il. SYSTEM MODELING AND CIRCUIT ANALYSIS

The equivalent circuit of the system modeled as shown
in Fig. 1. The primary and secondary windings are modeled
with their inductances L, and Ly, and their corresponding
resistances r1 and rp. The capacitors C, and Cs are also
employed to compensate the system reactive power. The KVL
equations of the circuit can be written as [30]:

Uin = 2101 — joMis, (1)
2202 — joMiy = 0, 2)
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FIGURE 1. AN IPT system model with series-series compensation.

where, z1, z2, M, and o represent the primary and
secondary-side impedance of the system, the mutual induc-
tance of the primary and secondary sides and the angular
frequency of the inverter. z; and z can be given as:

21 =11 +jwl, + 1/joCp, 3)
2 =r+ R+ joL;+ 1/joC;. 4

where, R; refers to the equivalent ac load resistance seen from
rectifier. It can be obtained as:

Ry = —R;. 5)
i
Also, the input impedance of the system can be written as:
Zin =21 + Mzwz/zz, (6)

Litz wire is used in IPT windings in order to provide neg-
ligible ESR (7] and r;). Moreover, small value of converter
on-resistance can be dismissed if suitable MOSFETs are
employed [31]. PF is a pivotal factor that can be considered
as criterion of system competence. It can be express as:

PF = cos (tan_1 (%)) s @)

where X; and R; are imaginary part and real part of impedance
seen from output of the inverter, respectively. The imaginary
part of z;,, must be minimized in order to maximize the input
PF. It can be expressed as follows:
2 2
Xi = Lyo — L n M “o(1 — L;C;w°) L ®
G0 R3Cs + Cy (L — (Csw)~1)

Also, the R; can be written as follows:
M?w?R,
Ri=— .
R} + (Lsw — (Csw)~!)

By using (7)- (9), PF can be plotted in different operating
points.
It’s of benefit to assume the following inequality:

2

©))

R:> (st - (Csa))_l) (10)

It can be acclaimed that the assumption mentioned in (10) is
valid considering the parameters determined by the standard
SAEJ2954. In the proposed standard for WPT2, the maxi-
mum of the load power is 7.7 kVA and the output voltage has
a specified range (280V-420V) [32]. As it can be seen in [32],
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the frequency range can be varied between 79- 90 kHz for the
application the same as one in this paper. Higher frequencies
in MHz ranges can be also used in IPT systems depending
on the applications which EV charging is not included there.
To Verify (10), the worst case is assessed. Considering mini-
mum value of output voltage, V,, = 280V, the equivalent out-
put load resistance can be defined as Ry > 11€2. In this paper,
the IPT system is designed for class Z2. Accordingly, the
inductance and compensator capacitance values are selected
as Ly = 44uH, C; = 92nF, and f,, = 79000 Hz. In the worst
case, the inverter’s operating frequency and the secondary-
side have the most considerable allowable difference, so it
can be considered that f, = 90000 Hz. So, (10) can yields
(Lsa)-(CScu)_l)2 = 21.6. On the other hand, as mentioned
above, it is always R% > 112Q R% > 112S2R% > 112Q. As a
result, the following inequality can be expressed and it can be
argued that (10) is correct:

R3

> 4. (11)
(Lyw — (C)~1)?
By using (10) in (8), it yields:
¥ —M?*L)? Lot M3 1 (12)
i = p® - .
R3 CR, G
1 T T T T T
— R=11Q
— R=23Q

0.4r

=84658 Hz

81000 82000 83000 84000 85000 86000 87000 88000
Frequency (Hz)

84883 Hz
L

FIGURE 2. PF vs frequency in different loads resistances when
fr—p # fr—s,and k = 0.1.

IIl. PF AND MFPC ANALYSIS

A. ANALYSIS OF SYSTEM POWER FACTOR

Finding an optimal operating frequency to maximize PFis
sought in this section. This is performed by plotting
input PFusing (7)- (9) versus the operating frequency in
Figs. 2 and 3, according to (1) and (4) and using the param-
eters given in TABLE 1. It is noteworthy that the operating
frequency in the primary and secondary sides are the same.
It has been studied in the literature in case of equal resonant
frequencies of primary, f,_,, and secondary, f,_, the input
power factor will be unity [5]. Nevertheless, there is no
assurance that f,_, and f,_; to be equal in practical cases.
In fact, the onboard circuits of the dynamic charging systems
are not the same for various EVs. On the other hand, even if
they may be the same, it is possible that the circuit parameters
change due to the aging of the components or misalignment
of EVs.
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FIGURE 3. PF vs frequency in different coupling coefficients when
frp #fr—s,andR =11 Q.

TABLE 1. Parameters of the system.

Parameter Value

L, Primary -side Inductance 35 uH

L, Secondary-side Inductance 44 uH

C, Primary compensation capacitor 101 nF
C, Secondary compensation capacitor 92 nF

R, Load resistance 11Q

Jmw Resonant frequency of primary side 85000 Hz
s Resonant frequency of secondary side 79000 Hz
Upc DC input voltage 40V

In Fig. 2, PF of the system is plotted for R = 11 € and
23 Q loads. In case of unequal f,_, and f,_,the optimal
operating frequency has a distinctively different values at
different loads.Furthermore, as shown in Fig. 2, if the system
load changes from 11 €2 to 23 €2 and the operating frequency
remains constant, the input PF drops significantly. Hence, the
system may enter unsafe operating points. It is noteworthy
that a decrease in PF reduces the system power utilization
rate. On the other hand, the effect of coupling coefficient
variation on PF has been shown in Fig. 3. It can be seen, the
optimum operating frequency to realize the unity power fac-
tor varies in different coupling coefficients. In addition, it can
be obtained that the PF deviation in terms of the frequency
changes by the load and coupling coefficient. Furthermore,
PF decreases remarkably if the & changes and the operat-
ing frequency does not. Hence, it can be deduced that with
unequal f,_, and f, g, the realizing high PF is subject to tune
the operating frequency. As it can be seen from Figs. 2 and 3,
the optimum frequency, where the PF becomes highest value
(with the parameters mentioned in TABLE 1 highest PF = 1)
can be either between the primary and secondary resonance
frequency or out of that depending on the system characteris-
tics. So, it can be said the optimum operating frequency is not
following the specific trend. Therefore, it is necessary to find
the optimum operating frequency using a model-independent
algorithm in order to provide unity power factor. So, the
proposed control method should be robust, fast, and inde-
pendent of previous operating point. Such algorithm has not
been studied for IPT systems in the literature. In this paper,
it is intended to maximize PF with the highest dynamics
in IPT systems using a model-free predictive algorithm and
considering unequal f, , and f; ;.
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B. MFPC IMPLEMENTATION ANALYSIS

According to (8), it can be stated that PFis a function of
system parameters. As a first step to achieving a model-free
control system, (8) can be rewritten as follows in order to get
rid of the negative effect of parameter dependency.

|4

Xizaw3+,3w+;, (13)

The terms o, B, and y can be expressed as functions of
the system parameters, which are called mega parameters,
as given as follows:

—M?L 14
o= ,
R3
2
=L, + , 15
/3 ‘P CYR% ( )
-1
= —, 16
Y G, (16)
Discretized form of (13) can be expressed as follows:
Xilm] = 0w lm] + polm] + ——. (17)
w[m]

X; in the [z]th sampling interval is defined as follows by using
the normal forward Euler approximation.

_r
olm+z]
Also, it has been supposed that the system parameter diva-
gation has a slow rate compared with the control sampling
frequency, especially in the short time interval of sampling
intervals. So, it is credible to consider that the PF varies only
if the operating frequency changes. The left side of (13) is
calculated using only the two sensors in the inverter output as
follows:

Xilm + z] = aw’[m + 2] + Bolm + 2] + (18)

Vl ,rms

X; =

sin gy, (19)

U, rms
where Vi jms, i1,rms, and ¢ represent the rms of funda-
mental harmonic of inverter voltage, rms of fundamental
harmonic of inverter current and the phase difference between
the voltage and inverter current fundamental harmonics,
respectively. By discretizing and using the normal forward
Euler approximation, X; in the [z]th sampling interval are
defined as:

Vl,rms [m+ 7]

Xilm+z] =
' ll,rms[m"'z]

sin @[m + z]. (20)
In this paper, unlike the conventional MFPC method, which
has been implemented in other power electronics fields, the
samples are discretized in the frequency domain instead of the
time domain. The objective is to minimize the computational
burden and overcome the equipment limitations. As seen
in (18), X;[m+z] is expressed as a direct function of three
parameters. Using the three last sampled data of the inverter,
one can calculate «, 8, and y. In other words, it has been sup-
posed that the system is operating in the optimum frequency
which results in optimum PF. After an abrupt change in load
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or coupling coefficient, two other frequencies are needed to
calculate the new mega parameters of the system. To keep the
safety margin and decrease the voltage and current stresses
across the switches in practice, the minimum permissible fre-
quency according to the SAEJ2954 is applied to the system.
The other frequency which should be applied to the system is
the average of two recent applied frequencies. Notably, if the
intelligent assumption (10) has not been implemented, more
than six previous data were required. Finally, the terms can
be used to predict the next value of X; in the next sampling
interval as follows.

4

Xim—1] = oza)3[m — 114+ Bwm — 1]+ ——
w[m — 1]

. (21

IV. CV CHARGING MODE ANALYSIS
Using (1) and (2), the voltage across the load voltage can be
express as (22):

Vloaa’
UpcM w,R,Sin(Dj)

2
o (o >, ((Es(E)
(23 o) 154

Cp Wo wl%

(22)

where Upc is the input voltage of the inverter. According
to (21), the load voltage is a function of D; and f,.

2 200 ?:, 400
2

@

400
300
200
100

Vi)

86
: 84 60
Fre 82 40
"equeye,, s 80 2050 e

6 g4
Freq,, ** 82 g

Ny (g, D,(deg)
© (o

FIGURE 4. Load voltage vs frequency and inverter duty ratio in different
loads and coupling coefficients; (a) R, = 112 and k = 0.1, (b) R; = 22Q
andk =0.1,(c) R, =11 and k = 0.2, (d) R, =222 and k = 0.2.

Four plots of load voltage versus operating frequency and
duty cycle of inverter under different values of kand R2has
been depicted in Fig. 4. The reference value of the load
voltage has been specified on 80V with a red line in Fig. 4.
As can be seen the reference voltage is provided by multiple
pairs of f, and D;. However, due to power factor optimization,
only one of the sets of operating points is selected as the
optimal pair of operating point. As a result, it can be said that
the system has a unique set of operating point.

The maximum load voltage is obtained by assuming
D; =1 in (22). The maximum possible load voltage, Vi max,
is depicted versus the operating frequency in Fig. 5, using the
parameters given in TABLE 1. According to Fig. 5, for weak
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FIGURE 5. Maximum load voltage versus frequency.

coupling coefficients, the peak value increases due to the
more substantial effect of M in the denominator of (20)
compared with its nominator. Moreover, it is seen that the
80V load voltage cannot be provided for some operating
frequencies even with D; =1.

Duty cycle of inverter is used to realize the CV charging
mode. It can be concluded from (22) that any variation in
coupling coefficient or load resistance should be pursued by
D, change in the CV charging mode. Hence, the controller can
adjust D; to keep the load voltage constant on its reference
value. It can be concluded that, the proper value of D; can be
stated as:

D, = sin~!

2 N LR > 2
2 (9 1) yp202 2 (w2 _y
vl (g (3 e) (e (41)

UpcMwoR>

X

(23)

As seen in (23), operating frequency also performs its
role in calculating the D;. In order to prevent interference
in adjusting the inverter duty ratio and operating frequency,
the frequency tuning is set prior to the duty ratio adjustment.
As a result, both control methods can achieve their goals
simultaneously.

With the negligible losses as mentioned in section II, the
reflected equivalent resistance in the primary side, R, can be
written as follows:

M?w’R
Ro(@) = —————2—— (24)
Liw*+R5 — roulnn rer
Also, (24) can be rewritten as:
1 L2 R3C, 2L 1
= . (25)
R.(®) MZR, MZR,C,w? M? Cs2R2w4
As it mentioned in (13), (24) can be express as:
1 o A
= — 4+ —, 26
Ro(w) w? ot (26)
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where §, 0,and A can be written as:

L2
§=—2, 27
R, (27)

R3Cs — 2L,

=22 -1 28
M?2R,C; (28)

1
A=, 29
MZCSZRZ 29

Using the three last sampled data of the inverter sensors, one
can calculate §, o, and A. In (22), Ry, M, and w, can be
estimated using (13)- (15) and (26)- (28).

V. PROPOSED CONTROL METHOD

The proposed control scheme is intended to perform CV
mode while making the system operate at the highest pos-
sible PF, even under abrupt load and k variations. They are
elaborated on in this section.

79000 Hz

FIGURE 6. Schematic of the group-based control of frequency.

A. FREQUENCY OPTIMIZATION

Here, a group-based predictive method is used to find the
optimal operating frequency. A view of the frequency groups
has been depicted in Fig. 6. As can be seen the resolution of
frequency increases in each level in compare of the previous
level. The priority of frequency is round robin, and it can be
said that no frequency has an inherently higher priority than
others. In order to reduce the computation burden, increase
the system dynamics, and avoid unsafe operating points, the
full standard frequency range is divided into several level.
The frequency range is categorized in the first level with an
accuracy of 1000 Hz. Then, future values of the estimated
inductance corresponding to each of the frequency variables
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are calculated using the cost function. The cost function is
defined as follows:

CF" = X/ —Xm—1]. (30)

where, superscript “n” and “ref”’ denote the number of group
and reference values, respectively. Besides, mis the number
of sampling instance.At the end of the first evaluation level,
the optimum operating frequency is chosen from one of the
first-level frequencies and is applied to the system. However,
there is no guarantee that it would be the global optimum
in the whole interval. In the second level of frequency tuning,
the group that belongs to the applied frequency should be
evaluated. It can be said the frequency step in the second level
is reduced compared to the first level. Hence, the frequency
chosen at this stage has higher accuracy than the previous
one. The frequency tuning process continues until the PF
reaches its reference value. It is noteworthy that in each tuning
level, only one frequency is applied to the system. Thus, the
imposition of transient current and voltage stresses is avoided.

Magnetic . S
n f’n p [:] Rectifier
D; calculation ]4— Vieg

Ji ¥

Vae

@
Z3d
il
g

PWM

SIS

i

5
Parameter |V, 4
z e
Z H,, Calculation N
_-/Z—; CF calculation [€— L
Frequency
Groups

Vi =2 Inductance and
active power
L > calculation

FIGURE 7. Schematic of the proposed control algorithm.

A block diagram of the proposed control system is shown
in Fig. 7. Unlike the conventional model-free methods [17],
this method does not require a look-up table, so there is no
problem of stagnation. The proposed method uses only three
inverters recent voltage, current, PF, and the corresponding
frequency data to calculate the «, 8, and y to optimize the
efficiency. Hence, the inductance estimation in the next step
is free from the system parameters expressed in (20). The
analysis is then used in (29) to calculate the cost function at
each level of frequency tuning.

B. LOAD VOLTAGE REGULATION

Several methods have been proposed for voltage regula-
tion usually by a particular converter [20]. The proposed
method in this paper needs no converter for power or voltage
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regulation as shown in Fig. 7. It is seen that the method esti-
mates the system parameters, using (14)- (16) and (27)- (29).
Then the controller adjusts D; to perform the CV charging

Initialization
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FIGURE 8. Flowchart of the proposed control algorithm.

Fig. 8 shows the flowchart of the model-free predictive
control algorithm. In this method, only voltage and current
sensors have been used on the primary side. In this method,
the maximum value and the phase difference of the current
and voltage signals of the inverter are measured. For this
purpose, a simple saturator and peak detector circuit is used
for the inverter current. It should be noted that the inverter
output peak voltage is measured by a simple dc sensor on the
DC-link. The calculation of voltage zero crossing is simple
enough because D; is provided by the processor directly.
To prevent the sampling distortion, the filters calculate the
average value of the last ten received data whenever new data
is obtained as follows:

meanye,, = 0.001(1000mean,iq + dataye,, — meanyg).
(31

In the case of a misalignment of the primary and sec-
ondary windings or load variation, the obtained PF decreases
substantially. Therefore, the algorithm starts to find a new
optimum frequency and duty cycle.

VI. PERFORMANCE EVALUATION

To evaluate the performance and validate the analytical
results, the proposed mode-free predictive control scheme
is evaluated through simulation and experimental result
using MATLAB Simulink and a laboratory IPT system.
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TABLE 2. Description of simulation setup.

- Simulation software MATLAB/ SIMULINK
£ Switches IGBT with body diode
c—; Dynamic model implementation Discrete inductance
§ Magnetic link modeling T model

@ Simulation steps 2.5e-8

Moreover, a full description of the simulation setup is pre-
sented in TABLE 2.

Link transformer

I Rectifier ||

Capacitor

Primary Series I |1'>ntpm D(‘-l I Auto I

I Magnetic | | Sensor | IIuvellel zde ARM | |

Isolated de
Link Board Rectifier stm32f407

power supply

Secondary- side nductance|

e —————— —

5
i = 15 cm air gap

Primary- side inductance

FIGURE 9. Experimental setup of the proposed IPT system; (a) general
view, (b) magnetic link view.

A. SYSTEM IMPLEMENTATION

Fig. 9 shows the prototype setup of the proposed IPT system
with a magnetic coupling link. The system includes a two
DD type for primary and secondary side coils. According to
class Z2, the air gap between the primary and secondary coils
is set 10 cm in this system for k = 0.2. The primary side is
supplied by a voltage source H-bridge inverter that provides
a 3-level high- frequency voltage.

B. SIMULATION AND EXPERIMENTAL RESULTS

To evaluate the model-free predictive control performance
and validate the analytical results, the proposed control
scheme is evaluated through simulation and experimental
results as depicted in Figs. 10-12 under the variations of
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FIGURE 10. Input PF maximization considering change in the coupling
coefficient and load resistance; (a) Simulation result, (b) Experimental
result.
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FIGURE 11. Tuning operating frequency and inverter duty ratio
considering change in the coupling coefficient and load resistance;
(a) Simulation result, (b) Experimental result.

coupling coefficient and load. The coupling change is mod-
elled by abruptly changing air gap and relocating the pads
manually. Also, the changes in output power are modeled in
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FIGURE 12. Load Voltage tuning considering change in the coupling
coefficient and load resistance; (a) Simulation result, (b) Experimental
result.

the setup by fast changes of output resistors. All practical data
of frequency, duty cycle of inverter, and PF are extracted from
the STM Studio software with the rate of /Sample/ms. The
system parameters are presented in Table 1 and the reference
voltage is set on V;, = 80V.

As stated in section II, the optimum frequency of the
system is expected to change as the load resistance or k
variation. A plot of PFfor the IPT system, under the MFPC
algorithm is depicted in Figs. 10 (a) and (b) by simulation
and experimental results, respectively. As can be seen, after
changing the k or Ry, the PF drops, and the process of finding
the optimal frequency starts. In case of sudden coupling
coefficient change at r = 31 ms and + = 62 ms in simulation
and experimental results, respectively, PF reaches the optimal
value in about 40 ms, in ¢t = 71 ms and ¢ = 101 ms s, by the
simulation and experiment, respectively. Similarly, in case
of load variation in + = 251 ms and ¢+ = 360 ms from
112 to 232 the PF is dropped again ms in simulation and
experimental results, respectively. By tuning the frequency
corresponding to the new load, PF is optimized at about
40ms at ¢+ = 291 ms and t+ = 403 ms in both simulations
and experimental results, respectively. It can be seen that the
system enjoys almost the same behavior in simulation and
experiment.

Fig. 11 (a) and (b) compare the tuning process for the oper-
ating frequency as it finds its optimal value corresponding to
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the maximum PF. It can be seen in Fig. 11 (a) and (b) that as
soon as a sudden change in coupling coefficient or load, after
three stages of applying the test frequency, the optimization
process is performed in both simulations and experimental
results. By changing the coupling coefficient, the optimal
frequency is set at 84.8 kHz and 84.6 kHz in the simulation
and experimental results, respectively, within 400 ms. After a
sudden load change from 112 to 23€2, the optimal frequency
in the simulation and practical results reach 84.2 kHz and
84.3 kHz, respectively. The slight difference between the
optimum frequency in simulation and implementation is due
to neglecting losses of power converters and parasitic resis-
tances. Moreover, D; is still adjusted according to the new
frequency to set the voltage at the reference value. As shown
in Fig. 11, D; is reduced to its minimum value when applying
test frequencies to avoid violating system voltage and current
limitations. After the end of the frequency test period, D;
is calculated and applied to the system. In next processing
stage, the system operates at the optimal frequency, and D; is
applied to set the load voltage in the reference value. Hence,
it can be claimed there is a good agreement between the
simulation and experimental results for frequency and duty
cycle optimization. As can be seen in Fig. 11, the number
of frequencies applied to the system has decreased compared
to the method mentioned in the literature [5]. On the other
hand, the frequency is applied to the system intelligently,
and the inverter is prevented to entering unsafe operating
points. In addition, to prevent interference in adjusting the
inverter duty ratio and operating frequency, the frequency
tuning is set prior to the duty ratio adjustment. Moreover, the
control process of the IPT system was performed without any
information of the system, without data communication link
between primary and secondary- sides and using only two
available current and voltage sensors on the inverter.

The load voltage of the system is depicted in
Fig. 12 (a) and (b) in the simulation and experimental results,
respectively. It is seen in the case of a misalignment of
the primary and secondary windings or load variations; the
load voltage is regulated to its command value. As can be
seen, during the test period, the load voltage is reduced to
prevent damage. After the test period, which lasts about
30 ms, the new D; corresponding to the frequency of the
first layer is applied to the system. By applying the frequency
corresponding to the second layer, D; changes, and the load
voltage is tuned at the 80V reference value.

The results of the proposed MFPC method is compared
with the conventional methods(like PI controller), optimum
tracking methods(P&O controller), and common predictive
controller, which has been presented in TABLE 3. As it is
shown, the optimum operating point of the DWPT system
varies as the system characteristics change. Accordingly,
model-based method (MPC) is not suitable for dynamic wire-
less charging though it achieves better dynamic response
comparing to PI and P&O controllers. In contrast, the pro-
posed MFPC method has fine accuracy against system param-
eter changes as well as an accepted dynamic response time.
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TABLE 3. Comparison of common existing and proposed MFPC method.

Control Dynamic Data feedbac Model
accuracy .
type response calculation k dependency
MFPC 30 ms Fine Low NO NO
MPC [33] ~4 ms * Very high YES YES
PI
Controller ~350 ms Fine Low YES NO
[1]
P&O [5] ~1.5s Fine Low YES NO

*: low accuracy in dynamic application where the model is not updated after
an abrupt change in the system.

VII. CONCLUSION

An optimum frequency control for dynamic inductive power
transfer systems has been proposed in this paper. The input
PF dependency on circuit parameters in the case of unequal
primary and secondary resonant frequency has been stud-
ied. A model- free predictive control method is presented
to unravel the problem of parameter variation. The method
uses only two already available on-board sensors of inverter
voltage and current. The method works based on predicting
the next value of inductance without using any parameters
of the model. The next inductance value is used in the cost
function to apply the optimal operating frequency in each
level. The method prevents inverter to enter unsafe operating
points. In order to reduce the computational burden, improve
the system dynamics, and avoid unsafe operating points, the
standard operating frequency range is divided into several
groups that are selected in each optimization level. At each
level, the frequency resolution increases ten times. In other
words, using the proposed MFPC method the transient time
will be reduced to 30 ms comparing to the literature which
state long response time up to 400 ms. Furthermore, the com-
munication link between the primary and secondary- sides
has been removed, and the system can only be controlled by
the frequency and duty ratio of the primary inverter. In order
to prevent violating system, D; is reduced to its minimum
value when applying test frequencies. After the end of the fre-
quency test period, D; is calculated and applied to the system.
Simulation results validate the effectiveness of the proposed
system.
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