
Received 26 July 2023, accepted 22 August 2023, date of publication 4 September 2023, date of current version 8 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3311615

The Development of an Automatic Test Assembly
System for a Formative Assessment in Mastery
Learning Instruction: Case of the SQL Mastery
Course
HUNG-YI CHEN 1, YING-CHIEH LIU 2, XUAN-QI LIU1, AND VICTORIA CHIU 3
1Department of Information Management, Chaoyang University of Technology, Taichung 411030, Taiwan
2Department of Information Management, National Chin-Yi University of Technology, Taichung 413310, Taiwan
3Department of Accounting, Finance and Law, State University of New York at Oswego, Oswego, NY 13126, USA

Corresponding author: Ying-Chieh Liu (allanliu@ncut.edu.tw)

This work was supported in part by the Teaching Practice Research Program, Minister of Education, Taiwan, under Grant PBM1110104.

ABSTRACT The teaching method of mastery learning requires the lecturers to conduct their regular
formative assessments so as to monitor each student’s learning progress. However, regularly preparing
quality test forms for these assessments has caused a tremendous workload on the lecturers and has prevented
them from effectively executing the master learning instruction. To resolve the problem, this study has built
an automatic test assembly system with the automatic and manual test assembly functions for preparing
fixed-length testing forms. Our system is implemented in a Structural Query Language (SQL) mastery
course that helps students prepare for the ORACLE SQL Certification (OCE SQL) examination. OCE SQL
is a program offered by the Oracle Corporation to validate and recognize the skills of professionals in the
SQL programming. By applying the Hambleton and De Gruijter’s method, our system can automatically
assemble items to a test formwith a quality indication of the maximum probability of misclassifyingmastery.
Furthermore, our system can evaluate the prementioned probability for a manually assembled test form.
The present study has also investigated the numeric methods for converting the domain cutoff score to
the latent ability scale for items with heterogeneous parameters when applying the method. The empirical
computing results showed that the secant method is superior to the bisection method for the conversion. This
study contributes an automatic test assembly system to the engineering education practice so as to lighten
the lecturers’ burden of preparing quality assessments and to further facilitate the execution of the regular
formative assessments in the mastery learning instruction.

INDEX TERMS Criterion-referenced test, engineering education, formative assessment, mastery learning
instruction, test assembly systems, SQL programmer.

I. INTRODUCTION
The mastery learning teaching method can effectively
improve the learning outcomes [2] and increase the pass
rate on licensure or certification examinations [3], [4]. When
adopting the mastery learning instruction, lecturers must
administer formative assessments so as to confirm the mas-
tery of the learning topics and provide feedback and cor-
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rective actions to the students. After the corrective actions,
the students who do not pass the assessment proceed with
a second equivalent test. At the end of the learning stage,
the lecturers perform the summative evaluation to ensure the
students’ mastery. The formative assessment is one of the
crucial elements in the mastery learning instruction [5].

The formative assessment is a criteria-referenced valu-
ation that designs the tests according to the requirements
of the ability to measure the mastery level. The evaluation
measures the behavioral side of the subject, not to compare
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their achievements, but to determine their professional
competence.

The tedious process of preparing the test forms and inac-
curate assessments will affect the effective execution of the
mastery learning instruction. To regularly implement the for-
mative assessment of the mastery, the lecturers are required
to set the ability criteria, design items, build item banks,
assemble test forms, prepare detailed solutions, and adminis-
ter tests. These entail amuch larger workload for the lecturers,
which can hinder them from devoting more precious time
to teaching. Additionally, while assembling the test forms,
the lecturers must consider the issue of misclassifying the
mastery. There are two types of misclassifications: one is
false mastery, in which a non-mastered student is classified
as mastered, and the other is false non-mastery, in which
a mastery student is classified as non-mastered. Excessive
misjudgments prevent the teachers from identifying unskilled
students and giving corrective activities, or investing unnec-
essary resources in the already proficient students.

Many mastery assessment methods or test assembly meth-
ods for formative assessments have been proposed in the
literature for the mastery learning instruction. However, most
focus on adaptive models, which generate different test forms
for a subject. Although adaptive mastery assessments can
measure the subject’s latent ability more accurately than
the fixed-length ones, they are not adept at being used in
the mastery learning instruction. Lecturers suffer significant
workloads because they must prepare a corrective action
for each student with a different test form [6]. Conversely,
fixed-length mastery assessment is easier to implement in
teaching practice and can be flexibly used with paper-and-
pencil testing or converted to online testing. Hence, a new
system is commended for lecturers to prepare fixed-length
test forms with measurement precision for practical mastery
learning instruction.

This study has developed an automatic test form assembly
system so as to assist the lecturers in performing the mastery
learning instruction in the Oracle SQL certification course.
The proposed system contains modules of the item bank and
the test assembly. The item bank module can import, clas-
sify, and maintain items and their item response parameters
(difficulty, discrimination, and guessing). Moreover, the test
assembly module automatically generates the test forms. The
module adopted the method proposed by Hambleton and De
Gruijter [1] wherein items are selected from the item bank
to assemble a test form. This method can generate the test
forms with fixed lengths and high discrimination around the
mastery cutoff score while considering the probability of
misclassification. With the help of the proposed system, the
lecturers would be able to quickly generate test forms with
a high measurement precision for formative assessments in
the mastery learning instruction. Moreover, because the test
assembly procedure needs to use a numeric method to convert
the cutoff score on the domain scale to the one on the latent
ability scale in the Item Response Theory (IRT), the study
compared the secant and bisection root-finding algorithms for

the conversion with the criteria of the computation time and
the solution quality.

We organize the remainder of the paper as follows. First,
the study reviews the literature on the mastery learning,
computer-based testing systems and automatic test assembly,
and the mastery testing in the formative assessments. Second,
the formalized system process, system functions, and the pro-
cedures to assemble and evaluate the test forms are discussed.
Third, the study evaluates two root-finding algorithms for
solving the conversion problem of the domain cutoff point.
Fourth, the implementation of the system in a SQL mastery
course is presented so as to demonstrate its usefulness. The
conclusion is presented in the last section.

II. LITERATURE REVIEW
A. MASTERY LEARNING
Mastery learning was proposed by Bloom [7] to improve the
students’ learning outcomes through tutoring and individu-
alized instructions. The teaching method uses the formative
assessments so as to identify the difficulties in learning and
then provides personal instructions or corrective actions as
feedback for the students. After they complete the disci-
plinary actions, the lecturers perform the second parallel
formative assessment to assess those who did not pass the first
assessment. The theoretical basis of the mastery learning has
three aspects [8]:

1) Corrective and enriching activities create an environ-
ment that supports the student’s learning motivation.

2) Formative assessments require the students to retrieve
the learned knowledge and apply it. The retrieval prac-
tice can improve the learning outcomes and enhance
their metacognition.

3) Formative assessments continue to provide learning
feedback for the students, which is one of the essential
learning strategies.

This method can improve the teaching outcomes of the
competency-based courses. Many studies have pointed out
that mastery learning can increase the outcomes and enhance
the learner’s confidence in the subjects [2], [9], [10]. For
example, applying the mastery learning in nursing education
programs improves the pass rate of certificate examina-
tions [3], [4]. Furthermore, since mastery learning has been
applied to computer science education [11], it can also be
applied to teaching the Structural Query Language (SQL)
programming language to enhance the learning outcomes and
the pass rate of the certification exam.

B. COMPUTER-BASED TESTING AND AUTOMATIC TEST
ASSEMBLY
Computer-based testing (CBT) has been widely used in
high-stake testing, such as language proficiency tests, pro-
fessional/licensure exams, achievement tests, etc., and in
formative evaluation for proving learning feedback. Replac-
ing paper-and-pencil tests, the CBT delivers tests online to
make the large-scale tests quicker and more efficient. The

VOLUME 11, 2023 95975



H.-Y. Chen et al.: Development of an Automatic Test Assembly System for a Formative Assessment

advantages include reducing the administrative costs and
increasing the measurement efficiency and precision.

CBT, from the viewpoint of the system architecture, con-
tains four components: item bank, automatic test assembly,
test bank, and test delivery. First, the test bank contains test
items that are authored according to the testing criteria and/or
blueprints. The automatic test assembly component selects
items from the item banks to assemble the test forms. Next,
these test forms are stored in the test bank. Finally, the test
delivery component selects the tests from the test banks and
delivers them online to the examinees.

Building item banks involves categorizing items, estimat-
ing parameters, and calibrating new and old items. Items are
categorized according to the assessment criteria. Pretests are
required to estimate the item parameters [12] and ensure the
parameters’ invariance [13]. When new items are added to an
item bank, they should be linked with the existing items in
the bank so that the new and existing items have a standard
measurement scale [13], [14].
The automatic test assembly component selects items from

the bank to generate the test forms. The selection criteria
depends on the testing purposes [15]. For the criterion-
referenced testing, the selected items should have high infor-
mation near the target ability level converted from the test
passing score. In contrast, the test should have items with
appropriate difficulties and high information for various
ability levels for the norm-referenced testing. According to
the IRT, high item information means a low measurement
error [16]. In addition to the measurement precision, other
factors must be considered to select items for the assem-
bly of the test forms. For example, the need to include
items from various topics in the assessment criteria so they
will have the content validity. Alternatively, the number of
items in a test form must be limited so that the exam-
inees can complete the test within the time limit. These
quality requirements on test forms become the constraints
on maximizing the measure precision in the item selection
process. Therefore, many automatic test assembly methods
employ heuristics or optimization algorithms so as to gen-
erate the test forms [17]. As for the mastery learning, the
automated test assembly must produce the parallel test forms
with the same precision, but with different content to see
how well the students learn after the corrective actions are
introduced [18].
The time to execute the automatic test assembly component

will depend on how the tests are administered. The com-
ponent generates the test forms for the not-adaptive testing
before they are administered. Conversely, the component is
executed while the tests are administered for the adaptive
testing [19], [20], [21]. The test delivery system should
accordingly estimate the examinees’ abilities and select the
items with the appropriate difficulties. As for the item expo-
sure, examinees would see the same items in the same non-
adaptive test, but see different items in the same adaptive
test.

C. VARIABLE-LENGTH VS. FIXED-LENGTH TESTS IN
FORMATIVE ASSESSMENTS
There are two methods when deciding the length of the test:
variable and fix. Several pieces of literature have applied
variable-length or adaptive mastering testing in the forma-
tive assessment. The variable-length mastery testing must be
administered online. The advantage is that they can decide
as to whether the subject is mastered with a shorter test
length [22]. [23] proposed an adaptive formative assessment
system for an e-learning environment. Their system is a type
of Computer Adapted Testing (CAT) that select items accord-
ing to the subject’s ability estimated during testing. The test
ends when the standard error reaches a certain level or no
test item can contribute enough information [24], [25]. The
system proposed by [26], based on the Sequential Probability
Ratio Test (SPRT) method, also applies to the online forma-
tive assessment. The SPRT decides the mastery state each
time the subject responds to a test item [27]. The likelihood
ratio of mastery and non-mastery probabilities is computed
for each respondence. When the likelihood ratio is less than
the lower threshold; a, or greater than the upper one b, the
procedure stops the test, in which a = log(β

/
(1 − α)) and

b = log(1 − β
/
α). Their paper did not mention the item

selection method used in the testing. The system proposed
by [28] is for the formative assessment in personalized online
learning. Their system belongs to the CAT as well. Unlike
others, they use the subject’s memory cycle as the criterion to
select items for assessments, which can improve the learning
performance according to their experiments.

However, using variable-length formative assessments
should be cautious for the high cognitive demand questions,
which require memorizing, comprehending, inferring, and
summarizing abilities. The variable-length assessments need
to be administered by the online systems, as they bring extra
cognitive loads and affect the students’ testing scores [29].
Therefore, compared to the CBT, using paper-and-pencil tests
is more helpful for students to organize their knowledge [30].
Nevertheless, a small amount of literature has addressed the
high cognitive demand for solving complex questions in
developing the formative assessment systems.

This study advocates the fixed-length method, instead of
the variable-length method, for the formative assessment in
the mastery learning teaching due to the characteristics of
the OCE certificate test. An example of the OCE certificate
multiple choice question is as shown in Fig. 1. To solve
this question, students need to understand the meaning of
GROUP BY, the interactive effects between GROUP BY,
WHERE and SELECT, and the limitation of using GROUP
BY in clauses. This demands the students to use their abilities
of memorizing, comprehending, inferring, and summarizing
all knowledge of the Oracle SQL and its applications in
the Oracle database. To achieve these abilities and pass the
certificate test, except the lecture, simulated tests blended
with paper-based tests (PBT) and CBT should be held fre-
quently. The PBT test practice is also crucial in the early
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FIGURE 1. An example of OCE certificate multiple choice question.

stage of study or when the lecture advances to new knowledge
because the PBT enables the students to conduct critical and
deep thinking by marking the keywords, writing down the
comments, and creating and revising the SQL clauses on
paper. Through these paper-bases assessments, the students
are easier to organize their knowledge and finish these high
cognitive demand questions [30], as this improves the stu-
dents’ learning performance [29].

The high cognitive demands in solving the OCE certifi-
cate questions drives our study in adapting the fixed-length
method proposed by [1] for the formative assessment in
mastery leaning instruction. The method starts with setting a
mastery cutoff score with an in-difference zone in the domain
scale. Next, the cutoff score in the domain scale is converted
to the latent ability scale. Then, based on the IRT theory,
their method selects items with high item information near
the cutoff point in the latent ability scale to assemble a test
form. Finally, their method determines the test length and
the required number of items to pass the test so that the
given limit on the probability of misclassifying the mastery
is achieved. Because the test length is fixed, the generated
test form can be administered through paper-and-pencil or
online tests. Table 1 compares the proposed system with the
reviewed ones.

Although the fixed-length mastery testing requires more
items on average than the variable-length, it has several
advantages when applied to the formative assessments in the
master learning instruction. First, the test delivery component
for the fixed-length tests is easy to implement because it does
not require complex algorithms such as adaptive testing. Sec-
ond, test administrators can review the test forms before being
administered to the examinees to ensure their quality [19].
Third, fixed-length test forms can be easily administered
online or through paper-and-pencil testing. Fourth, compared
to the computer-based testing, paper-and-pencil testing can
improve the student’s knowledge and skills acquisition more
effectively [29], [30]. Finally, since all the students have the
same items for a test, lecturers have less of a workload [31] in
preparing corrective actions for the students. Based on that,
fixed-length testing is more applicable than variable-length
testing to formative assessments in the mastery learning
instruction in our study.

III. SYSTEM DEVELOPMENT
A. PROCESS FORMALIZATION FOR APPLYING ON OUR
SYSTEM
An automatic test assembly system was built to help the
lecturers administer the formative assessments in the mastery
learning instruction. The process of applying our system to
assist the lecturers in executing the mastery learning instruc-
tion needs to be formalized to identify the system’s functional
requirements. As shown in Fig. 2, three cycles were identified
for the process: Item Content Development, Item Pretesting,
and Test Form Assembly.

The Item Content Development cycle starts with the
authoring items and their solutions by the role of the Item
Author. Then, the role imports items into the system and clas-
sifies them according to the testing criteria. The last activity
in the cycle involves the Item Author maintaining the items.

In the Item Pretesting cycle, the role of the Item Analyzer
starts with pretesting and estimating the item statistics. These
statistics are then imported into the system for item selection.
The Test Form Assembling cycle is the last in the process,
which is performed by the Test Form Assembler; its main
responsibility is to assemble the test forms manually or auto-
matically to the test bank.When using the automatic function,
the Test Form Assembler must specify the topic range of
testing, the cutoff score, and the acceptable maximum prob-
ability of misclassifying the mastery. With the execution of
the process, the lecturers can select a test form from the test
bank to perform a formative assessment.

B. SYSTEM REQUIREMENTS
Based on the above process, the present study identified
seven primary functions (F1∼F7) for the system, which were
labeled with the activities in various cycles, as shown in
Fig. 2:
(F1) Importing items: the Item Author can import items

written in theMarkdown format into the item bank. Images of
the items, if provided, will also be imported simultaneously.
TheMarkdown format is suitable for authoring items contain-
ing programming codes because the format supports syntax
highlights for various programming languages.

(F2) Importing and editing item parameters: the Item Ana-
lyzer can import them into the item bank and edits them in
the system.

(F3) Maintaining items: the Item Author can search, mod-
ify, or delete items.

(F4) Classifying items: the Item Author can create the
hierarchical testing criteria and uses them to classify items.

(F5) Setting parameters for the automatic test assembly
procedure: The Test Form Assembler can set the test range
of topics, the cutoff score, and the acceptable maximum
misclassification probability.

(F6) Assembling test forms automatically: the system can
select items from the item bank to assemble a test form and
saves it to the test bank according to the specified parameters.
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(F7) Producing test forms: Generates test forms in a print-
able format, such as HTML, for paper-and-pencil testing; or
exports them to a format of an online testing system.

The assumptions for the system requirements analysis
include the following:

• Item parameter estimations are conducted outside the
system. Then, these parameters are imported into the
system. R packages such as mirt [32] and ltm [33] are
available for the estimations.

• Online testing is conducted outside the system. Items
in a test can be exported from the proposed system
into another online testing system, such as the Moodle
learning management system [34], to conduct online
testing.

C. AUTOMATIC TEST ASSEMBLY PROCEDURE
To implement the automatic test assembly procedure in the
system, this study employed themethod proposed by [1]. This
method allows items to be selected and assembled into a test
form that complies with the given limit of the probability of
misclassifying the mastery. The misclassification probability
can be used as an indicator to evaluate the test form quality.
Thus, it facilitates the lecturers to exercise regular formative
assessments with precision.

The procedure is summarized in Fig. 3. The inputs include
the item bank, the domain cutoff score (between 0 and 1), the
indifference zone surrounding the cutoff score, and the max-
imum misclassification probability. The indifference zone
represents the extent to which the loss of misclassification
can be negligible for the test designers [35]. The procedure
steps are described as follows: First, the domain cutoff score
and its indifference zone bounds are converted to the points
in the latent ability scale. Second, the item with the highest
measurement precision near the cutoff point in the latent
ability scale is selected into the item set. Third, the domain
cutoff and indifference zone are computed for the current item
set, given that the cutoff points and indifference zone in the
latent ability scale are set. Fourth, the cutoff item number to
be classified as ‘‘mastery’’ for the current set is determined.
Fifth, with the cutoff item number, the probability of mis-
classifying as mastery is obtained. If the misclassification
probability is greater than the specified acceptable value and
items are still available, the procedure continues to step 2.
Otherwise, the procedure stops. The outputs include the item
set whose misclassification probability is less than, or equal
to, the specified acceptable value and the cutoff item number
meant to classify a tester as having a mastery of the topic. The
procedure details are provided in the Appendix.

D. PROCEDURE TO EVALUATE THE PROBABILITY OF
MISCLASSIFYING MASTERY FOR A TEST FORM
To evaluate the quality of manually edited test forms, this
study revised the [1] method to compute the misclassification
probability of a given item set as shown in Fig. 4. The revised
procedure follows the steps in the original method, except for

steps 2 and 6, wherein, an item set, cutoff scores, indifference
zone endpoints, and the test range are given. The outputs of
the revised procedure include the cutoff item number and the
misclassification probability for the given item set.

IV. CONVERTING THE DOMAIN CUTOFF SCORE TO THE
LATENT ABILITY SCALE WITH HETEROGENEOUS ITEMS
Themethod of [1] requires converting the domain score to the
latent ability scale; that is, given the domain cutoff score, π0,
and the three-parameter IRT model for each item represented
by Pi (θ), the method needs to find the cutoff point in the
latent ability scale, θ0, such that:

π0 =
1
N

∑N

i=1
Pi (θ0). (1)

In the case of heterogeneous items with different model
parameters, drawing an analytic solution to identify θ0 is not
easy. Although finding an analytic solution for equation (1)
is challenging, numerical methods can be applied to solve
it. This scale conversion can be treated as a root-finding
problem; thus, to find θ0, the following can be used:

F (θ0) =
1
N

∑N

i=1
Pi (θ0) − π0 = 0 (2)

The bisection and secant algorithms are two typical root-
finding algorithms. Based on the Intermediate Value Theo-
rem, the bisection algorithms repeatedly divide the interval
where the root might exist to approximate the root of a func-
tion. The secant algorithm, a variation of Newton’s method,
successively identifies the roots of the secant lines to con-
verge to the root of the function. As for the reliability of
finding a root, the bisection algorithm can find the root if the
interval [a, b] contains the root. To ensure its convergence,
the secant algorithm needs two suitable starting points for the
initial secant line. Consequently, determining the two starting
points is critical in using the two root-finding algorithms.

A. SIMULATED COMPUTATION EXPERIMENT ON SOLVING
THE SCALE CONVERSION PROBLEM
The study designed a simulation experiment to compare the
bisection and secant algorithms applied to the scale con-
version problem. As shown in Table 2, the investigation
considered two factors: the root-finding method and the item
bank size.

1) FACTOR 1: ROOT-FINDING METHODS WITH VARIOUS
STARTING POINTS
The first factor, which contained five levels, could reveal the
effects of using the bisection and secant algorithms with var-
ious starting points on the computation time and the solution
quality. The first level, L1_B_F, uses the bisection algorithm
with a fixed start point tuple (-3, 3). The setting for the second
level, marked as L2_B_D, still uses the bisection algorithm
but with two dynamic starting points. Below are how these
dynamic values are set.

Let θ0i be the latent ability for the given domain cutoff
score, π0, for item i. Then, the latent ability cutoff point for
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TABLE 1. Comparisons of the proposed system with the cited literature.

FIGURE 2. Formalized process for applying the automatic test assembly system to assist formative assessments in mastery learning.

the item θ0i can be obtained through:

θ0i = P−1
i (π0) =

−1
Dai

ln
(
1 −

1 − ci
π0 − ci

)
+ bi (3)

In equation (3), π0 − ci > 0, where P−1
i (π0) is the inverse

function of the three-parameters IRT model for item i. For an
item bank of N items, the set 2 = {θ0i , i = 1. . .N } represent
the distribution of the latent ability cutoff points for the items.
Let µ2 and s2 be the average and standard deviation for
the elements in 2. Then the dynamic starting points for the
second level are set to the tuple (µ2 − σ2, µ2 + σ2).

From the third level, the focus moves to the secant
algorithm and its starting points. The third level is set to the
secant algorithm with the two starting points,(µ2, µ2 +σ2),

denoted as L3_S_MS. The fourth level indicated as L4_S_R,
changes the starting points to random numbers from [-3,3].
Finally, the last level, represented as L5_S_MM, sets the
starting points to (µ2,Mod(2)), where Mod is the mode
statistics of 2.

2) FACTOR 2: ITEM BANK SIZE
The second factor for the experiment was the size of the item
bank which contained three levels of 100, 300, and 500 items.

3) EXPERIMENT IMPLEMENTATION
The experiment had 5×3 level combinations, and each com-
bination replicated 150 trials. Therefore, there were 2,250
trials in the experiment. For each item bank, the IRT model’s
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FIGURE 3. The procedure for assembling the items into a test form based
on the method developed by [1]. The procedure generates the item set,
cutoff item numbers, and the item set’s probability of misclassifying as
mastery.

FIGURE 4. The modified procedure evaluates the misclassification
probability of a given test form, adapted from [1].

three parameters for each itemwere set to randomvalues from
the following ranges: discrimination ai∈ [0.01, 4], difficulty
bi ∈ [−3, 3] and guessing ci ∈ [0.01, 0.15] .The experiment
collected measurements of each trial’s computation time and
solution error. The algorithms in the experiment stopped and
outputted the results if the solution error F (θ) ≤ 10−5 was
obtained. The experiments were carried out on a Mac M1
computer with a memory of 16G. This study used Python to
implement the algorithms and analyze the experimental data.

B. SIMULATED COMPUTATION RESULTS AND DISCUSSION
1) ANALYSIS OF VARIANCE
The collected computation time is distributed as positive
skewness, as shown in Fig. 5(a). For analyzing the vari-
ances (ANOVA), we employed the Tukey’s Ladder of Powers
method [36] to convert the data to a normal distribution.
Fig. 5(b) shows the transformed distribution. The transformed
computation time in the experiment slightly deviates from the
normal distribution (Skewness - 0.036 < 0, Kurtosis 2.25 >

0).
Even if the data deviates slightly from the normality, using

ANOVA and the t-test analysis is still appropriate. Although
ANOVA requires the normality assumption, it is very robust
to nonnormality data [37], [38]. The nonnormality data
thresholds are |Skewness| < 2 and kurtosis< 7 [39]. ANOVA
or even t-tests can be used within the thresholds [40]. The

FIGURE 5. The original and transformed distribution of the computation
time for the experiment. (a) The original distribution; (b) The transformed
distribution by Tukey’s Ladder of Powers method [36].

skewness and kurtosis of the transformed data were far less
than the thresholds. In addition, the number of observations
was quite large, with 150 trials for each factor combination.
Based on the robustness of the ANOVA to the normality
assumption and the sufficient number of observations, using
the ANOVA and t-test for analyzing data is appropriate.

The experiment compared two ANOVA models so as to
compare their fitness. The first, Model.1, only considered the
effects of the two main factors: the root-finding method and
the item bank size. Meanwhile, Model.2, considered the main
effects and their interactions.

The Akaike information criterion (AIC) was used to select
the best ANOVA model by using the AICcmodavg pack-
age [41]. The AIC prefers the model with high likelihood
but penalizes the number of parameters to balance the model
fitness and the number of parameters. The model with the
lowest AIC value is selected. The Model.2 (AICc -3603.27)
was selected as the winning model since it had a lower AIC
value than Model.1 (AICc -3563.67), as shown in Table 3.

The winning Model.2, significantly fitted the data (F (14,
2234) = 402.2, p < 0.01), which explained 71.41% of
the variance (adjusted R-Square0.7141). Table 4 shows the
results of the ANOVA analysis and the effect sizes of factors.
The η2 was used to measure the factors’ effect sizes. The
effect sizes are small, medium, and large when the η2 values
are greater than the thresholds 0.01, 0.06, and 0.14, respec-
tively [42]. Factor F1: Root-finding method (F(4, 2234) =

44.622, p < 0.01 ) was significant, and its effect size was
small to medium (η2 = 0.052 < 0.06). Factor F2: Item bank
size (F(2, 2234)= 481.8108, p< 0.01) was significant as well
and with a large effect size (η2 = 0.281 > 0.14). Lastly, the
interaction of two main factors was significant (F(8, 2234) =

7.021, p< 0.01), with a small effect size (η2 = 0.016> 0.01)
To ensure the results of the ANOVA analysis on the

slightly non-normal data, the study used the nonparamet-
ric Scheirer-Ray-Hare Test [43] to verify again. Factors F1:
Root-finding method (H=286.87, p =.000 < 0.05), F2: Item
bank size (H=1336.74, p =.000 < 0.05) and their interaction
(H=19.78, p =.011 < 0.05) were all statistically significant,
which were consistent with the those of the ANOVA analysis.

The differences caused by the factor levels are further ana-
lyzed. The study used Tukey’s HSD post hoc Test to identify
the statistical differences between the factor levels. Then,
Cohen’s d was employed to measure the effect size between
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TABLE 2. Factor level settings for the simulated computation experiment to compare the application of bisection and secant algorithms in solving the
scale conversion problem.

TABLE 3. Akaike information criterion (AIC) for comparing two ANOVA models.

TABLE 4. ANOVA table for the winning model considering the main and interaction effects. There were 150 replicate trials for each combination of factors.

the factor levels to indicate their practical significance. The
thresholds for small, medium, and large effect sizes are 0.2,
0.5, and 0.8 [44], [45], respectively.

Firstly, the group means of all levels of the root-finding
method factor were significantly different since all the group
means had different group labels (GL). As indicated in
Fig. 6(a), the secant algorithmwith the random starting points
(L4_S_R) had the fastest execution (GL = e) in terms of the
transformed computation time, with the group means GM =

0.798, group standard deviation GSD = 0.171, and group
size GN = 450. In contrast, the bisection with the dynamic
starting points (L2_B_D) consumed the most time (GM =

0.987; GSD = 0.204; GN = 450; GL = a).
Table 5 shows the effect sizes between the L4_S_R level

against others. The effect size between L4_S_R and L2_B_D
levels was large (Cohen’s d = 1.001 > 0.8). Furthermore,
the table shows that the effect sizes of varying the starting
point settings in the secant-based algorithm were small and
negligible because the Cohen’s d values of L3_S_M and
L5_S_MM were 0.294 (> 0.2) and 0.175 (< 0.2), respec-
tively. However, when using the bisection-based methods,
the transformed computation time mainly increased with the

TABLE 5. Effect sizes for group mean differences of the root-finding
method factor.

effect sizes of medium (Cohen’s d 0.781 > 0.5) and large
(Cohen’s d 1.001 > 0.8). Therefore, the computation time
can be significantly improved when using the secant-based
algorithms and the secant algorithm with the random starting
points (L4_S_R) can improve the most.

Secondly, regarding the effect sizes of differences in levels
of the item bank size, the transformed computation time
increased almost linearly, as shown in Fig. 6(b). Differences
between the three levels of the factor were significant since all
the levels had different group labels according to Tukey’s post
hoc HSD Test (alpha = 0.05) result. The level of 500 items
consumed the most amount of time (GM = 1.069; GSD =
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FIGURE 6. Plots of the two main effects. (a) Factor 1: Root-finding
methods with various starting points; (b) Factor 2: Item bank size.

0.127; GN = 749). In contrast, the level of 100 items con-
sumed the least (GM = 0.689; GSD = 0.156; GN = 750).
The effect sizes caused by increasing the number of items
from 100 to 300 and 500 were negligible (Cohen’s d 1.501)
and small (Cohen’s d 2.665), respectively.

Thirdly, the effect sizes of differences in levels of inter-
actions between the root-finding method and the item bank
size are as shown in Fig. 7. With the post hoc test (alpha =

0.05) results, different group labels indicate significant dif-
ferences in the group means. Two observations can be seen
in Fig. 7. The first is that when the item bank size was
100, the setting of different starting points did not affect the
transformed computation time of the secant-based methods
(all the group means of L3_S_MS, L4_S_R, and L5_S_MM
were marked as k). However, it increased the computation
time of the bisection-based methods (GLs j and ij) in this
instance. The second observation is that when the item bank
size was greater than 100, different starting point settings
did affect the root-finding methods’ transformed computa-
tion time, and the secant-based method with random starting
points was the fastest (GLs hi and ef). The slowest L2_B_D
method is used as a reference point to show the effect sizes
of different levels of the interactions, as shown in Fig. 8. The
X-axis of the figure is the quantile of the data distribution of
the L2_B_D method, and the Y-axis is Cohen’s d value to
measure the effect size. The negative Cohen’s d value means
decreasing the computation time. The dashed lines in the

FIGURE 7. The plot of the interaction effects with the results of the HSD
Test (alpha = 0.05) group labels on the factors of root-finding methods
with starting points and the item bank size.

FIGURE 8. Effect sizes for differences in levels of the interactions
between the root-finding method and the item bank size factors.

figure represent the thresholds for the effect sizes of small,
medium, and large [44]. The figure shows that as the item
bank size increases, the effect sizes of different searchmethod
levels will gradually increase. Among them, the effect sizes
of L4_S_R increase the fastest.

The quality of the solution of all the root-finding meth-
ods was satisfactory, with all solution errors less than
10−5. However, the secant algorithm with starting points,
(µ2,Mode(2)), which is the L5_S_MM level, could not find
the root in one out of 150 replicate trials when the item bank
was with 500 items.

2) DISCUSSION
According to the simulation computation results, the
secant-based algorithms were superior to the bisection-based
ones when the item bank size was more than 100 items.
The result is consistent with the study of Ehiwario [46]. The
two starting points for the secant algorithm can be set to
random numbers within [-3, 3] to have satisfactory speed
and reliability. No elaborate heuristics are needed to find the
starting points to ensure the speed and reliability of the secant
algorithm. Finally, the solution quality of all the root-finding
methods was satisfied since all their errors were less than
10−5 in the experiment. Therefore, the study suggests the
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secant algorithm with two random start points from [-3, 3]
for solving the scale conversion problem.

V. SYSTEM IMPLEMENTATION
A. SQL MASTERY COURSE FOR ORACLE SQL CERTIFICATE
SQL is one of the essential programming languages for stu-
dents in the Department of Information Management. Oracle
Certified Association (OCA) SQL is one of the examinations
with considerable difficulty and discrimination. Information
companies widely recognize students with the OCA SQL
certificate. A SQL mastery course has been offered by the
department of one of the authors to help students prepare
for the OCA SQL examination. As can be seen in Table 6,
the course is organized into several modules including:
basic query and DML, table joins and data set combination,
advanced subquery, advanced DML, table creation and man-
agement, and creation of other schema objects.

The course administered regular formative assessments
to monitor the learning progress of the students. Forma-
tive assessments using the paper-and-pencil test forms were
administered when the lecturer completed a module or part
of it. The test form contained question items wherein the
exam test criteria related to the completed module. After
the assessment, the lecturer discussed and provided detailed
solutions to each question in the class as a corrective action
for the students. There were eight formative assessments in
the course.

In the implementation stage, this study chose paper-and-
pencil testing to avoid the problems of authentication, cheat-
ing, or attrition that may be encountered in online testing.
Another reason was that this testing with a fixed length is
easier and more practical to implement in a course than
online testing with variable lengths. If using variable-length
testing, instructors must prepare personalized materials to
give feedback to each student individually, which increases
the teaching burden of instructors and is not easy to be
implemented.

B. IMPLEMENTING THE SYSTEM TO THE COURSE
We implemented the proposed system for the mentioned
course. The implementation dramatically reduced the work-
load of assembling the test forms which allowed the lecturer
more time to focus on teaching and giving students cor-
rective instructions. Currently, the item bank contains about
150 items and their detailed solutions, which are organized
according to the OCA SQL testing criteria [47].

The lecturer first created a framework to classify the items
according to the OCA SQL test criteria by using the Topics
function of the system, as shown in Fig. 9. After the classifica-
tion frameworkwas built, the lecturer collected past questions
from the OCA SQL exam and authored their detailed solution
in Markdown format using the text editor that supports the
Markdown. These items were then imported into the system
using the import function. Fig. 10(a) shows an example of
using the Microsoft Visual Studio Code editor to author a

FIGURE 9. Creating and maintaining a framework according to the OCA
SQL test criteria for classifying items.

FIGURE 10. Authoring a question item and its detailed solution and
importing them into the system. (a) Using Microsoft Visual Studio Code
editor to author a question item and its detailed solution in the
Markdown format. (b) Previewing and editing the item after importing it
into the system.

question item in the Markdown format. The lecturer could
preview and modify the item after it was imported, as shown
in Fig. 10(b).

To classify items, the lecturer used the Item Classification
function of the system. An itemwas dragged and dropped to a
test criterion to specify its topic, as shown in Fig. 11. An item
is allowed to have more than one topic.

The lecturer used the Auto Assembly function of the
system to generate a test form for a formative assessment.
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TABLE 6. Modules and their chapters and related OCA SQL test criteria of the SQL mastery course.

FIGURE 11. Dragging and dropping an item to a testing criterion to
specify the classification topic of the item.

First, as shown in Fig. 12, the lecturer entered the cutoff
score, indifference zone bounds, acceptable misclassification
probability, and the test range. Next, the system assembled a
test form according to the procedure in Section III-C. A list
was given to show the test form lengths, cutoff item number,
and misclassification probabilities for the different item sets
during the procedure. The item set that met the specified mis-
classification probability condition was marked. As shown
in Fig. 13, the resultant test form comprised seven question

FIGURE 12. Entering the cutoff score, indifference zone bounds,
acceptable misclassification probability, and the test range to
automatically assemble items to a test form.

items and the cutoff item number six, whose misclassification
probability was 0.098. Lastly, the lecturer selected the test
form to be created; the system showed the selected question
items and the covered test criteria of the test form for further
editing.

To edit an existing test form, the lecturer used the topic
navigator to select the items for a topic and added them to
the test form, as shown in Fig. 14. The lecturer could further
re-evaluate the test form. The system uses the procedure
presented in Section III-D to compute the cutoff item number
and the misclassification probability as a quality measure for
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FIGURE 13. Generating a list showing the test form lengths, cutoff item
numbers, and misclassification probabilities for different item sets during
the automatic assembly procedure.

FIGURE 14. Selecting items by a topic and adding them to the edited test
paper.

FIGURE 15. Entering the cutoff value and the indifference zone bounds to
re-evaluate the modified test form.

the test form, provided that the cutoff score, the indifference
zone endpoints, and the covered topics are given, as shown
in Fig. 15. The above operations can also be applied when
manually creating a test form.

To implement the proposed system practically in a course,
the suggested steps are as follows:

I. Item content development
1. Create a classification structure according to the test

criteria.

2. Collect or author test items.
3. Classify items according to the classification structure.
4. Import items and their classification to the system.
II. Pretest and item parameters estimation
1. Use the system to create test forms for pretesting and

collect item response data.
2. Use the collected response data to estimate item param-

eters.
3. Import the item parameters to the system.
III. Assemble test forms and administer testing
1. Use the system to manually or automatically generate

test forms for a given test range.
2. Administer tests either by paper-and-pencil or online

testing. For online testing, export items in the assembled test
form to an external online testing system.

According to our implementation experience, developing
the test items and collecting item response data are the most
time-consuming. Once the test items and the item parameters
have been made ready, generating test forms becomes much
easier. Using the system, test forms with measure precision
can be quickly produced for given test scopes so as to assist
the instructors in preparing their formative assessments for
the mastery learning instruction.

VI. CONCLUSION
A. SUMMARY AND CONTRIBUTIONS
Using regular formative assessments to evaluate the stu-
dents and give them prescriptive feedback is one of the
crucial activities in the mastery learning instruction. How-
ever, preparing test forms with measurement precision for
these regular formative assessments causes a burden on the
lecturers and hinders the efficient execution of the mastery
learning instruction.

Motivated by the need to efficiently facilitate the mastery
learning instruction in teaching practice, this study developed
an automatic test assembly system so as to assist the lecturers
in preparing fixed-length test forms for the formative assess-
ments in mastery learning. The system applies method [1]
to automatically assemble a test form with a given misclas-
sification probability. Also, the system can further evaluate
the misclassification probability as a quality indication for a
manually assembled test form. The fixed-length test forms are
more appropriate for the formative assessments in the mas-
tery learning instruction. Although they cannot adapt to the
students’ abilities during the assessment, the lecturers would
not be overwhelmed by preparing the corrective instruction
for each student with different test forms administered in one
formative assessment.

During the assembly of a test form, the domain cutoff
score must be converted to the latent ability scale to select
items. Based on the IRT theory, the [1] method selects
high-precision items near the cutoff point in the latent abil-
ity scale when the domain scale’s cutoff score is given.
Identifying an analytic solution to the conversion is difficult
since each IRT model is heterogeneous. Instead, this study
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employed numeric methods for the conversion problem. The
secant and bisection root-finding algorithms for the conver-
sion were evaluated by conducting simulation computation
experiments. The empirical computing results of this study
suggest that for the conversion problem, it is best to use the
secant algorithm with the two starting points set to random
values between [-3, 3].

The current study demonstrated the system’s usefulness
by implementing it in the SQL mastery course for the OCA
SQL certificate. An item bank for the certification exami-
nation was built which contains about 150 multiple-choice
questions collected from the Internet. These questions were
arranged according to the testing criteria of the examination.
When completing a few topics in the course, the lecturers
could automatically and/or manually assemble items related
to these topics to a test form and then administer a formative
assessment to evaluate the student’s mastery. The system can
indicate the test form’s quality by themaximumprobability of
misclassifying the mastery. This computerized process saved
a lot of manual item selection and test form editing, which
also reduced the burden of assembling the test forms. Hence,
it assisted the lecturers and provided them with more time to
execute the mastery learning instruction.

The contributions of this study to the engineering edu-
cation practice are several folds. First, the study proposed
an automatic test assembly system to computerize the pro-
cess from the item bank management to assembling the
test forms. The system can help lecturers exercise regular
formative assessments with quality test forms in the mas-
tery learning teaching. In addition, the study investigated
the numeric methods of converting the domain cutoff score
to the latent ability scale with items of heterogenous IRT
models to apply method [1] in practice. Finally, the sys-
tem source codes are open to the engineering education
community and can be accessed from the following URL:
https://github.com/hychen39/TestFormMakerAuto.

The implications of the study are three-fold. First, in addi-
tion to caring about students’ learning effects, the methods
or systems that can reduce the teaching burdens should be
also addressed so as to improve the engineering education.
In this way, the teachers have more time to devote to improv-
ing teaching quality. Second, when developing a formative
assessment system, we should be careful as to whether
the questions are suitable for online assessment. Questions
requiring a high cognitive load are more appropriate on a
paper-based test than a computer-based test regarding assess-
ment and learning. Third, the implementation feasibility of
the formative assessment systems in classrooms should be
considered. Although personalized tests and learning feed-
back greatly benefit students, it causes a considerable burden
on the teachers. Finding a balance between the two is a crucial
issue worth considering.

B. LIMITATIONS AND FUTURE WORKS
Nevertheless, there are a few limitations to the proposed
system. First, the feature of the IRT parameter estimation

is not included. Second, the feature of online testing is not
implemented in the system. Not including these two features
is because there are already existing packages or systems. For
example, the R mirt package [32] or ltm package [33] can be
used for the IRT parameter estimation. The Moodle learning
management system provides online testing features. Items
that meet its XML format can be imported to Moodle’s quiz
module for online testing [34]. Despite the limitations, the
system is still beneficial to the mastery learning instruction.
Estimated IRT parameters can be imported to the proposed
system, and the test form in the system can be exported to the
existing online testing systems. Hence, the system can collab-
orate with other systems of the IRT parameter estimation and
online testing so as to facilitate the lecturers in exercising the
mastery learning instruction.

Future works should consider more system features to
facilitate the formative assessments in the mastery learning
instruction for the lecturers. Firstly, one can include the ratio
of items in the test form assembly procedure so as to ensure
the diversity of item topics in a test form. Secondly, one could
consider the ratio of items that overlap between the two test
forms for linking them. Finally, controlling the number of
exposures of items could be included to ensure that each item
appears in at least one or more test forms.

APPENDIX: DETAILED STEPS OF THE AUTOMATIC TEST
ASSEMBLY PROCEDURE [1]
The following notation denotes the inputs to the method:

• B= {i|i = 1 . . .N } : an item bank containing N items,
where i represents the index for an item.

• π0 : the test’s cutoff score in the domain scale. 0 ≤ π0 ≤

1.
• [πl, πu] : an indifference zone such that πl ≤ π0 ≤ πu,
where the loss of the misclassification can be neglected.
0 ≤ πl, πu ≤ 1.

• P̄ : the acceptable Misclassification Probability (MP)
specified by the test designer.

The following notation denotes the outputs of the method:
• ST = {i|i = 1 . . .M} : the set of the selectedM items.
• n0 : the number of items answered correctly to classify
as mastery.

• Pk (n0) : the MP for the current item set with k items.
Additionally, this study set the calculation precision at five

decimal places when implementing the method.
Step 1: Convert the domain cutoff score to the latent ability

scale in IRT. Convert the scores of the cutoff and indifference
zone boundaries to the latent ability scale for an item bank
containing N items. That is,

(πl, π0, πu) →
N items

(θl, θ0, θu) (4)

The relationship between a domain scoreπ and a latent ability
θ is defined as the following according to [48]:

π =
1
N

∑N

i=1
Pi (θ) (5)
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where Pi (θ) denotes the probability of correctly answer-
ing item i for an examinee with latent ability θ . The study
employed the three-parameter IRT model as the probability
model for Pi (θ). Equation (5) can be used to convert the
cutoff score from the domain scale to the latent ability scale.
For a given cutoff score π in the domain scale, one can
use a root-finding numeric method to solve (5) to find the
corresponding latent ability θ .
Step 2: Select an item. Select items with high measurement

precision near the cutoff score in the latent ability score (θ0),
then add them to the item set ST . The measure precision for
an item is computed as:

Ii (θi) =
D2a2i (1 − ci)(

ci + eDai(θi−bi)
) (
1 + e−Dai(θi−bi)

)2 (6)

where

θi = bi +
1
Dai

ln .5(1 +

√
1 + 8ci). (7)

Step 3: Compute the cutoff and indifference zone scores in
the domain scale for the current item set ST . Denote π ′

0 as
the cutoff score and [π ′

l , π
′
u] as the indifference zone in the

domain scale respectively. Assume ST has k items. Then, π ′

0
can be obtained by using equation (5) with then given θ0:

π ′

0 =
1
k

∑k

i=1
Pi (θ0) (8)

With θl and θu, [π ′
l , π

′
u] can be obtained similarly for the

current item set. The θ0, θl and θu are obtained in Step 1.
Step 4: Calculate the number of items answered correctly

to classify as mastery. Given π ′

0, the cutoff item number for
mastery, n0, is an integer near kπ ′

0, which is based on [1].
Step 5: Calculate the misclassification probability for the

current item set. Given n0, the probabilities of correctly
classifying not mastery and mastery can be computed using
equations (9) and (10) respectively.

α (n0) =

∑n0−1

x=0

(
k
x

) (
π ′
l
)x (

1 − π ′
l
)k−x (9)

β (n0) =

∑k

x=n0

(
k
x

) (
π ′
u
)x (

1 − π ′
u
)k−x (10)

Consequently, the MP for the current item set with k items
is obtained through:

Pk (n0) = max1 − α (n0) , 1 − β (n0) (11)

Step 6: Stop conditions. Go back to Step 2 if the MP for
the current item set is greater than the specified value, that
is, Pk (n0) > P̄, and when items are still available in the
item bank. Otherwise, end the procedure. Assume M items
have been selected at the end. If the procedure ends with
the condition of Pk (n0) ≤P̄, the length of the test form is
|ST | , and the cutoff item number is n0 with the MP value
of PM (n0).
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