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ABSTRACT In order to improve the extraction effect of the features of the tampered region, the model
usually relies on a specific feature defined by hand to optimize the model. However, the effect of the
model is not ideal when the tampered mode is unknown. In this paper, the Neck layer of the YOLOv5s
model is reasonably embedded into the CBAM attention module, so that the model can more accurately
capture the features of the tampered region. In addition, the boundary frame loss is optimized by using
EIOU loss function, which separately dissolves the impact factors of aspect ratio to calculate the model. The
experimental results show that the image tampering recognition algorithm proposed in this paper based on
the improved YOLOv5s can not only effectively identify a variety of tampering modes, but also increase the
average accuracy of recognition by 1.57% compared with the benchmark algorithm. The recognition speed
is higher than that of LSTM and U-Net algorithms, and the recognition speed also reaches 13.89 images per
second, maintaining a high level.

INDEX TERMS Image tamper recognition, YOLOv5s, attention module, EIOU loss function.

I. INTRODUCTION
Professor Frid from the Department of Computer Science at
State University of New York in the United States and his
research team were the first to engage in digital image tamper
recognition work in the world. The copy paste tamper recog-
nition algorithm they developed opened the door to digital
image recognition. The algorithm first calculated the DCT [1]
coefficient, then sorted the image dictionary and recognized
the translation between image blocks based on the similarity
between image blocks, But this recognition algorithm has a
relatively large computational complexity. Later, Professor
Farid also proposed using a new method mainly based on
principal component analysis theory to significantly reduce
the dimensionality of data blocks. This new method mainly
uses a large amount of dimensionality reduction coefficient
vectors obtained during the quantitative principal component
analysis process to directly replace the quantized DCT coeffi-
cient vectors, and can use the large amount of dimensionality
reduction coefficient vectors obtained as features of image
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blocks, This method significantly reduces the complexity of
the calculation process and can resist certain noise attacks
and JPEG compression. Later, researchers proposed a new
method to identify tampering in image copying and past-
ing using the SIFT algorithm. Although this new algorithm
has strong robustness to geometric operations on images,
its computational time is too long. Bay et al. proposed the
SURF algorithm based on the SIFT [2] algorithm, which
greatly reduces the complexity of the SIFT algorithm and
improves the real-time performance of feature recognition
and matching. Mishra et al. proposed a copy and paste recog-
nition method based on accelerated robust feature (SURF)
and hierarchical clustering (HAC). Hashmi et al. conducted
experiments on SURF algorithm, SURF combined with dis-
crete wavelet transform (DWT), and SURF combined with
binarywavelet transform (DYWT) [3], demonstrating that the
proposed composite algorithm outperforms individual SURF
algorithms in terms of complexity, scale invariance, rotation
invariance, and attack combination.

Traditional image tamper detection methods are relatively
single in the design of image feature extraction. When the
tampering method is unknown, the algorithm effect is not
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ideal, and the overall framework of traditional image tamper
detection methods is not concise enough. Currently, deep
learning based detection methods have been optimized to a
certain extent in terms of model and structure. Commonly
used algorithms include LSTM [4], RCNN series algorithms,
and YOLO series algorithms, However, there is still a lot
of room for improvement in the recognition accuracy of the
algorithm, especially when identifying small areas of tamper-
ing. It is necessary to improve the deep learning algorithm to
improve the recognition accuracy of the algorithm. The image
tampering recognition algorithm based on the improved
YOLOv5s is proposed in this case.

In the digital age, people can easily make false images with
exquisite tampering tools, and the Internet is accelerating the
spread of false images. From the moral and ethical point of
view, image tampering can be divided into benign use and
malignant use. Benign uses include entertaining the public,
seeking strange pictures or spoofing videos in social activi-
ties, etc. The pursuit of visual aesthetics, beautification and
retouching in fashion photography and artistic creation, and
cool special effects in science fiction movies and TV shows.
Malicious use is against ethics. False images with strong
deception may sometimes cause incalculable social security
problems, such as false propaganda in political news, false
pictures in scientific research and academic research, and
false identity in personal life. Therefore, in order to maintain
social order and public trust, ensure national security and
stability, safeguard judicial justice and authority, crack down
on illegal and criminal and avoid bad academic research
atmosphere, it is an urgent scientific research problem for
people from all walks of life to develop reasonable and
effective image tampering detection methods to identify the
authenticity and reliability of images.

II. EXPERIMENTAL METHOD
A. YOLOv5s
The main idea of YOLO algorithm is to take the entire image
as input, extract features through convolutional neural net-
works, and then directly regression the coordinate values and
classification probability of the target. What is significantly
different from the two-stage target detection algorithms of
the RCNN series is that the YOLO series algorithms provide
another approach to identifying targets, omitting the step of
predicting candidate box positions and treating the entire
problem as a regression problem. By using a single convo-
lutional neural network, end-to-end model training can be
completed, significantly improving the speed of object detec-
tion algorithms, which far exceeds other real-time detection
algorithms.

The basic idea of YOLO algorithm is to directly regress the
position coordinates and classification probability of the tar-
get suggestion box. Its main feature is that each regressed tar-
get is based on the pixel information of the entire image, and
will not be misreported in the background, which can better
distinguish between the detected object and the background

area. Unlike the Faster RCNN algorithm, YOLO algorithm
can use global features of the entire image, but the previous
versions of YOLO also have lower positioning accuracy than
Faster RCNN. The improved version of YOLO has no lower
recognition accuracy or speed than the latter.

YOLOv5s [5] is the network model with the smallest
network depth and the smallest feature map width among
the four models, and its detection precision and speed are
excellent. The other three models have been continuously
deepened and widened on this basis, and the depth and
width of the models can be controlled by code. From the
perspective of reducing deployment costs and making the
network lightweight, this article selects YOLOv5s, which has
the smallest network depth and width, for improvement.

The YOLOv5s network structure can be divided into
four parts: input layer, Backbone, Neck, and output layer,
as shown in Figure 1.

FIGURE 1. YOLOv5s network structure diagram.

The input layer uses mosaic data augmentation technology,
which is an ancient data augmentation technique. It refers to
using limited data to create as much new data as possible.
YOLOv5s model is sent to the network model for training
in order in a whole batch. Use hyperparameter to control
whether to turn on mosaic data enhancement, randomly take
the center point of a generated mosaic data enhanced image,
randomly select the index of three other images that need
data enhancement, traverse the enhanced image index, and
then store the image on the large mosaic image that needs to
be generated, perform random rotation, translation, scaling,
and cropping data augmentation operations on this image, and
finally obtain a mosaic enhanced image. YOLOv5s has two
data augmentation forms: Mosaic and Mosaic9, which are
aimed at enhancing a batch. This data augmentation method
is very helpful for detecting small targets.

The Backbone layer is composed of four modules, namely
the Focus module, CBL module, CSP module, and SPP mod-
ule. Among them, the Focus module adopts slicing operation,
first splitting the high-resolution feature maps into multiple
low-resolution feature maps, and then performing inter col-
umn sampling and stitching operations. The Focus structure
is a unique structure of YOLOv5s model, which means that
before the image enters the backbone network, sample a value
every other pixel of the image. Similar to the adjacent near
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down sampling [6] operation, four groups of images can be
obtained. Finally, the results obtained will be convolved to
obtain the final twice down sampled feature map. The CBL
module is composed of three parts: the convolution layer,
the batch standardization layer and the activation function
layer. The SPP module adopts four pooling cores of different
sizes for maximum pooling operation, and then splices the
results to obtain the fused features. CSP1_ X and CSP2_ X
module draws inspiration from the idea of CSPNet, which
is composed of three modules: convolutional layer [7], CBL
module, and Res Unit module. The proposal of CSPNet is
mainly to enhance the learning ability of CNN, maintain
certain accuracy while lightweight deployment, reduce com-
putational costs, and maintain low memory overhead.

The Neck layer adopts a structure that combines FPN
and PAN, combining the conventional FPN layer with a
bottom-up feature pyramid to fuse the extracted semantic fea-
tures with positional features. At the same time, the backbone
layer is fused with the detection layer to obtain richer feature
information for the model.

The output layer outputs prediction boxes at three scales:
large, medium, and small. The NMS [8] (non maximum
suppression) algorithm is used to remove excess boxes,
determine the accurate position of the predicted object, and
ultimately complete the entire prediction process.

B. CBAM ATTENTION MODULE
Attention model has been widely used in various fields of
deep learning in recent years. Whether in the field of image
processing, speech recognition, or natural language process-
ing tasks, we can see the practical application of attention
mechanism [9] and get good results. In current object detec-
tion technologies, there are already many visual attention
models used to focus attention on a certain area in the image,
using different weight parameters to adjust the importance
of attention information. The important information to be
focused on is multiplied by a higher weight value to highlight
the importance of this position. For some non critical infor-
mation, it is filtered by multiplying it by a lower weight value
to improve the robustness of the model. For more complex
recognition tasks, attention mechanisms can be divided into
channel attention mechanisms, spatial attention mechanisms,
and mixed attention mechanisms based on their effects on
different positions.

FIGURE 2. Channel attention structure diagram.

The channel attention mechanism focuses more on the
relationship between each channel in the feature map, solving
the problem of ‘‘what’’. It treats each channel as a feature

extractor, and its network structure is shown in Figure 2.
From the figure, it can be seen that channel attention first
performs maximum pooling and average pooling operations
on the input feature map, respectively, average pooling is to
ensure that each pixel in the feature map can have an impact
on the output result, while maximum pooling is to consider
the feedback at the position where the maximum response is
generated in the feature map during gradient retrieval. The
expression of channel attention mechanism can be shown by
formula (1-1):

Wc(F) = σ ((MLP(AvgPool(F)) + MLP(MaxPool(F)))

= σ
(
Q1

(
Q0

(
Flag

))
+ Q1

(
Q0

(
Flmx

)))
(1-1)

wherein,Wc represents the channel attention value, F repre-
sents the original feature map, σ is a sigmoid function,MLP
is a multi-layer perceptron, Flag and Flmx are the results of
the feature map after average pooling and maximum pool-
ing, respectively. When two one-dimensional vectors are
obtained, input the sharedMLP (MultilayerPerception) layer,
add the output, and finally use the sigmoid function to nor-
malize to obtain the weight value of each channel Wc, The
product of channel weight Wc and input feature map F′ is the
output feature map of channel attention mechanism.

Channel attention mechanismwill give a high weight value
to the feature channel containing very important Seman-
tic information, which can effectively improve the feature
extraction ability of the network model. However, channel
attentionmechanism only considers channel information, and
the size of the feature graph is becoming smaller and smaller
with the increase of network layers, leading to the loss of
important edge information. As a result, a spatial attention
mechanism emerged, which solves the problem of ‘‘where’’.
The spatial attention network structure is shown in Figure 3.

FIGURE 3. Spatial attention structure diagram.

As shown in the figure, the spatial attention mechanism
involves performing maximum pooling and average pooling
operations on the feature maps along the channel axis. The
feature maps obtained from these two pooling operations
are concatenated together, and the concatenated feature maps
are then convolved. Finally, the sigmoid function is input to
obtain the spatial attention weightsWs, Ws and the product of
the input feature maps is used as the output feature map of the
spatial attention mechanism [10]. The expression of channel
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attention mechanism can be shown by formulas (1-2):

Ws
(
F′

)
= σ

(
f7∗7([AvgPool(F);MaxPool(F)])

)
= σ

(
f7∗7

([
Fsag + Q1

(
Q0

(
Fsmx

)))
(1-2)

Among them,Ws represents the spatial attention value, F is
the input feature map, σ is the sigmoid function, Fsag and F

s
mx

are the results of the feature map after average pooling and
maximum pooling, respectively.

The CBAM attention module is composed of two com-
pletely independent sub modules, spatial attention and chan-
nel attention, and its network structure is shown in Figure 4.

FIGURE 4. CBAM structure diagram.

The overall process of convolutional attention mechanism
is to first input the feature map into the channel attention
module, obtain the channel weight value, and multiply it with
the original input feature. Then, the output of the channel
attention is divided into two parts. One part is fed into the
spatial attention module, and the obtained spatial attention
force weight value is multiplied with the other part to obtain
the final output feature map.

Adding the CBAM [11] module to the feature processing
Neck structure of the YOLOv5s model, the Neck structure
fully integrates the features extracted by the backbone net-
work before sending them to the output layer for prediction.
Therefore, the processing ability of the Neck structure on
the extracted features directly affects the performance of
the algorithm. Adding the CBAM module in front of the
CBL module enhances the network’s attention to important
channels and areas in the feature map, and improves the
model’s analysis ability for complex scenes, By utilizing
limited computing resources, more effective information can
be obtained and the detection accuracy of the model can be
improved.

C. OPTIMIZATION OF LOSS FUNCTION
The loss function of YOLOv5s network model includes three
parts, namely, classification loss, confidence loss and posi-
tioning loss. Classification loss is used to distinguish whether
the classification of anchor frame and calibration is correct,
and confidence loss is used to calculate the confidence of neu-
ral network. Among them, the positioning loss was optimized
using CIOU loss [12], and the formulas (1-3) are as follows:

Lciou= 1−IOU +
m2

(
n, ngt

)
q

+ αv (1-3)

wherein,m2
(
n,ngt

)
represents the European distance between

the central store of the prediction box and the real box,

q represents the diagonal distance of the minimum closure
area that can contain both the prediction box and the real
box,αrepresents the hyperparameter, and v represents the
difference in aspect ratio. Compared with the previous loss
function, the convergence speed and detection accuracy of
CIOU loss have been significantly improved, but the v in the
formula reflects the difference in the aspect ratio, rather than
the real difference between the width and height and their
confidence [13], which sometimes hinders the optimization
similarity of the model. To solve this problem, EIOU lose is
used as the loss function of the bounding box, as shown in
formula (1-4).

Leiou = Liou + Ldis + Lasp

= 1 − IO U +
m2

(
n, ngt

)
q2

+
m2

(
w,wgt

)
q2w

+
m2

(
h, hgt

)
q2h

(1-4)

wherein, w and h represent width and height respectively, and
q is consistent with formula (1-3). The EIOU loss function
separates the aspect ratio influence factor to calculate the
width and height of the target frame and the anchor frame,
which avoids the problem that the width and height of the
anchor frame cannot increase or decrease at the same time
in the CIOU loss function, and the EIOU loss function has a
faster convergence [14] speed, which improves the recogni-
tion effect of the target area as a whole.

III. EXPERIMENTAL RESULTS AND ANALYSIS
In order to enable the network to learn more general tamper-
ing features, image tamper recognitionmethodswill be exper-
imented and evaluated on three publicly available datasets,
namely Columbia, CASIA, and Coverage. Randomly select
3000 images from these three datasets, including images that
were tampered with in three ways: copy-paste, stitching, and
erasing. The dataset is divided into a 9:1 training set and a
testing set, and the images are annotated using the specialized
annotation tool LabelImg. This experiment was conducted on
the open-source Ubuntu operating system, using the current
popular Python deep learning framework to train and test the
network model, The graphics card used in this experiment
is NVIDIA GeForce GTX1080ti, which uses a small batch
processing training method to train sample data. The batch
size is set to 4, the number of iterations is 20000, and the
learning rate is set to 0.0005. Every 2000 iterations, the
learning rate is set to one tenth of the previous time. Figure 5
shows the experimental effect of the algorithm proposed in
this chapter. The first column in the figure is the original
image, and the second column is the tampered image, The
third column shows the detection effect of the algorithm
proposed in this chapter. From the figure, it can be seen that
the algorithm proposed in this chapter can correctly identify
the type of tampering and frame the tampered area.

This article compares several traditional tamper detec-
tion methods and deep learning methods, namely ELA [15],
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TABLE 1. Comparison of experimental results.

FIGURE 5. Experimental results of the algorithm proposed in this paper.

CFA1 [16], and NOI1 [17]. ELA refers to a tamper recog-
nition method specifically based on error level analysis and
judgment, which can distinguish compression differences
between tampered and real regions through different JPEG
compression quality, and determine whether an image has
been tampered with based on this difference. NOI1 uses noise
inconsistency to determine whether an image has been tam-
pered with, and the local noise signal of the image is modeled
by the high-pass wavelet coefficient. CFA1 is a pixel esti-
mation method based on CFA mode, which uses neighboring
pixel values to estimate the filter array mode of the camera.
LSTM [4] is an algorithm based on LSTM network to train
tampered edges and achieve tamper recognition [18], while
U-Net [19] is based on U-Net network to extract features
for tamper recognition. The experimental results are shown
in Table 1, where the first column represents the algorithm
used in the experiment, the second column represents the
average accuracy (mAP) of the corresponding algorithm, the
third column represents the AUC value of the corresponding
algorithm, and the last column represents the F1 value of the
algorithm.

From the data in the table, it can be seen that the proposed
method has an average recognition accuracy of 30.39%,
27.3%, and 22.36% higher than the three traditional algo-
rithms, respectively. Compared with the other two image
tamper recognition methods based on deep learning, the aver-
age recognition accuracy is also 8.36% and 6.84% higher
respectively, and is 1.57% higher than the average accuracy of
the improved YOLOv5s algorithm. On this basis, it can still
maintain highAUC and F1 values. Therefore, themethod pro-
posed in the paper has a significant improvement compared

to other methods, as it can effectively identify the tampered
area and locate the location of the tampered area.

IV. CONCLUSION
This paper proposes an image tamper detection algorithm
based on improved YOLOv5s. The algorithm integrates
CBAM attention module into the Neck layer of the model.
The Neck layer fully fuses the features extracted from the
backbone network and sends them to the output layer, which
enhances the network’s attention to important channels and
important areas in the feature map, improves the ability to
extract features of tampered areas, and uses the EIOU loss
function to improve the convergence speed and accuracy of
the network, improved the model’s ability to analyze complex
scenarios. Compared with the traditional tamper detection
methods ELA, CFA1, and NOI1, the method proposed in this
paper has improved the average accuracy by 30.39%, 27.3%,
and 22.36%, respectively. At the same time, the average
accuracy of the improved YOLOv5s algorithm has increased
by 1.57%.
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