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ABSTRACT The growth in Information Technology (IT) jobs is predicted to reach 15 percent between
2021 and 2031. The growth of IT jobs has resulted in a remarkable change in all infrastructure, such
as information, skills, and domains covered in IT job profiles. Unfortunately, job roles and skills in this
field remain undefined. The gap between the supply and demand needs in the IT workforce must be filled
immediately with an appropriate strategy. To fulfill industry needs, an in-depth analysis of IT job profiles is
important. Therefore, it is important for educational programs to identify the competencies needed by the
industry to update their output. This study aims to identify the job profiles required for IT job specialists
by analyzing real-world job posts published online to identify hidden meanings from a textual database.
A systematic semantic methodology was proposed using an average-linkage hierarchical clustering analysis.
It resembles a tree structure technique to discover relevant phrases, relationships, and hidden meanings
through semantic analysis. Occurrences of the most frequent words and phrases were extracted to reveal
the domain knowledge of each IT job cluster. The result is a systematic semantic analysis of the IT job
profile comprising the programming language, specialized type, duty, database, tools, and frameworks. The
justification for each job profile was validated by 10 IT professionals from various private and government
companies in Indonesia through Focus Group Discussions (FGD).

INDEX TERMS Information technology job profile, skills, average-linkage hierarchical clustering analysis,
most frequent word, most frequent phrase.

I. INTRODUCTION
Association of Computer Science Colleges-Indonesia
(APTIKOM) has identified 550 types of jobs in the
Information Technology (IT)Workforce and IT Enablers with
various educational qualifications. The projected demand for
IT workforce in Indonesia highly increase to 1.9 million
workforces in 2022-2025 [1]. Meanwhile, a survey institute
in the United States has identified 10 clusters of types of work
in the IT sector. The IT jobs discussed in this study support
computer applications, systems, and computer networks. U.S.
Bureau of Labor Statistics states that the growth of IT jobs
in the world is predicted up to 15 percent in line with

The associate editor coordinating the review of this manuscript and

approving it for publication was Alba Amato .

the increase of 682,800 new jobs from 2021 to 2031. This
prediction is much faster than the average for all occupations.
The median annual wage for this group was $97,430 in
May 2021, which is higher than the median annual wage
for all occupations of $45,760 [2]. The workforce in the
IT field must have specialized and professional skills in
this digital era. They must have the ability to handle or
apply successful digital transformation concepts, followed by
different types of changes including different skills in each
job [3], [4], [5], [6].

Job profile refers to duties and responsibilities as technical
competencies that the IT workforce must fulfill. These com-
petencies are described as hard and soft. Job advertisements
describe the hard and soft skills required for every IT job.
Hard skills in IT jobs, including programming languages,
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databases, tools, and frameworks. This study limits the
competencies analyzed to hard skills only, since we think
that common soft skills, such as communication, problem-
solving, and teamwork, are general skills that must be
fulfilled for every job.

Recently, skills and job profiles have become a critical
issue [7]. Unfortunately, skills and job profiles in the IT
field are undefined [8]. Hundreds of variations of existing
job names lead to confusion for job seekers as to what
specific skills they need to achieve [7], [9]. However, the
gap between the availability of supply and demand needs
in the IT workforce is filled immediately with the right
strategy [10]. Educational institutions need to customize their
curricula to meet industrial needs [6]. Recent studies on job
profile analysis have used various techniques. Data mining,
text mining, web crawling, and Natural Language Processing
(NLP) were used to analyze and compare job profiles from
various job perspectives. A data mining technique was used
to predict a job post area [11]. Extracting data structures
with text mining has illustrated the relevant job skills in the
medical informatics area and the skills required for computer
vision and NLP specialists have been identified using the
web crawling technique [12]. NLP methods are already
used in the scientific context for the automatic extraction
of relevant information from texts and are also efficient
methods to summarize data [13], [14]. These studies have
some limitations, such as the manual checking of labeling
skills only by researchers and not validated by professionals
in their fields, not explaining systematic semantic analysis,
and in-depth analysis of job profiles in the IT field have not
been found much.

The aim of this research is to identify the job profiles
required for IT job specialists by analyzing real-world job
posts published online using average linkage hierarchical
clustering (ALHC) analysis. Hierarchical methods are clus-
tering techniques that form a hierarchy based on levels
that resemble tree structures. Thus, the grouping process is
performed in a multi ranking or gradual manner. Different
linkage methods are used in hierarchical clustering such
as single, complete, and average methods. Average-linkage
hierarchical clustering outperforms single and complete
linkage methods for text mining [15], and can be improved by
combining it with other methods to encourage accuracy [16].

This algorithm primarily aims to model a set of objects
into two or more clusters based on the similarities between
the various characteristics of each object. The objectives of
this study are the contribution of two findings: first, the
improvement of IT professionals’ knowledge and skills can
be evaluated; second, it can evaluate the course structure of
educational programs as industry needs.

II. RELATED WORK
In recent years, research in skills and job profiles has become
a critical topic for discussion. This condition is caused by
every job being integrated with skills in the field of infor-

mation technology, along with the development of the era,
since everything is completely computerized. Some jobs that
are integrated into the IT area include medical informatics,
which requires expertise in database knowledge, computer
networks, and software development that supports industry-
standard applications to fulfill customer services. That study
acquired only one job portal that couldmake the coverage less
varied [7]. Access to information, database query language,
and web technology are important knowledge that must be
mastered by librarians [38], and this study does not address
the large and specific profiles of IT jobs so that they cannot
be used as a reference for the IT workforce.

Data mining techniques include classification, association,
correlation, categorization, prediction, estimation, clustering,
trend analysis, and visualization. The advantage of using
data mining is that rules or knowledge recommendations
can be updated based on new facts that may appear and
affect the results [17], [18]. Information retrieval (IR) is the
discovery of materials, such as structured and unstructured
data, that meet information needs. Unstructured data are
typically in the form of text documents, emails, videos,
audio, websites, and data from social media [19], [20].
The representation and organization of information items
should be such that users can easily access the desired
information [21]. Recently, text mining and clustering
techniques have been used to extract unstructured data
such as job profiles [6], text summarization [22], text
analysis [23], question answering [24], and topic interest [25].
Later, research on job selection and recommendations was
inseparable from the Artificial Intelligence (AI) technology
approach, as in clustering, classification, text mining, and
NLP [26], [27], [28]. Research in this field includes job
profiles that match those of job seekers [29], [30], [31], [32],
and selection of appropriate courses [26], [33], student
interest in choosing a study program that is in accordance
with the career goals to be achieved [34], types of work and
skills needed [27], [35], [36], [37], and learning paths with
career goals [38].

Therefore, similar research on data mining techniques has
been carried out by [26], which discusses the selection of
courses that are tailored to job profiles and job seeker profiles
using the k-NN algorithm to classify types of work. That
study recommended jobs that would be available after the
completion of each course but did not reveal detailed job
profiles, so it cannot be used as a guide for job seekers [26].
K-means clustering and the Doc2Vec algorithm were used
in [30] to provide recommendations that aim to help job
seekers find suitable jobs. Jobs are grouped such that the
model will recommend users who have suitable features
to choose suitable jobs. Unfortunately, this study did not
evaluate the accuracy of the model. Research by [29], [39]
recommends relevant jobs for job-seekers by utilizing the
concepts of recommender systems, information retrieval, and
data mining. Their results prove that flooding jobseekers with
thousands of irrelevant jobs is a frustrating and time-wasting
process for finding the right job, and the model sometimes
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cannot provide the level of accuracy. Another technique in job
profile research is text-mining-based, since the development
of measuring the readiness of human resources to meet
industrial needs [6], [7]. However, their work has some
limitations related to the algorithm’s distinct classes that
bring simplicity and clarity to the proposed process, which
can result in false job profiles that need to be refined.

The Average Linkage Hierarchical Clustering (ALHC)
algorithm, as part of the agglomerative technique, seeks to
build a hierarchy of objects based on its criterion that is used
to merge two clusters of objects. ALHC provides a unique
cluster at a higher level of hierarchy is provided by ALHC
[40]. A systematic semantic analysis of the textual content
of IT job advertisements was conducted using text mining
and hierarchical clustering techniques has been revealed in
this work. ALHC is using to reveal knowledge of IT job
profiles. We chose ALHC because the resulting hierarchical
cluster can be explored in both directions. This is a crucial
method when considering data resumes, such as profiling
jobs that can be described at different levels of granularity,
from broader to more specific ones [41]. ALHC reveals a
hierarchical cluster that can be explored in both directions.
This is a crucial method when considering data resumes, such
as profiling jobs that can be described at different levels of
granularity, from broader to more specific ones. At various
levels of granularity, this method proved splendid when
dealing with new, hidden information, which can therefore
be assigned to a profile based on the hierarchy. However,
this algorithm requires less parameter optimization. Only two
tunable parameters, the distance metric and linkage criterion,
are needed to run the algorithm over the data. This allows
for simpler adaptation to different environments and datasets.
Recent studies have also proven that hierarchical clustering
is a trend analytical technique for partitioning mechanisms
and time-series data [42], [43]. This study uses two job
portals, TechInAsia and Jobstreet Indonesia, which make the
coverage of datasets richer andwider. This studywas justified
by a professional IT group, and good validation was obtained.

Therefore, the background of this study is addressed in
two sub-sections: ‘‘IT Job Profiles’’ and ‘‘Average-Linkage
Hierarchical Clustering’’.

A. INFORMATION TECHNOLOGY JOB PROFILE
Workforce skills are key to the success of a highly creative
industry [44]. Job profiling based on summarization of text
using hierarchical clustering algorithms has been widely
researched. A semantic-relevant representation of summary
text, including job profiles, can, in turn, allow for a better
model. Various job profiles have been identified by [41]
using sentence BERT to perform sentence embeddings.
Unfortunately, research [41] only involved one job portal,
so the dataset used was subjective, and the clustering results
for each skill in the job profile had not been validated
by professionals in their fields. In our study, we involve
two job portals so that the resulting dataset is objective

in its assessment, and the results of each skill on the job
profile have been validated by IT professionals to obtain
reliable results. A job profile and recommender model aimed
at extracting meaningful data from job posts using text-
clustering methods was developed by [30]. Job profiles are
divided into job clusters based on their common features,
and job offers are matched to jobseekers according to their
interactions. That study did not reveal the skills of each job
in detail. Our work complements previous research [30] by
revealing the job profiles and skills required by the industry
in a systematic and complete way.

Programming language is an essential skill in applica-
tion development. In the 21st century, many programming
languages have been developed to meet industrial needs
in various fields [45], and they complement each other to
achieve their purposes [5]. In this information explosion
era, databases are needed to store, design, and manage
information in many areas, such as health [46], the industrial
sector [47], and finance [48]. Job profiles in the IT
field include programming languages, databases, tools, and
frameworks.

Tools are often combined with programming languages to
develop more efficient software applications. Tools contain
utilities, such as operating systems, platforms, and libraries.
This framework is the basic conceptual structure that is used
to solve complex problems. It is used to make it easier for the
IT workforce to develop applications and reduce processing
time and costs.

B. AVERAGE-LINKAGE HIERARCHICAL CLUSTERING
Data mining is a computer-assisted process of mining and
analyzing datasets and extracting useful information and
knowledge, such as trends and patterns, from unstructured
or semi-structured databases to model data-driven processes
including classification, clustering, and regression analy-
sis [5]. In some cases, the clustering method is also used
to extract the topic model from the text corpus to retrieve
hidden information by analyzing and mining data [49].
Text mining using a hierarchical clustering algorithm as
part of data mining analyzes unstructured or semi-structured
text documents related to each other. It can be used to
describe research trends by identifying relevant phrases and
relationships to conclude research findings [50].
Clustering is one of the most popular techniques used in

data analysis. In recent years, Hierarchical Clustering (HC)
has been proven to provide higher quality clusters to reduce
the sensitivity of clustering to problem types [40]. HC con-
sists of two techniques: bottom-up, known as agglomerative
and top-down, known as divisive [51]. In agglomerative
techniques, such as Average-Linkage Hierarchical Clustering
(ALHC), each instance is considered as a cluster, and
then the clusters are merged to create larger clusters. This
process continues until all clusters are merged into one
large cluster that contains all instances. The hierarchical
clusteringmethod discovers standard features and job profiles
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in IT job advertisements, such as programming languages,
enterprise software, databases, and other skills [5], [50].
Average-Linkage Hierarchical Clustering (ALHC), as one
of a clustering technique that can form clusters of varying
sizes and shapes [52] and is reasonably interpretable [17].
ALHCmethods are easy to implement because they start with
only one instance in each cluster and then gradually join the
nearest clusters. Hence, this study proposes an ALHC-based
clustering method.

C. CONTRIBUTIONS
This study presents an approach to model the average
linkage hierarchical clustering to describe IT job profiles.
The model works based on the most frequent words and
phrases representing skills and knowledge as a new dataset
in the IT field. An in-depth and systematic semantic analysis
was conducted to explore job profiles. This study will also
benefit the IT workforce by fulfilling its competencies based
on industrial needs. The justification of each job’s skills was
validated by ten IT professionals from various private and
government companies in Indonesia through Focus Group
Discussions (FGD).

III. METHODOLOGY
This research methodology consists of four significant
steps: data collection, text pre-processing, average-linkage
hierarchical clustering, and visualization and job profile
analysis, as presented in Figure 1.

FIGURE 1. Research methodology of IT job profiles.

The following sections describe each step in the research
methodology.

A. DATA COLLECTION
Recently, web-based real datasets have become popular in
information retrieval research. IT job advertisements are the

most interesting and important way to recruit employees.
Traditionally, they have been published in newspapers,
while in this digital era, they are mostly published online,
either on social media or specialized websites. Many job
advertisements such as LinkedIn [35], [50], Nukari.com [36],
CareerBuilder.com [53], and Bebee [32] have been used in
many studies. This study explored the Tech in Asia [54]
and Jobstreet Indonesia [55] platforms for several reasons.
First, they focus on IT job advertisements in Asia. Second,
they presented a skill tag for every posted job advertisement.
Finally, Tech in Asia has a tagline building and serves
Asia’s tech and startup communities. This aligns with the
Indonesian government’s program to develop 1.000 new
digital start-up companies [56]. Jobstreet Indonesia has broad
coverage of IT jobs. The technical skills justification of each
IT job on the platforms is analyzed from computer and
information technology occupations on the U.S. Bureau of
Labor Statistics website [2].

B. TEXT PRE-PROCESSING
Text pre-processing should be performed on unstructured
datasets to ensure precise data processing. Four steps of text
pre-processing were conducted in this study, as presented in
Figure 2.

FIGURE 2. Text pre-processing stages of the average-linkage hierarchical
clustering.

Documents in the corpus must be preprocessed to obtain
normalized data. Tokenization is the process of separating
text into tokens for subsequent analysis. Words, numbers,
symbols, punctuation marks, and other essential entities
can be considered as tokens. Stop word removal aims to
form a common list and custom dictionaries by taking
essential words from the document using a stop list algorithm
(discarding less important words) such as ‘‘and,’’ ‘‘or’’ ‘‘the’’
etc. Standardization and cleansing aim to standardize cases by
removing numbers, punctuation marks, or special characters
such as periods, commas (,) and question marks (?). etc.
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The last step is lemmatization, which transforms a plural
word into a single word or the past tense. In addition, other
tense verbs were transformed into present-tense versions. The
output of these steps is tokens to be processed in the most
frequent words and phrases stage.

C. AVERAGE-LINKAGE HIERARCHICAL CLUSTERING
ALGORITHM
The collected data were processed in three steps of ALHC
process: most frequent word extraction, most frequent phrase
extraction, and hierarchical clustering. Words were extracted
to summarize IT job skills. The most frequent words, ranging
from 50 to 230 job advertisements in each job cluster, were
extracted. Themost frequent phrases consisted of amaximum
of three words reflecting job profiles such as duties and skill
pairs in each job. This approach resulted in over 50 phrases for
every cluster used to describe the job profiles. Both the most
frequent words and phrases occur using the Term Frequency
Inverse Document Frequency (TF∗IDF) to measure metric
values to estimate the importance of a word or phrase in
a textual corpus. Importance is based on the ratio of the
frequency of words/phrases in a document to the total number
of words/phrases in the textual corpus (TF). Along with the
logarithm of the ratio of the total number of documents,
the word/phrase that occurs in, and the total number of
documents present in the collection (∗IDF), as shown in
Equations (1) and (2).

Wi,j = tfi,jxidfij (1)

Wi,j = tfi,jxlog
(
D

/
dfi,j

)
(2)

where the weight of the term (t) to the document (Wi,j)
is calculated by the number of occurrences of the term
in document (tfi,j) multiplied by the number of documents
containing the term (idfij). The rarer a term is between
documents, the larger its (idfij ) value. Its value is the
logarithm (log) of the reciprocal of the number of documents
that have term t divided by the total number of documents
(D). The more often a term appears in (D), the greater its
value (tfi,j).
Hierarchical clustering was conducted by measuring

the similarity or distance between each observation from
pairwise distances between clusters. The distances between
clusters are based on the Jaccard similarity index, as shown
in Equation 3, which identifies similarities between finite
sample sets by comparing members for the two sets to
determine which members are shared or different.

J (A,B) = |A ∩ B|
/

|A ∪ B| = |A ∩ B|
/
|A| + |B| − |A ∪ B|

(3)

The main function of the Jaccard Index is to calculate
how similar or different two datasets are. Intersect is the
intersection operation of first set (A) and second set (B)
(A∩B), all members of A and includes members of B. Union
is two sets A and B (AU B) is the set of all members of A or B
or both. The average pairwise distances were then calculated.

This value is a measure of the similarity between clusters, and
the closest clusters were merged using Equation (4).

d12 = 1/kl
∑k

i=1

∑l

j=1
d

(
Xi,Yj

)
(4)

where the distance (d12) between the data in the first cluster
(k) and the data in the second cluster (l) is formed by the
number of items (Xi) in the first cluster (k) and the number of
items (Yj) in the second cluster (l). Furthermore, observations
were made for k (X1, X2,..Xi) and l (Y1, Y2,..Yj), data that
are similar will have a close hierarchical relationship and
form data clusters. Pairwise clusters continue to form until
all data are connected in the hierarchical chart. This formula
was calculated to create a hierarchical chart (dendrogram)
to show the similarities between the data. Cluster analysis
was used to extract job profiles, and the extracted phrases
were embedded in an average-linkage hierarchical clustering
algorithm to create a similarity matrix that highlighted
phrases that were close to each other. The average linkage
is where the distance between each pair of observations
in each cluster is added and divided by the number of
pairs to obtain the average intercluster distance. This is one
of the most popular distance metrics used for hierarchical
clustering.

D. VISUALIZATION AND JOB PROFILE ANALYSIS
The average-linkage hierarchical clustering algorithm is
presented in some visualizations such as dendrograms,
word/phrase frequency analysis, and link analysis, which
describe words and phrases associated together. These
visualization concepts were used to describe the job profile
analysis in this study.

A dendrogram performs hierarchical clustering analysis,
which allows computation of the similarity of documents
based on words or phrases as keywords. Word/phrase
frequency analysis allows a glance at the most common terms
in the textual corpus. It is also helpful to identify keywords
in the same clusters and the associated terms that can be
used to retrieve information related to these clusters. This
feature may also help identify co-occurring words, allowing
the exploration of search terms for retrieving relevant text.
A visual result can be presented using a table format and word
cloud graphical display. The various sizes of each word are
presented proportionally according to their relative frequency
of use in the text. A network graph is presented as the
connection between keywords, known as a Link Analysis.
It offers a high level of interactivity and heterogeneous data
types [57], which allows the exploration of relationships and
the detection of underlying patterns and structures from the
corpus. Each element is represented as a node and the edges
describe the relationships between them. The thickness of
this edge represents the strength of this relationship. The
visualizations used to explore job profile analysis comprise
programming languages, specialized types, duties, databases,
tools, and frameworks.
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Based on the experiment tested, this study has some
advantages; for example, the number of clusters to be
specified is flexible according to the job profile to be
explored, computationally running fast, graphical represen-
tation in dendrogram simplifies the readers’ understanding,
and varying shapes and sizes of clusters can be adjusted to
achieve the aims of the research. However, this experiment
also found some disadvantages, such as high complexity has
been determined, cutting off the dendrogram’s level is not
easy to decide, and the distance metric used determines the
results of the clusters that are formed.

IV. RESULT AND ANALYSIS
Result and analysis describe stages in research methodology
in IT job profiles. It consists of data collection, text pre-
processing, average linkage hierarchical clustering algorithm,
and visualization and job profiles analysis. To understand
the IT job profile better, the results of the average linkage
hierarchical clustering algorithm are presented in Table 5.
Then, it was analyzed to describe the in-depth analy-
sis using programming language, specialized type, duty,
database, tools, and frameworks. The following section
presents and discusses the results of the analysis. This has
been visualized in several formats. Additionally, a Venn
diagram was presented to explain the similarity of the
functions of each programming language, tools of computer
networks, tools of software, and databases among IT job
fields.

A. DATA COLLECTION AND TEXT PRE-PROCESSING
Data collecting was conducted using a web scraper extension
for data collection, Word Stat Provalis software version 8.0,
and Excel software for text pre-processing, clustering, and
visualization. The IT job advertisement dataset in English
was scraped from the Tech in Asia and Jobstreet Indonesia
websites [54], [55] from March to November 2022. In total
number of 1065 IT jobs advertisements were obtained.
It comprises ten clusters of computer and information
technology occupations, as stated in [2]. These ten clusters
are web developers, computer system analysts, software
developer quality assurance and testers, information security
analysts, computer programmers, computer support spe-
cialists, database administrators and architects, information
research scientists, computer network architects, and network
and computer system administrators. To extract relevant
advertisements, this study focused on job advertisements
that contained keywords strongly related to Information
Technology jobs. A Boolean word combination was used
when searching for relevant studies, as presented in Table 1.
This dataset is limited to several conditions, including work
location in Indonesia, the function of whichmust be related to
IT, the limitation of work experience is one to four years, and
the type of work is full-time. It eliminated all datasets except
for the records in English. The dataset performs experiments
on an AMD Ryzen™7 5800H Processor of 3.2 GHz and a
minimum of 16 GB RAM.

TABLE 1. Keywords for information technology jobs advertisement.

Text mining is appropriate for IT job advertisements as
an unstructured automated analysis of relevant information
and should be conducted to extract helpful information [58],
such as skill requirements in the industry [45]. IT experts
includes a wide range of job titles and descriptions. The
keywords options were utilized to acquire job ads that only
covered ten clusters of IT jobs, as shown in Table 1. This
is shows that Web Developers were the most available jobs,
and Computer and Information Research Scientists were the
least available jobs during the data collection period. One of
the obstacles encountered in data collection was the difficulty
in distinguishing between several types of jobs because they
have similar descriptions and requirements. This forced us to
analyze each job manually so that the job was in the right
cluster.

Table 2 shows some examples of Tech in Asia and
Jobstreet Indonesia data collection consisting of three main
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TABLE 2. Samples of tech in asia data collection.

attributes. First, the job title explains various job names
in the same area. Second, the job description explains the
hard and soft skill requirements. Third, the required skills
explain the hard skills that must be fulfilled for every job.
Word Stat was applied with different iteration numbers
and stabilized for 500 Gibbs sampling iterations. Another
important parameter for the application of ALHC is the
number of word frequencies, which is a user-specified
parameter that adjusts the granularity level of discovered
clusters. Different values were trained, and the desired
modeling level was obtained at a rate of 10,000 words.
When selecting the ideal number of clusters, the semantic
consistency of the discovered clusters and the discovered
clusters, and the distribution of the descriptive keywords in
these clusters were considered.

TABLE 3. Most frequent words of web developers.

B. MOST FREQUENT WORD AND PHRASE EXTRACTION
The IT job profiles yielded numerous results concerning the
most frequent word and phrase extractions. For example,
Tables 3 and 4 present the most frequent words and phrases
reflecting the knowledge and technical skills related to Web
Developers. The values of the metrics used to estimate the
importance of a phrase in numerous documents are shown
in the column Term Frequency Inverse Document Frequency
(TF-IDF) in Tables 3 and 4.

The top ten most essential phrases according to their
frequency are ‘‘html css’’, ‘‘front end’’, ‘‘javascript
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TABLE 4. Most frequent phrases of web developers.

framework’’, backend development’’, ‘‘web development’’,
‘‘front end development’’, ‘‘backend developer’’, ‘‘frontend
developer’’, ‘‘html css javascript’’, and ‘‘rest apis’’. The
extracted phrases were divided into two groups: general and
special. Special skills such as the html-css and JavaScript
frameworks. Several types of specialized web developers,
such as back-end and front-end developers, were also found in
the list of phrases. Several phrases reflect general skills such
as communication skills and Structured Query Language
(SQL) servers, which are transferrable across different IT
jobs. However, some phrases have overlapping meanings,
such as front-end, front-end development, and front-end
developer. To summarize the ten IT job clusters, the most
frequent word and phrase extractions were performed to
analyze each job profile.

The results of all job profiles consist of the programming
language used in every job, the specialized type or other
names that have the same area for each job, and duty
as a job requirement and description. The database, tools,
and framework were identified as support systems for

each job. An in-depth analysis is provided in the next
section.

C. AVERAGE LINKAGE HIERARCHICAL CLUSTERING
The clustering stage using the average linkage hierarchical
clustering algorithm begins with calculating the similarity
between data using the Jaccard similarity index. Jaccard
similarity index as a measure of similarity between data
that forms inter-cluster relationships. Clustering results can
be seen through dendrogram visualization, as an example
dendrogram of word reflecting knowledge in Computer
Programmers’ profiles as shown in Figure 5. Results present
the group of words that occur together in job advertisements.
For example, Computer programmers are expected to primary
one or more types of programming languages, such as Java,
Golang, PHP, ASP.Net, JavaScript, C++, Java, and Python.
The databases that programmers often use are SQL Server,
NoSQL, and PostgreSQL combined with additional APIs-
Rest tools.

D. VISUALIZATION AND JOB PROFILES ANALYSIS
The results of the average linkage hierarchical clustering
analysis consisted of six areas. First, the programming
language is a set of syntax and semantic rules for defining
computer programs, standard instructions, and instructing
computers to perform certain functions. Second, the frame-
work is a basic conceptual structure that is used to solve
or deal with complex problems. Third, the specialized type
includes other names that have the same area for each
job. Fourth, duty is a job requirement and a description.
Fifth, the database is an organized collection of data that
is generally stored and accessed electronically from a
computer system. Sixth, tools serve to perform commands
in a particular application. This study provides each IT job
profile based on Programming Language, Specialized Type
or other names, Duty, Database, Tools, and Framework as
follows:

1) WEB DEVELOPERS
The average-linkage hierarchical cluster analysis of words
reflecting knowledge in Web Developers’ profiles shows
that Web Developer has some duties, such as designing
and maintaining interface layout, features, and navigation
for usability, known as user interface-user experience (UI-
UX) design. Variants of programming language needed
by a web developer, such as HTML-CSS, occur at the
table most frequently because HTML is used to create
webpages, and CSS is used to control the layout and style
of webpages. The other programming languages in the table
with the most frequent words are JavaScript, PHP, Java, and
Python.

Databases and data warehousing, as integrated parts in
IT fields, have process linkages, such as data retrieval,
processing, and storage. Sometimes, a specialized web devel-
oper is called a front end/back end/full-stack developer. The
results revealed that the SQL Server, MySQL, andMongoDB
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were the most demanded databases for web developers.
Combination tools for web developer jobs include APIs-
Rest, Git, Redux, and jQuery. APIs-Rest is an interface used
by two computer systems to exchange information securely
over the Internet [59]. Git is a distributed version of the
control system used to coordinate work among programmers.
Redux and jQuery are open-source JavaScript libraries
used for managing and centralizing applications [60]. Many
open-source frameworks are available for building websites,
including Laravel, Angular, Angular JS, Vue JS, Bootstrap,
and Node JS. Laravel and Vue, as front-end runtime envi-
ronments, follow the model-view controller design pattern
concept. Angular JS is typically used to build one-page client
applications, and angular JS is typically used to develop
dynamic websites with JavaScript. A bootstrap was designed
to speed up the process of developing a responsive and
mobile-first Web. Node JS is known as a cross-platform
because it is an open-source server environment that can
run on Windows, LINUX, MacOS, and so on [61]. The
connection between entities of different types of nodes
is mostly used to explain the relationship between them.
Figure 3 shows the connections between the programming
languages, tools, and frameworks using a force-based graph
layout. Each node is represented by programming languages,
tools, and frameworks, and their relationship is represented
by an edge. The thickness of this line represents the strength
of the relationship. As shown in Figure 3, CSS and HTML
have a strong relationship because their appearances are
always together. Their relationship is represented by a
Jaccard similarity of 0.924. Laravel is an open-source PHP
framework that contains many basic modules to optimize
the PHP performance in web application development.
Moreover, the PHP is a dynamic programming language, and
Laravel can make web development faster, safer, and more
straightforward.

2) SOFTWARE DEVELOPER, QUALITY ASSURANCE, AND
TESTERS (SD-QAT)
Software and senior engineers are also known as SD-QAT.
This job includes duties such as developing software, design-
ing applications, testing automation, and quality assurance,
as shown in the word cloud in Figure 4. Software developers,
quality assurance analysts, and testers are involved in creating
a software program [62], [63]. To do so, theymust know some
language programming, such as HTML-CSS, JavaScript,
Net, Golang, Python, PHP, and Java. The results revealed that
MySQL, PostgreSQL, and MongoDB are the databases most
in demand by SD-QAT.

Sustainable software development using an agile method-
ology is essential for SD-QAT. Some tools are required
to fulfill the SD-QAT requirements. APIs-Rest supports
the exchange of information as it follows secure, reliable,
and efficient software communication standards. IOS and
Android are part of the (OS) tools supporting software. The
SD-QAT, such as Node JS, requires frameworks such as React

FIGURE 3. Link Analysis of word reflecting connections between
language programming, tools, and framework as Web Developers.

FIGURE 4. Words cloud for Software Developer, Quality Assurance, and
Testers advertisements with TF-IDF algorithm.

JS and Spring JS. React JS as a front-end JavaScript library
for building user interfaces. Spring is a java-based open-
source framework that provides comprehensive infrastructure
for developing Java applications.

3) COMPUTER SYSTEM ANALYSTS (CSA)
Computer System Analysts, known as system architects,
design systems and analyze an organization’s data, system,
and business to increase efficiency. CSA usually uses SQL
servers to manage databases. The SQL Server is client/server-
based software because it has a client component that
displays and manipulates data and a server component that
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FIGURE 5. Average-Linkage Hierarchical Cluster Analysis of word reflecting knowledge in Computer Programmers’ profiles.

stores, retrieves, and secures databases. To design computer
systems, CSA uses various techniques such as data modeling,
which allows analysts to view processes and data flows by
implementing an agile approach, sometimes called project
management. Nowadays, Tableau and SQL are tools widely
used by companies to analyze and visualize data, including
computer system analysts.

4) INFORMATION SECURITY ANALYSTS (ISA)
The information security analysts identified in this studywere
cyber-security analysts. It has duties such as controlling and
monitoring risk infrastructure, data security, and developing
standard security in an organization [64], [65]. Python is
required for tool development, monitoring code reviews,
and automation of certain ISAs. The development of cloud
computing to improve information security in an organization
requires the ISA to have technical capabilities to maintain
data and information security in cloud data storage. The
benefits of LINUX tools as an open-source framework that
can reduce IT operational costs [66], authorize security,
and can be run on all devices platforms [67] are the
main attractions for business organizations to use them.
To maintain the software, the ISA can use firewalls to protect
sensitive information [68]. Several certifications required for
the ISA profession are certified information security auditors

(CISA), certified information security managers (CISM), and
certified information systems security professionals (CISSP).

5) COMPUTER SUPPORT SPECIALISTS
Computer Support Specialists assist computer users and
organizations by maintaining computer networks or by
providing technical assistance directly to computer users.

Computer support specialists are also known as IT
helpdesk technicians. Computer support specialists have
duties such as testing and evaluating computer systems for
clients/users and service management as provided in the
Service Level Agreement (SLA). Service Level Agreement
(SLA) is an agreement between a company or customer and
its service provider that documents in detail the services that
the provider must provide to fulfill customers’ expectations.
In the IT world, SLA must ensure that service providers
meet customer expectations. Routine maintenance is carried
out to ensure that the network operates appropriately,
solving network problems in Local Area Networks (LAN),
Wide Area Networks (WAN), and Internet systems, and
guiding customers through problems step-by-step, such as
re-establishing an Internet connection or troubleshootingWi-
Fi routers or other IT products. In other words, Computer
Support Specialists’ roles include IT Helpdesk with trou-
bleshooting services, testing, and evaluating existing network
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systems. The tools commonly used by them are Linux and
firewalls.

6) COMPUTER PROGRAMMER
Writing and testing codes or scripts to ensure that the
function of the application or software runs properly is a
duty of Computer Programmers. They are also responsible
for functions that fit user requirements. If software fails,
the programmer checks and modifies the code or scripts
for errors. As presented in Figure 5, the average linkage
hierarchical cluster analysis of words reflects knowledge
in Computer Programmers’ profiles. Programmers work
closely with software developers, and their duties overlap
in some businesses. Computer programmers are generally
referred to as programmers or software engineers. Com-
puter programmers are expected to primary one or more
types of programming languages, such as Java, Golang,
PHP, ASP.Net, JavaScript, C++, Java, and Python. The
duties of computer programmers include implementing
software design in programming languages, and developing
existing programs. The databases that programmers often
use are SQL Server, NoSQL, and PostgreSQL combined
with additional APIs-Rest tools. This study identified the
frameworks used by programmers, such as Node, Spring,
React, and Vue. In addition, computer programmers can
write or deploy software-as-a-service (SaaS) on online
platforms. Sometimes, programmers must modify their
programs to work on various system platforms implemented
in SaaS.

7) DATABASE ADMINISTRATORS AND ARCHITECTS (DBA)
Database administrators and architects are responsible for
creating or managing systems for storing, backing, maintain-
ing, and securing various types of data, as well as ensuring
that the data are available to authorized users or those whose
access rights. New systems and applications require new
databases to be designed and built using DBA. They also
researched the organization’s technical requirements, created
and coded the data architecture, integrated the existing
database, and checked for sources of inefficiency. Data can be
an important asset for increasing company profits, especially
in digital business [69]. In other words, this ensures that a
company’s database management system functions properly.
As shown in Figure 10, some database versions such as
structured query language (SQL) are used in this field to
access, change, and manipulate data in a relational database.
Oracle, NoSQL, MySQL, and PostgreSQL are familiar
with these job advertisements; the differences lie in the
functions and features that have their respective advantages.
Tools used to support database administrator applications
include SQL Server Integration Services (SSIS) and Online
Analytical Processing (OLAP). One of the platforms for
enterprise-level data integration and data transformation is
SSIS. It solves business data problems by performing tasks,
such as data mining and managing SQL Server objects

and data. OLAP supports business intelligence using large
databases. It consists of categories, and each category is
organized and designed by the administrator to match
the method of retrieving and analyzing data [70]. It is
also provides aggregated data visualizations from different
perspectives [71].

8) COMPUTER AND INFORMATION RESEARCH SCIENTISTS
(CIRS)
Computer and Information Research Scientists have devised
innovative uses for new information technologies, studying
and solving complex problems in computing in business,
science, and other fields. Theories and models must be
developed based on data analysis using machine-learning
techniques from a data visualization perspective. Python has
become a popular programming language in the research
and design industries, especially in relation to data science
and artificial intelligence, such as machine learning and deep
learning [72]. SQL is used to manage databases as a query
language. In this digital transformation, the trend of Robotic
Process Automation (RPA) research can be utilized to
enhance digital workers [73]. The CIRS explores how a robot
or machine can be developed and interact with the physical
environment. The robot was designed to have functions, such
as information processing and sensory feedback. Machine
learning or deep learning frameworks, such as TensorFlow,
Keras, and Caffe, make it easier for data scientists to develop
machine-learning models [74].

9) COMPUTER NETWORK ARCHITECTS (CNA)
Computer network architects (CNA) design and build
data communication networks, including local area net-
works (LANs), wide area networks (WANs), intranets, and
cloud infrastructure. Updating hardware, such as routers
or adapters, and software, such as network drivers, are
also responsible. Computer network architects used. NET
programming framework as an open-source platform to build
desktop, web, and mobile applications that can run natively
on any operating system. The .NET systems include tools,
libraries, and languages that support modern, scalable, and
high-performance software developments. Recently, cloud-
based data warehouses have been used by CNAs for
their usability and accessibility. This study found that the
tools used by the CNA were CISCO, Firewall, LINUX,
Azure, and Amazon Web Service (AWS). CISCO is the
leading equipment widely used inwide-area networks (WAN)
because information is forwarded to addresses far apart and
on different computer networks. Azure is Microsoft’s public
cloud platform that offers a broad collection of services, span-
ning platform as a service (PaaS), infrastructure as a service
(IaaS), and managed database service capabilities. Amazon
Web Services (AWS) is a cloud service provider offering
computing power, database storage space, content delivery
networks, and other functionalities that help businesses grow
and securely run applications [75].
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TABLE 5. Result of average linkage hierarchical clustering algorithm for IT job profile.

10) NETWORK AND COMPUTER SYSTEM
ADMINISTRATORS (NCSA)
Network and computer system administrators (NCSA) are
responsible for day-to-day network operations, such as

setting up, installing, and supporting an organization’s
computer systems, including local area networks (LANs),
wide area networks (WANs), network segments, intranets,
and other data communication systems. NCSA is commonly
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referred to as network engineer staff. Duties at the NCSA
determine organizational system requirements and install
network hardware and software. It also performs network
upgrades and repairs, and ensures that the system operates
correctly. Maintain network and computer system security,
and evaluate and optimize the network performance or sys-
tem. Currently, the database used by NCSA is cloud server-
based. VMWare offers virtualization and cloud computing
to servers, computers, and other hardware devices. Other
tools commonly used by NCSA are CISCO, Firewall, and
LINUX.

A summary of all ten job profiles is presented in Table 5.
This table is the result of a systematic semantic analysis
using the ALHC algorithm and is expected to provide a
clear and detailed description of the IT job profile. The
validation of this IT job profile has also been justified
by IT professionals from various private and governmental
companies in Indonesia through Focus Group Discussions
(FGD). Valid results were obtained using the FGD.

E. VENN DIAGRAM OF INFORMATION TECHNOLOGY JOBS
Venn diagrams, as an in-depth analysis of job profiles, explain
the similarity of functions of each tool of computer networks,
tools of software, frameworks, programming languages, and
databases to each IT jobs fields. Each function of the Venn
diagram shows the intersection of several jobs inthat have
close proximity to the scope, duties, and responsibilities
described in the job description.

FIGURE 6. Venn Diagram of tools of computer network.

1) TOOLS OF COMPUTER NETWORK
Tools of a computer network in the IT Jobs field include
a variety of operating systems and platforms used for
managing computer network systems. Figure 6 shows
that some of the tools of a computer network used

by Information Security Analysts and Computer Support
Systems, such as Linux and Firewall, are also used by
computer network architects and network and computer
system administrators because they have work related to
organizing computer networks and supporting each other.
Cisco acts as a tool for managing computer system networks
that a CNA and NCSA need, because both jobs focus on
the architecture and management of day-by-day computer
system network operations. The CNA uses Azure and AWS
as platforms for designing cloud-based computer network
management.

FIGURE 7. Venn diagram of tools of software.

2) TOOLS OF SOFTWARE
Tools of software in IT jobs are various libraries calling
the functions, control, and operating systems needed in
developing computer programs, as presented in Figure 7.
Web developers and SD-QAT use APIS-Rest as an interface
model for two or more computer systems to exchange
information securely over the internet. CSA and SD-
QAT use Agile Software to develop an effective effort
estimation model to facilitate project planning and successful
implementation.

Agile methods focus on customer satisfaction by ensuring
that software products are faster and more economical, with
enhanced quality [76] and minimizing risks after project
completion [77]. iOS and Android are the most commonly
used operating systems by software developers. Tableau
and Microsoft Excel are tools used in data visualization
across business intelligence areas to help computer system
analysts understand complex data. Web developers use
Git, Redux, and JQuery to manage and centralize appli-
cations. Nowadays, SSIS and OLAP have become real-
time technologies used to organize large business databases
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and support business intelligence [70], chosen by Database
Administrators and Architects.

3) FRAMEWORKS
Framework is a basic conceptual structure used to solve
or deal with a complex problems. Frameworks make web
developers, software developers, and computer programmers
easier to develop websites, save processing time and appli-
cation development costs, and help in writing lines of code
more easily, quickly, and in a structured manner.

FIGURE 8. Venn Diagram of frameworks.

Figure 8 shows that the Node js framework is an open
source cross-platform related to web developers, software
developers, and computer programmers because node js
are flexible for use in these jobs. Spring is an open-
source framework that helps optimize application perfor-
mance, particularly for software developers and computer
programmers. Integrated frameworks used byweb developers
are generally Laravel, which can make websites more
dynamic, and angular-typescript frameworks are used to
create large-scale websites. Additionally, Angular JS is
used to create single-page websites that are much more
accessible. To speed up the work on creating responsive
websites, web developers use bootstrap on it. In other cases,
Vue JS is a single-page application that creates a User
Interface (UI) attractively. React js is a unique framework
that uses only SD-QAT for software development, as part of a
single UI.

4) PROGRAMMING LANGUAGES
Programming language is a set of syntax and semantic rules
for defining computer programs, standard instructions, and
instructing computers to perform certain functions. Figure 9
shows that Python is the most popular programming language
that can be used by the ISA, CIRC,Web Developer, SD-QAT,
and computer programmers.

Computer programmers cover all the programming lan-
guages. Python is open-source programming and can be used

FIGURE 9. Venn diagram of programming language.

by any programmer because it builds controls and bugs such
as software tests, server-side websites, and data analysis for
data science projects. Golang is a programming language
used by SD-QAT to simplify the software development
process and build complex process architectures with a
high security impact. ASP.net represents active server-
page network-enabled technologies, which are open sources
developed by Microsoft to enable programmers to build
dynamic websites, applications, and services. Computer
programmers only use ASP.net.

Web developers generally use the HTML-CSS program-
ming language to create websites. JavaScript was used to
make the website more interactive. Java is used to manage
the website database section, and PHP exist on the server side
to manage dynamic content, databases, session tracking, and
even entire e-commerce sites.

5) DATABASES
Databases are organized data collections stored and accessed
electronically from a computer system. As databases become
more complex, they are being developed using formal design
and modeling techniques. As shown in Figure 10, MySQL is
used as a Database Management System (DBMS) for almost
every IT job field. These are executed using SQL commands
to create website-based or mobile applications that support
large databases. SQL is a Structured Query Language that is
helpful as a particular language in accessing and managing
data in a relational database, focusing on table-based formats
for storing data. NoSQLwas created for a specific purpose for
specific data models and has a flexible schema for creating
modern applications that can work with unstructured data.
It saves data in document format, JSON, key-value graphs,
etc. PostgreSQL is an open-source RDMS used for more
complex data processing. Database Administrator Architects
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FIGURE 10. Venn diagram of databases.

and Computer Programmers have used Oracle to build large-
scale systems. Usually, MongoDB is used by web developers
and SD-QAT because it is suitable for storing unstructured
data on social media, such as Twitter and Facebook.

V. COMPARISON
This study has comparisons with previous studies, namely:

1. It uses two job portals as datasets so that the data used are
objective, more complex, and broader. Previous research used
only one dataset from the job portal, so subjectivity could not
be avoided.

2. The model was validated by ten IT professionals from
various private and government companies, especially in
Indonesia. Other studies have not used expert justification;
therefore, the results still need further validation from the
industrial world.

3. This study systematically analyzes job profiles specif-
ically in the IT field so that they can be used as a guide
for workers or students to prepare their technical skills when
entering the world of work.

VI. CONCLUSION, LIMITATIONS, AND FUTURE WORKS
This study concludes that, to satisfy industrial requirements,
the IT job profile in the hard skills field has been identified
and can be considered in computer science or information
technology. A practical experiment with 500 Gibbs sampling
iterations was conducted using at a rate of per 10,000 words
was performed. The proposed method can be improved by
regularly updating the list of competencies based on the large
and new requirements launched by industries with automatic
analysis. A significant improvement in the communication
level between industry and IT education programs hopefully
can be achieved, and graduates of IT programs can gain the
appropriate skills to fulfill the industry’s requirements. The
results of the job profile analysis in this study have been
validated by professionals in their respective fields through

focused discussion groups and declared valid according to
practice in the field.

Some limitations of our model include:
1) It is difficult to distinguish each type of work in the

IT field because of the similarities in terms of duties and
responsibilities.

2) To solve this problem, we must manually analyze each
type of job.

3) The number of clusters formed must also be adjusted to
obtain proper accuracy.

As future research, some potential areas can be improved:
1) Integrate the clustering and classification algorithm to

improve the accuracy of the model.
2) The big data of each IT job can be explored to develop

a taxonomy of job competencies by implementing the Latent
Dirichlet Allocation (LDA) algorithm using topic modeling
structures.
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