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ABSTRACT This paper describes the development of an intelligent infrastructure, a test field, for the safety
assurance of automated vehicles within the research project Ingolstadt Innovation Laboratory (IN2Lab).
It includes a description of the test field architecture, the RoadSide Units (RSU) concept based on
infrastructure-based sensors, the environment perception system, and the mission control system. The study
also proposes a global object fusion method to fuse objects detected by different RSUs and investigate
the overall measurement accuracy obtained from the usage of different infrastructure-based sensors. Fur-
thermore, it presents four use cases: traffic monitoring, assisted perception, collaborative perception, and
extended perception. The traffic monitoring, based on the perception information provided by each roadside
unit, generates a global fused object list and monitors the state of the traffic participants. The assisted
perception, using vehicle-to-infrastructure communication, broadcasts the state information of the traffic
participants to the connected vehicles. The collaborative perception creates a global fused object list with
the local detections of connected vehicles and the detections provided by the roadside units, making it
available for all connected vehicles. Lastly, the extended environment perceptionmonitors specific locations,
recognizes critical scenarios involving vulnerable road users and automated vehicles, and generates a suitable
avoidance maneuver to avoid or mitigate the occurrence of collisions.

INDEX TERMS Automated vehicles, infrastructure-based sensors, safety, test field.

I. INTRODUCTION
The main contributions of Cooperative Connected and Auto-
mated Mobility (CCAM) are increasing safety and driving
comfort. Besides that, CCAM collaborates to optimize the
traffic flow, reducing congestion and CO2 emissions, result-
ing in a more efficient means of transportation with lower
stress and higher comfort for the occupants [1]. These ben-
efits are possible due to the wide advancement of new
technologies such as new sensors, communication proto-
cols, computational power, and the mature development of
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algorithms for functional pieces of automation, e.g., percep-
tion, planning, decision, and control.

Automated Vehicles (AVs), also known as self-driving or
driverless vehicles, have the potential to improve road safety
by reducing human driving errors [2]. They are capable
of sensing their environment and operating without human
involvement [3]. Due to rapid technological development,
automated driving is a reality on public roads today. However,
the idea of having systems capable of assisting the driving
tasks is centenary. The first attempt toward driverless vehicles
dates back to the early 1920s. The driverless vehicles were
called ‘‘phantom autos.’’ They were remote-controlled by
tapping a telegraph key [4]. In 2022, Mercedes launched
the S-Class with their newly developed Drive Pilot system,
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the first serial production SAE level 3 automated vehicle in
Europe, allowing drivers to hand over control to the vehicle
and not monitor the road all the time on certain public roads
and at certain speeds [5]. After more than a hundred years
of development, many changes and discoveries were made.
Therefore, the objective has always been to increase driving
safety and comfort.

Due to the considerable increase in the insertion of auto-
mated vehicles in the global market, the safety of automated
vehicles has been widely discussed among academia, gov-
ernmental organizations, stakeholders, and OEMs. Questions
about how the road infrastructure should be improved for the
arrival of this new technology must be clarified to enable
full acceptance by the customers and society and for the
preparation of the mobility of future cities. The fundamental
architecture of automated vehicles consists of perception,
planning, decision, and actuation. The perception system is
responsible for understanding the environment in which the
vehicle is inserted and relies mainly on the onboard sensors.
The most used sensors for environment perception include
ultrasonic sensors, cameras, LiDARs, and radars [6]. Despite
the continuous improvement and optimization of the percep-
tion systems due to technological advancements, the system’s
performance is still limited by the sensors’ parameters, such
as range, accuracy, field of view, and target reflectivity, and
also due to the occurrence of occlusion, and degradation
of sensor data, under certain weather conditions [7]. More-
over, comprehending the surroundings is challenging once
it is unpredictable and continuously changing. One solu-
tion to minimize the onboard sensors’ limitations is using
infrastructure-based sensors in the form of an intelligent
infrastructure unit, also known as a roadside unit, which can
be installed in specific locations and perceive the environment
from a different perspective with a higher detection range and
field of view.

Our study has four main research contributions:

• a detailed description of a smart infrastructure for the
safety assurance of automated vehicles.

• a novel global object fusion method for fusing objects
detected by different RSUs.

• an investigation of the overall measuring accuracy
obtained from the usage of different infrastructure-based
sensors.

• the presentation of relevant use cases and functionalities
to ensure the safe operation of automated vehicles.

This paper is structured as follows: Section II presents
the related works. Section III provides an overview of the
test field architecture. Section IV describes the concept of
a roadside unit. Section V provides information regarding
environment perception. Section VI presents the mission
control system and describes the use cases. Section VII
presents the validation of the traffic monitoring use case,
and section VIII concludes and gives an outlook on future
work.

II. RELATED WORKS
In the last few years, many research institutions around the
world have started to develop test fields for the assurance of
automated driving safety and for the development and valida-
tion of automated driving functions. For example, the Martin
Luther King (MLK) smart corridor presented in [8] deployed
in the city of Chattanooga, USA; the ACCorD corridor for
newmobility proposed by theUniversityAachen (RWTH) [9]
set up in Aachen, Germany; test bed lower Saxony described
in [10] deployed in different motorways in the north of
Germany; and the test field autonomous driving Baden-
Württemberg [11] deployed in Karlsruhe, Germany. The test
field described in this study, developed within the project
Ingolstadt Innovation Laboratory (IN2Lab), was deployed
in Ingolstadt, Germany [12]. In contrast to the previously
presented studies, besides employing infrastructure-based
sensors to monitor road traffic, the proposed infrastructure
also provides redundant environment information to the con-
nected vehicles and utilizes local detections of the vehicles to
enhance the overall system perception capabilities.

The implementation of sensor-equipped RSUs in a
real-world infrastructure has also been addressed by some
authors in the literature. Correia et al. [13] described the Col-
lective Perception Service (CPS) implementation, intending
to provide additional perception information to connected
vehicles and to a central road operator to reduce uncertainty
in the road environment. In this study, the RSUs are equipped
with cameras and radars. The Collective PerceptionMessages
(CPMs) are generated based on the information provided by
the radars only, and the messages are broadcasted locally and
to a cloud Message Queuing Telemetry Transport (MQTT)
broker through ITS-G5. One limitation is that the proposed
system relies on one sensing modality. With the implemen-
tation of different sensors and sensor data fusion, the CPMs
could be enhanced with additional detection information and
a higher confidence level.

Tsukada et al. [1] proposed a system that combines RSUs
equipped with LiDARs and APU4C4-embedded routers to
create an infrastructure-based cooperative perception sys-
tem. The cooperative perception is realized by a software
called AutoC2X, a combination of Autoware, an open-
source autonomous driving stack containing perception
algorithms, and OpenC2X, responsible for generating Coop-
erative AwarenessMessages (CAMs) and CPMs. The authors
prioritize CPMs corresponding to areas closer to the receivers
to avoid an overload of broadcast capacity. The experiments
revealed that the proposed system presented low latency uti-
lizing Wi-Fi communication, even in the worst cases.

Shan et al. [14] investigated the usage of Collective
Perception (CP) service within intelligent infrastructure to
improve awareness of vulnerable road users (VRUs) and
increase safety for connected AVs in different traffic sce-
narios. The RSU consisted of a tripod with sensors, e.g.,
cameras, LiDAR, and radar, a processing unit, and a Cohda
Wireless MK5 RSU. After sensor data fusion, the perceived
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objects were transformed to local coordinates, encoded into
European Telecommunications Standard Institute (ETSI)
CPMs, and broadcast by a Cohda V2X unit at 10 Hz. The
proposed RSU was deployed in an intersection. During the
investigation, the received perception data from the RSU was
used by the AV as the only source of information for multiple
road users’ detection. According to the experiments, the AV
could perceive the ongoing traffic activity far beyond the
reach of its onboard sensors, even occluded objects, which
demonstrates the improvement of the sensing capabilities
of the AV. However, the authors deployed a very limited
coverage system with only a single RSU, and no strategy for
global object fusion was presented.

III. TEST FIELD ARCHITECTURE
The test field ‘‘First Mile’’ in Ingolstadt, Germany, consists
of public road infrastructure, which enables the automated
driving vehicles to operate in a real-world mixed traffic envi-
ronment. The test field connects the exit from Highway A9
with the technology park IN-Campus. It consists of a bidirec-
tional road, approximately 2 km long, including intersections,
and urban features, such as bus stops, pedestrian crossingwith
traffic lights, parking lots, bike paths, and sidewalks. A top
view is shown in Figure 1. The test field is equipped with
eleven roadside units with an approximate distance of 200 m
from each other as indicated in Figure 1 by the yellow dots.

FIGURE 1. IN2LAB test field.

Each roadside unit is equipped with a specific combi-
nation of sensors connected to a switch through Ethernet
or CAN bus. Similarly, Ethernet wiring enables the con-
nection between the application unit and the switch. The
communication between each sensor driver and the local data
processing unit takes place in Robot Operating System (ROS)
environment employing ROS messages. ROS messages are
the primary container for exchanging data in ROS environ-
ment. They are data structures comprising typed fields. Here,
standard primitive types and arrays of primitive types are sup-
ported, including integer, floating point, and Boolean, among
others [15]. Afterward, the sensors’ raw data are processed
locally in the application unit by the environment perception.
As a result, a local object list, including the detected traffic

participants, is provided. An overview of the test field archi-
tecture is illustrated in Figure 2.

The application units are physically connected to the mis-
sion control server with an optic fiber network, and the
communication between them occurs based on SENSORIS
messages. SENSORIS (Sensor Interface Specification) is
a standardized interface to exchange information between
sensors and a dedicated cloud, which implements Google’s
protocols buffer for message serialization [16]. In mission
control, the global data processing of the local object list
provided by each roadside unit takes place. Here, the same
objects detected by different RSUs are fused, and a global
object list is compiled. Lastly, the global object list is made
available to the use cases and data storage through ROS mes-
sages or Collective PerceptionMessages (CPM), an advanced
service to distribute safety information between vehicles
and infrastructure using vehicle-to-x or vehicle-to-everything
communication units [17].

FIGURE 2. Test field architecture.

IV. ROADSIDE UNIT CONCEPT
The roadside units are responsible for road traffic surveil-
lance, processing all infrastructure-based sensor data, and
providing mission control with the local object lists. Each
RSU comprises three main components: A pole structure of
approximately 4.5 meters in height, providing mechanical
support; the set of sensors, including different sensing modal-
ities, e.g., vision and ranging sensors; and a control cabinet
equipped with an application unit, for local data processing,
switches, and power supplies.

In general, the sensors allow the infrastructure and the
automated vehicle to detect their surroundings and, after
processing, understand the environment they are located [18].
Individual sensing modalities present strengths and weak-
nesses, due to their physical measurement principle. Cameras
are able to detect colors and textures and provide high-
definition images, which are essential for object detection.
However, they are sensitive to low light intensity and are
affected by adverse weather conditions [19]. LiDARs provide
higher robustness against unstable illumination and demand
less computational power when compared to cameras [20].
However, the high cost and the performance degradation
in adverse weather conditions, e.g., fog, snow, and rain,
are some of the limitations faced by this technology [18].
Radars provide high-accuracy distance assessment, direct rel-
ative velocity measurement through Doppler shift, reduced
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cost, and robustness in adverse weather conditions. However,
the drawbacks include difficulty distinguishing stationary
objects, receiver saturation if a large object is too close to the
transmitter, and significantly lower spatial resolution com-
pared to LiDARs [20].

Based on the sensor’s strengths and weaknesses, the RSUs
were designed with a flexible combination of different sens-
ing modalities. Thus, the number of employed sensors varies
according to the mast location and the required coverage. The
most equipped RSU presents seven sensors: two cameras with
16 mm lens, one camera with a fish-eye lens with a field
of view up to 180 degrees, two LiDARs, and two radars.
Moreover, an overview of the employed sensors and some
of their physical characteristics are presented in Table 1.
As illustrated in Figure 3, each pair of sensors covers the right
and left side of the mast, and the fish-eye camera covers its
frontal area. Additionally, all roadside units are equippedwith
an application unit with parallel processing capabilities and
some with a vehicle-to-x communication unit to enable direct
communication between the infrastructure and the vehicles
within the test field area. Moreover, the local application
units can process one 2.35 MP camera operating at 30 frames
per second, without overloading the graphics processing unit.
As the most equipped RSUs have three cameras, a common
frame rate of 10 Hz was set for all cameras in the test field.

TABLE 1. Infrastructure-based sensors and vehicle-to-x communication
unit.

FIGURE 3. Roadside unit concept.

V. ENVIRONMENT PERCEPTION CONCEPT
In automated driving, the environment perception mod-
ule performs crucial tasks to guarantee the safe opera-
tion of the vehicle, including detecting traffic participants,

interpreting traffic signalization, and comprehending any
unexpected changes in the driving scenario. Similarly, the
infrastructure environment perception collects and processes
sensors’ data to detect and understand the characteristics of
the environment. Among its various functions, the object
detection identifies the presence of traffic participants, mea-
sures their current state, and performs classification. It uti-
lizes different detection methods according to the sensing
modality employed. For instance, camera-based, LiDAR-
based, and radar-based object detection can be implemented.

A. CAMERA-BASED OBJECT DETECTION
Cameras are devices equipped with image sensors capable
of detecting the light reflected by objects, capturing wave-
lengths corresponding to the visible portion of the spectrum,
such as the red, green, and blue wavelengths (RGB), creat-
ing high-resolution images with accurate color representa-
tion [21]. They have been widely used for object detection
in automated driving because of their relatively lower costs,
compared to other sensing modalities, and their ability to
obtain shapes, textures, and colors. This enables the recogni-
tion of traffic participants, traffic lights and signs, lane and
pavement markings, etcetera. From the camera’s raw data,
algorithms based on convolution neural networks can detect
objects with high positioning and classification accuracy in
real-time applications.

An approach called You Only Look Once (YOLO),
first presented in 2016 by Redmon et al. [22] was imple-
mented in its version 4. YOLOv4 was implemented because
the algorithm features a simple and optimized pipeline
that enables real-time processing at high frame rates with
high-accuracy detection [23]. YOLO consists of 24 convolu-
tional layers to extract features from the image and two fully
connected layers to predict object labels. In one evaluation,
a single trained neural network predicts bounding boxes and
class probabilities to detect objects from image pixels. This
network globally reasons the entire image and all objects and
divides it into an S×S grid. Thus, if the object’s center falls
into a grid cell, that cell is used for detecting the respective
object. Each cell predicts B bounding boxes and confidence
scores, reflecting how confident the model is that the box
contains an object and also how accurate the algorithm con-
siders the box prediction. YOLO uses single-bounding box
regression to predict the parameters of the box. The bounding
boxes consist of 5 predictions: (x, y) coordinates of the center
of the box relative to the bounds of the grid cell, (w, h) width
and height, and the confidence prediction that represents
the intersection-over-union between the predicted box and the
ground truth box. Furthermore, each grid cell also predicts the
conditional class probabilities. In operation, the conditional
class probabilities and the individual box confidence predic-
tions are multiplied, resulting in the class-specific scores,
which encode both the likelihood of the class appearing in
the box and how well the predicted box fits the object [24].
Once for the posterior sensor data fusion, a single point

representing the object location is required, the image-based
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detection delivers an object list consisting of all detected
objects in the scene with their respective state and classes,
considering the middle-bottom point of each bounding box
as the object position. For example, the front or rear middle
bottom point of a vehicle is defined as the vehicle’s location,
depending on the vehicle’s direction relative to the image
sensor.

In the first moment, we trained a YOLOv4 neural network
based on the COCO, an open-source dataset containing more
than 320.000 labeled images with 91 different classes [25].
However, the cameras installed in the infrastructure present
a completely different perspective compared to the cameras’
positions used for data collection in the COCO dataset. More-
over, in this project, the camera-based object detectionmainly
focuses on detecting only six classes: pedestrian, cyclist,
motorcyclist, car, bus, and truck. Hence, the network was
retrained to improve its results for these specific classes. After
the data collection, 4875 images were labeled according to
the class definition of COCO names and used as input for
retraining. Comparing the performance of the previous and
the retrained neural network with a new dataset showed a
significant improvement in the class confidence level and a
considerable reduction in misclassification. Another feature
obtained was the detection of motorcyclists and cyclists as
single objects instead of multiple detections, as presented in
Figure 4. The upper part of Figure 4 presents the detection of
a cyclist with the previous neural network in multiple objects,
such as a bicycle, person, and backpack. However, in the
lower image, the newly retrained network detects the cyclist
as only one object with higher classification confidence. Once
the COCO class definition does not include the class cyclist,
the cyclists are classified, in the first moment, as bicycles and
changed to a cyclist in the posterior processing steps.

B. LiDAR-BASED OBJECT DETECTION
A comprehensive and detailed representation of the environ-
ment is fundamental for accurate object detection in auto-
mated driving. Unlike 2D object detection solely based on
flat image data, sensors with spatial sensing ability, such as
LiDARs, have the benefit of detecting objects with additional
information. Thus, from LiDAR point clouds, obtained from
the transmitting and receiving laser pulses in the scanning
range, the 3D object detectors provide a reliable estimation
of the objects’ size and precise location [26]. The advances
in deep learning with publicly accessible datasets, have a
positive impact on the 3D object detection task, result-
ing in several emerged LiDAR-based 3D object detectors.
A common ground among all LiDAR-based 3D object detec-
tors with deep learning can be established, including LiDAR
Sensor Data Representation (SDR), feature extraction, and
core object detection [27].
In LiDAR SDR, the incoming point clouds, with unstruc-

tured form and non-fixed size, can be transformed into a
structured and compact representation by utilizing mainly
five distinct representations: point-based, voxel-based, pillar-
based, graph-based, and projection-based [27]. Thus, the

FIGURE 4. YOLOv4 neural network retraining.

infrastructure LiDAR-based object detection implements the
voxel-based representation. The voxel-based methods dis-
cretize the 3D space into fixed-size voxel grids [26]. Vox-
elization is the process of assigning points to voxels. This
method partitions the 3D space according to a Cartesian or
cylindrical coordinate frame, resulting in a voxel of a cuboid
or cylindrical slice shape [28]. In this study, a voxel of a
cuboid with a size of 125 cm3 was implemented. Therefore,
after its implementation, all points belonging to a grid are rep-
resented by one point located in the center of the voxel cuboid
grid. This method samples the point cloud and significantly
reduces its size. Before implementing the structured data rep-
resentation, a background removal filter is utilized to remove
all points that remain static after the first 200 frames. This
method facilitates and speeds up the clustering of the remain-
ing points. The background extraction is possible because the
infrastructure-based LiDARs are static.

After transforming the point cloud into a structured
and compact representation, the feature extraction mod-
ule extracts rich and high-dimensional features. Here, the
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm interacts through the structured point
cloud and clusters points belonging to the same objects. The
main idea behind DBSCAN is that a point belongs to a cluster
if its relative distance is smaller than a threshold [29]. There
are twomain parameters of DBSCAN: The distance threshold
to specify the neighborhoods and the minimum number of
data points to define a cluster. In this case, if the Euclidean
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distance between two points is smaller than 2 meters, the
points belong to the same cluster. If two objects are less
than 2meters apart, LiDAR-based object detectionwill merge
the two objects. However, this will not occur in camera
and radar-based detection. Thus, this is compensated in the
sensor data fusion stage, and camera and radar detections are
prioritized. Furthermore, three points are needed to constitute
a cluster. In order to facilitate cluster representation, each
cluster is represented by its center front bottom point. This
point is later used to extract the state of the object.

After clustering, high-dimensional features can be
extracted, such as regression values regarding the object class,
size, and location of a 3D bounding box and classification
confidence. However, once the classification task is per-
formed in the camera-based object detection, only the cluster
single point state information is required. The LiDAR-based
object detection does not provide class and 3D bounding
box information. Afterward, the object list containing all
LiDAR-based detected objects is forwarded to sensor data
fusion.

C. RADAR-BASED OBJECT DETECTION
Automotive radars play an important role in the environmen-
tal perception of automated vehicles. They have been widely
applied on production vehicles with lower SAE automation
levels, reaching a market penetration of millions of units sold.
One of the main reasons for the success story of automotive
radar is its physical principle that offers unique performance
features at reasonable costs. Radar electromagnetic waves
can penetrate smoke, fog, and dust, proportioning consider-
able robustness against adverse weather in different lighting
conditions. Moreover, radars can detect long-range targets,
up to 250 m, and directly measure the targets’ relative speed,
with a resolution of up to 0.1 m/s. These characteristics are
indispensable for automated vehicles’ motion prediction and
driving decisions [30], [31].
According to related research dealing solely with

radar-based object detection, there aremainly two approaches
for object detection, including classification. One uses
radar-based grid maps with deep learning approaches, and
another employs clustering and classification of original
radar point clouds with deep learning approaches [30], [32].
In the first method, radar-based grid maps are determined by
accumulating multiple data frames. Afterward, segmentation
networks are employed to process radar-based grid maps
similar to image processing. Thus, from the grid maps, the
classification and the definition of the orientation of static
traffic targets become possible [30]. In the second method,
the radar point cloud is processed in its original form and
omits a mapping step. The radar’s reflections are prefiltered
by a Constant False Alarm Rate (CFAR) filter and clustered
in space, time, and Doppler by using a DBSCAN cluster-
ing algorithm. Afterward, features are extracted from each
cluster, and the feature vectors are used as input to a neural
network for classification [32]. Hence, the here selected
infrastructure-based radars provide a detection list as output

instead of raw data, and the object classification is obtained
from camera-based object detection after sensor data fusion.
For these reasons, a simplified radar-based object detection
method was implemented.

The employed Continental ARS408 LRR is a long-range
radar that provides positional measurements in 2D coordi-
nates. The sensor gives a detection list as output, where each
detection state is defined with range, azimuth (horizontal
angle), Doppler speed, and radar cross-section (reflectivity of
the object). As the provided radar sensor measurements are
typically noisy, many undesired reflections from the ground
and other static objects are available within the sensor’s field
of view. Hence, to remove these static detections, a velocity
filter of 0.3 m/s (absolute value) is used to remove noise
and ground points. After filtering, the DBSCAN clustering
is applied. A minimum of 2 points per cluster and a distance
threshold of 3.5 meters to cluster the detections belonging to
the same object are selected. Then, for each generated cluster,
the minimum value of x, the mean value of y, the mean value
of Doppler speed, and the mean value of radar cross-section
are calculated from the detections belonging to that cluster to
represent the object state. In the end, the radar object list is
forwarded to sensor data fusion.

D. OBJECT-LEVEL SENSOR DATA FUSION
Due to the previously mentioned sensors’ limitation, the safe
operation of automated vehicles, in all operational design
domains and weather conditions, cannot be guaranteed with
only one sensing modality. A reliable solution is the imple-
mentation of multiple sensors to generate a combined out-
put that provides several benefits, such as higher measure-
ment accuracy, by compensating errors and limited operating
ranges of individual sensors, reliable operation in adverse
weather conditions, and higher resolution output ideal for
posterior feature extraction, among others [33]. Through
sensor fusion, by combining the strengths of each sensor,
the overall performance of the system is enhanced [19].
However, if one sensor provides less accurate measurements
for a specific parameter, the more accurate measurements
from another sensing modality may be degraded during sen-
sor fusion. This will be discussed in more detail in the
conclusions.

Sensor calibration is a requisite processing step before
implementing sensor data fusion. There are three categories
of sensor calibration: intrinsic, extrinsic, and temporal cali-
bration [34]. The intrinsic calibration estimates the internal
or intrinsic parameters of the sensor, e.g., the focal length of
a camera, that correct systematic or deterministic errors. The
extrinsic calibration estimates the position and orientation
of the sensors relative to the three orthogonal axes of the
3D space with respect to an external frame of reference,
usually the vehicle frame [20]. Each sensor has its specific
coordinate frame. In order to fuse data from different sources,
the data needs to be in a common frame. The extrinsic cali-
bration process is a procedure to find the relationship between
the coordinates of sensor frames, the calibration parameters
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rotational matrix, and the translation vector, to enable the
transformation from one frame to another [35].

Currently, three sensor combination forms are prevalent
for environment perception, including camera-LiDAR (CL),
camera-radar (CR), and camera-LiDAR-radar (CLR). The
combination CR is themost employed for multi-sensor fusion
for automated driving, followed by CLR and CL. The CR
combination provides high-resolution images with additional
accurate distance and velocity information of surrounding
objects. This combination is widely employed by Tesla,
which also includes ultrasonic sensors for short-range detec-
tions [36]. Similarly, the sensor combination CLR provides
high resolution at a greater range, precise representation of
the environment features through the point clouds, accurate
velocity and position information, high-resolution images
ideal for environment interpretation, etc. This combination
was actually implemented in the Mercedes S-class level 3
automated vehicle [37]. Additionally, if two or more sen-
sors are employed for the same task, the sensor fusion also
improves the safety redundancy of automated systems [38].

In Multi-Sensors Data Fusion (MSDF), there are three
main approaches to combine sensory data from different sens-
ing modalities: High-level Fusion (HLF), Low-level Fusion
(LLF), and Mid-level Fusion (MLF) [39]. In HLF or object-
level fusion, each sensor’s raw data is processed separately.
The raw data passes through an object detection and coordi-
nate transformation step and the sensor fusion is performed
subsequently. The HLF approaches are often adopted due to
lower relative complexity and less computational requirement
than LLF and MLF approaches. However, it can provide
incomplete information as classifications with a lower confi-
dence value are discarded when there are several overlapping
obstacles. In the LLF approach, the data from each sensor are
fused at the lowest level of abstraction, raw data. In this case,
all information is available and can potentially improve the
object detection accuracy [20]. In practice, LLF is complex
and comes with several challenges. It requires an accurate
extrinsic calibration of the sensors, and the raw needs to be
time-synchronized and compensated for vehicle motion [39].
As a result, LLF has the potential to improve the detection
accuracy and reduce latency where the domain controller
does not have to wait for the sensor to process the data
before acting upon it. In contrast, the MLF or feature-level
fusion fuses multi-target features extracted from the raw data,
such as color information from images and location features
from LiDARs and radars, and subsequently performs object
detection based on the fused multi-sensor features. The MLF
approach also provides a powerful feature selection technique
that detects corresponding features and feature subsets to
improve the recognition accuracy [20].

As mentioned, in object-level fusion, each sensor’s raw
data is processed separately. The perception results of single
sensors are then matched and fused, improving the resulting
confidence and accuracy for a further tracking step. In this
context, data association is required to match the perception
results of single sensors. Frequently used algorithms for data

association include the Global Nearest-Neighbour (GNN),
Probabilistic Data Association (PDA), and Joint Probabilis-
tic Data Association (JPDA). Moreover, state filters such
as Extended Kalman Filters (EKF) and Unscented Kalman
Filters (UKF) are usually applied to solve the problem of
multi-sensor multiple object tracking. Thus, through joint
calibration, the conversion between the spatial relation of the
two sensors is established [28].

In the IN2LAB project, the infrastructure-based sensors
operate in different frame rates, as presented in Table 1.
For instance, to have a reasonable number of scan lines, the
LiDARs operate at 4.5Hz. To avoid the processing overload
of graphic cards during camera-object detection, the camera
operation is limited to 10Hz. Moreover, the radars operate at
13.8Hz. Since for the LLF orMLF the sensor synchronization
is crucial, all sensors would have to operate at the same frame
rate, or the frame rate would have to be reduced to the lowest
value. By doing so, lots of relevant information would be dis-
carded, and the system operation would be limited to 4.5 Hz,
which is not enough for a safety-critical system. For this
reason, the object-level sensor data fusion was implemented.

FIGURE 5. Object detection and sensor data fusion.

The implemented multi-sensor object-level sensor data
fusion has an adaptable modular design [40]. It does not rely
on the number and type of sensors, sensor synchronization
is not required, and it has a straightforward operation. The
perception results of single sensors are transformed for the
same roadside unit reference frame, based on the rotational
matrix and translation vector obtained from sensor calibra-
tion, and assigned to the Unscented Kalman filter. Afterward,
the Hungarian association method associates incoming sen-
sor measurements from different sensing modalities. This
association method is an optimization process where the
overall cost, the Euclidean distance between existing objects
and new measurements, has to be minimized [40]. Thus,
a new object is created when detected in the image for three
consecutive frames and is not associated with any existing
object. Moreover, the new measurements are assigned to the
existing objects as soon as they arrive, enabling a maximum
overall operating frequency of 28.3 Hz. Figure 5 shows an
example of the sensor data fusion output. In Figure 5, two
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classes are detected: car and bicyclist. The blue bounding
boxes represent camera-based detections, and the green and
grey dots represent LiDAR-based and radar-based detections.
In the end, the local object list of each roadside unit, contain-
ing fused measurements in local coordinates, is provided to
mission control for global processing.

VI. MISSION CONTROL SYSTEM CONCEPT
Mission Control System (MCS) is the central hub of the test
field, in which all local object lists provided by the roadside
units are fused, and the global object list is compiled [41]. The
MCS is mainly responsible for processing the local object
detections, performing the global object fusion, and providing
environment perception information to connected automated
vehicles within the test field. The MCS server presents a
scalable architecture. Therefore, in case of further extension
of the test field, it is possible to extend CPU, GPU, memory,
and storage. Currently, all global processing occurs in an
NVIDIA RTX Server ASUS with AMD 24 cores processors
and 2 Nvidia GeForce RTX 3090 graphics cards. A scal-
able storage server currently offers 88 Terabytes of storage
space. The main functions of MCS are subdivided into four
use cases: traffic monitoring, assisted perception, collective
perception, and extended perception.

From the perception information provided by each road-
side unit, the traffic monitoring generates a global fused
object list and monitors the state of the traffic participants.
The assisted perception, using vehicle-to-infrastructure com-
munication, broadcasts the state information of the traffic par-
ticipants, obtained in the traffic monitoring, to the connected
vehicles. The collaborative perception extends the traffic
monitoring and generates a global fused object list based
on the detections of connected vehicles and roadside units,
making it available for all connected vehicles. Moreover,
the extended environment perception monitors predefined
locations, recognizes critical scenarios involving vulnerable
road users and automated vehicles, and generates a suitable
avoidance maneuver to avoid or mitigate the occurrence of
collisions.

A. TRAFFIC MONITORING
One of the main functions of the MCS is traffic monitor-
ing. The traffic monitoring allows system users to have an
overview of vehicles and vulnerable road users, maintain-
ing unique IDs within the entire test field. As mentioned,
the MCS receives local object lists from individual road-
side units. These local object lists contain state information
about vehicles and vulnerable road users, e.g., pedestrians,
bicycles, cars, buses, and trucks. Hence, each detected object
is described by a set of parameters, including object ID,
roadside unit ID, class, position with respect to the roadside
unit in cartesian coordinates, longitudinal and lateral velocity,
heading angle, and detection confidence, among others. This
information is collected and fused to create a global object
list. In the transition region between two masts, single objects
can be detected by different roadside units simultaneously.

Thus, the fusion of local detections allows tracking of the
traffic participants along the whole test field and avoids
double detections. The traffic monitoring presents three main
tasks: coordinate transformation, global object fusion, and
visualization of road traffic in a 2D map, an overview is
presented in Figure 6.

1) COORDINATE TRANSFORMATION
Each sensor presents its reference coordinate system with a
specific axis distribution. In order to have a common coordi-
nate system among all sensors, a local roadside unit coordi-
nate system was defined, and all sensors’ measurements were
transformed to this common reference. However, the test field
comprises eleven roadside units, and tracking traffic partic-
ipants between them is only possible by defining a unique
reference coordinate system. Hence, the global coordinate
system is based on a map. The map was obtained by export-
ing a delimited region of the OpenStreetMap containing the
entire test field. Afterward, the SUMO net convert function
generated the road networks to describe the traffic-related
part of a map [42]. The road networks contain positional
information of all assets in cartesian and geographic coordi-
nates. Moreover, only road assets such as lanes, road limits,
pedestrian crossing, traffic lights, stop lines, and sidewalks
are maintained for posterior visualization.

In order to perform the coordinate transformation between
two coordinate systems, an approach similar to the extrinsic
sensor calibration process was implemented. The transforma-
tion from local to global coordinates is presented in (1). Thus,
by finding the transformation parameters, rotational matrix,
and translation vector, the state of a detected object can
be transformed from one reference frame into another [35].
The transformation of coordinates r local

(x,y,z) from the local

coordinate system to the coordinates r global
(x,y,z) in the global

coordinate system can be written as follows:

r global
(x,y,z) = T ∗ r local

(x,y,z) , (1)

where T is the transformationmatrix consisting of a rotational
submatrix R = Rz(γ )Ry(β)Rx(α) and translation vector ϱ:

T =

[
R ϱ

01×3 1

]
,

=


cosβ cos γ sinα sinβ cos γ − cosα sin γ

cosβ sin γ sinα sinβ sin γ + cosα cos γ

− sinβ sinα cosβ

0 0

cosα sinβ cos γ + sinα sin γ x
cosα sinβ sin γ − sinα cos γ y

cosα cosβ z
0 1

 , (2)

where γ , β, and α are the yaw, pitch, and roll angles, and x, y,
and z are the respective translations, all measured in the local
coordinate frame.

According to (1) and (2), to transform the detected objects’
position from local to global coordinates, the rotational
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FIGURE 6. Traffic Monitoring.

submatrix R and the transnational vector ϱ must be defined.
The transnational vectors include the x, y, and z coordinates
of each RSU with respect to the map. In order to obtain
the positional information of each RSU, a GNSS device
with Real-Time Kinematics (RTK) correction was utilized.
The ANavS Multi-Sensor RTK, composed of three anten-
nas and one computational unit, was then used to define
the positions in geographic coordinates with an accuracy of
up to 1.5 cm. Once the map possesses both cartesian and
geographic coordinates, the obtained geographic coordinates
could be converted to Cartesian coordinates creating a total
of eleven fixed translation vectors.

Moreover, to describe the rotational matrices, another three
variables must be defined for each RSU. Figure 7 shows
the RSU 6 and its local coordinates system, likewise the
global map and its respective orthogonal axis. According to
Figure 7, the local and global x-axis have the same direction
but with the positive part pointing in opposite directions.
The same occurs with the local and global y-axis. Once the
environment perception system detects objects on the ground
level, neglecting their respective heights, the z coordinates are
always considered zero for transformation. By analyzing the
arrangement of the x and y axes, it is possible to identify that
no rotation around the x and y, roll and pitch, is necessary
and can be considered zero. Nevertheless, the rotation around
the z-axis (yaw) has to be defined for each RSU. In order to
define those angles, the road asset, and lane limits, present
in both the real test field and global map have been used.
In this case, by detecting a pedestrian walking over the lane
limits on both sides of the road near each RSU and plotting
its positions in the global map, it was possible to adjust
the yaw angles manually to match the pedestrian location
with the road limits presented in the map. After analyzing
the results, the data collection and manual adjustment were
replicated to the others. The RSUs are aligned with the front
part pointing to the geographic south. In this case, the RSUs
have a heading angle of approximately 179◦

±1◦ with respect
to the geographic north.

After defining the transformation matrices, the positional
information of each detected object could be transformed

from local to global Cartesian coordinates. This information
is crucial for the subsequent global object fusion and the
other use cases dealing with the broadcast of the environment
detections to the vehicles connected to the infrastructure.

FIGURE 7. Coordinates transformation.

2) GLOBAL OBJECT FUSION
The global object fusion consists of two main tasks: tracking
each object detected by the RSUs and their association with
the same objects detected by the subsequent RSUs. Different
authors have addressed object tracking and association in the
literature. Some of these methods will be described next.

Lefévre et al. [43] presented a review of existing methods
for tracking, motion prediction, and collision risk assessment
addressed to automated vehicles. They segregated motion
modeling and prediction into three different groups, the
physics-based motion, the maneuver-based motion models,
and the interaction-aware motion models, and introduced
the Kalman filtering techniques for recursively estimating
a vehicle’s state. Guo et al. [44] presented a technique for
real-time pedestrian tracking in an urban traffic environment
with partial occlusions. This method integrated the Camshift
algorithm, which detects and tracks objects in a color dis-
tribution map, with a Kalman filter to allow the real-time
tracking of partially occluded road users. Ellis et al. [45] pro-
posed a non-parametric model for pedestrian motion based
on Gaussian process (GP) regression, in which trajectories
are modeled by regressing relative motion against the current
position. The main idea of the model is the use of Gaussian
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processes to estimate the instantaneous velocity of an actor
given its current position for long-term path prediction. The
authors used a data set containing a set of positions and
instantaneous velocity to create independent motion models.
The position was assumed to be Gaussian at all time stamps.
For this reason, the predictions were performed first by an
extended Kalman filter. Thus, by recursively calculating the
predicted mean and covariance, the position could be calcu-
lated in many steps in the future.

Keller et al. [46] presented an approach for pedestrian path
prediction and action classification, focusing on scenarios
where an approaching vehicle monitors a crossing pedestrian,
who might present different moving models by standing still
or continuing walking at the road curbside. Here, the conceit
of the Interactive Multiple Model Kalman Filter (IMM-KF)
was implemented for pedestrian position estimation. Toledo-
Moreo et al. [47] implemented a concept of Interactive Mul-
tiple Model Extended Kalman Filter (IMM-EKF) for sensor
fusion, combining the information from Global Navigation
Satellite System (GNSS), Inertial Navigation System (INS),
and odometry sensor to estimate the vehicles’ future states.
Tao et al. [48] designed a concept of object tracker that utilizes
a family of unscented Kalman filters for tracking multiple,
irregularly moving objects in 3D space. In this study, the
objects were detected in a 2D image plane, an Unscented
Kalman Filter (UKF) was implemented for each detected
object separately, and the predicted state was used for data
association.

The authors in [49] and [50] presented an empirical anal-
ysis evaluating the performances of the unscented Kalman
filter and extended Kalman filter, utilized as a fusion method
for navigation and estate estimation. The results have shown
that the UKF presented a slightly more accurate state esti-
mation when applied to nonlinear motions. Therefore, its
computational timewas higher than the computational time of
the extended Kalman filter. Due to the accurate state estima-
tion for linear and nonlinear motion, the unscented Kalman
filter was here addressed for object tracking.

a: KALMAN FILTER
The Kalman filter is an optimal linear estimator introduced
by Rudolf Emil Kalman in 1960 [51]. The proposed method
uses the prior state information, sensor measurements, and
kinematics’ or transition equations to recursively estimate the
optimal current state. It assumes that the sensors’ measure-
ments are noisy and the errors are random, following a normal
(Gaussian) distribution [49]. A Kalman filter estimates the
state of a linear stochastic process xt ∈ Rn using the mea-
surement zt ∈ Rm as

xt = Fxt−1 + But−1 + ηt−1,

zt = Hxt + ζt . (3)

where: t can be interpreted as the timestamp, F ∈ Rm×n

denotes the linear state transition matrix, B is the control-
input matrix applied to the control vector ut−1, H ∈ Rm×n

is the measurement matrix, and ηt and ζt are uncorrelated,
zero-mean, and normally distributed process and measure-
ment noises, i.e., both can be represented by a zero mean
multivariate normal distribution N with covariance Qt and
Rt : ηt ∼N (0,Qt ) and ζt ∼N (0,Rt ). Kalman filter algorithm
consists of two stages: prediction and update, also called
propagation and correction [52]. Thus, in each computational
step, the Kalman filter computes the predicted state estimate
x̂tp ∈ Rm and the predicted covariance Ptp ∈ Rm×n

x̂tp = Fx̂t−1 + But−1,

Ptp = Fx̂t−1 + FT
+ Qt−1. (4)

In the update stage, the measurement residual ỹt is com-
puted first as the difference between the true measurement,
zt , and the estimated measurement, Hx̂tp . Afterwards, The
residual, ỹt , is multiplied by the Kalman gain, Kt , to provide
the correction, Kt ỹt , to the predicted estimate x̂tp . Then,
after obtaining the updated state estimate, the Kalman filter
calculates the updated error covariance, Pt according to

ỹt = zt − Hx̂tp ,

Kt = PtpH
T(Rt + HPtpH

T)−1,

x̂t = x̂tp + Kt ỹt ,

Pt = (I − KtH )Ptp . (5)

The basic Kalman filter detailed above requires linear state
transition and measurement. In order to perform state estima-
tion of nonlinear systems, other variations of Kalman filtering
were introduced, e.g., the extended Kalman filter [53] and
the unscented Kalman filter [54]. In this work, the UKF was
employed for object tracking. One of the reasons is that it
captures the posterior mean and covariance more accurately
than the third-order Taylor series expansion for any nonlin-
earity [49], [50].

b: UNSCENTED KALMAN FILTER
The Unscented Kalman filter is an extension of the basic
Kalman filter for systems with nonlinear process or measure-
ment equations [55]. This filter is based on the unscented
transformation. The idea behind this transformation is that
a small set of points is enough to reconstruct a distribution.
Thus, the UKF computes a set of weighted samples, the sigma
points, and propagates them through the nonlinear function.
Afterward, a transformed Gaussian distribution, character-
ized by their mean and covariance, is reconstructed from the
new sigma points [56]. Considering a nonlinear stochastic
process, xt , with uncorrelated, zero-mean, and normally dis-
tributed process and measurement noises, ηt ∼ N (0,Qt ) and
ζt ∼ N (0,Rt ), dimension na, mean x̂at , and covariance Pat as

xt = f (xt−1, ηt−1),

zt = h(xt ) + ζt . (6)
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FIGURE 8. Unscented transform process: propagation of the sigma points
through a nonlinear function to compute the Gaussian approximation.

A symmetric sigma sampling strategy can be used to cal-
culate a set of 2na + 1 sigma points σ i as follows:

σi,t = x̂at i = 0,
σi,t = x̂at + (

√
(na + λ)Pat )i i = 1, . . . , na,

σi,t = x̂at − (
√
(na + λ)Pat )i−na i = na + 1, . . . , 2na.

(7)

In the above equations, λ is a scaling factor defined as λ =

α2(na + k) − na. The parameter α determines the spread
of the sigma points around the mean state value x̂t and
is normally set to a small positive value [57]. The second
scaling parameter k should be set to value ≥ 0 to ensure
the positive definiteness of the covariance matrix. Smaller
values of k correspond to sigma points closer to the mean.
(
√
(na + λ)Pat )i is the i− th column of the matrix square root

of (na + λ)Pat ). Once the covariance matrix is positive semi-
definite, it is possible to apply the Cholesky factorization to
calculate the matrix square root [55]. Afterward, a weight is
assigned to each sigma point according to

w0
m = λ/(na + λ),

w0
c = λ/(na + λ) + (1 − α2

+ β),

wim = wic = 1/2(na + λ) i = 1, . . . , 2na. (8)

In the above equations, β incorporates prior knowledge of
the distribution of the state. For Gaussian distributions, β =

2 is optimal [57]. Finally, in the UKF prediction step, the σi,t
sigma points are propagated through the nonlinear function
f a as illustrated in Figure 8.

σi,tp = f a(σi,t−1). (9)

The resulting sigma points and their correspondingweights
are used to approximate the resulting values for the expecta-
tion and the covariance as

x̂atp =

2na∑
i=0

wimσi,tp ,

Patp =

2na∑
i=0

wic(σi,tp − x̂atp )(σi,tp − x̂atp )
T. (10)

Once a measurement zt is obtained, the update step ini-
tiates, and a predicted measurement is computed for each
sigma point. Based on the predicted measurements, the

measurement mean and covariance are computed as

ẑtp =

2na∑
i=0

wimzi,tp ,

Pyy =

2na∑
i=0

wic(zi,tp − ẑtp )(zi,tp − ẑtp )
T

+ Rt , (11)

approximating the cross-covariance as

Pxy =

2na∑
i=0

wic(σi,tp − x̂atp )(zi,tp − ẑtp )
T, (12)

the Kalman gain, update state, and covariance estimates can
be calculated according to

K = PxyP−1
yy ,

x̂at = x̂atp + K (zt − ẑtp ),

Pat = Patp + KPyyKT. (13)

c: MOTION MODEL
A motion or transition model is utilized to predict the state
of the detected objects from the previous to the current time
step. Several motion models are available in the literature,
such as the constant velocity (CV), constant acceleration,
constant turn rate and velocity (CTRV), and constant turn
rate and acceleration (CTRA) models, all of them making
assumptions and simplifications to better describe the motion
of an object [43]. Due to the low computational afford, the
CVmodel has been selected to describe the objects’ displace-
ment. Therefore, it cannot describe the movement of a traffic
participant while following a curved path. For this reason,
two motion models have been selected. The 1D CV model
was implemented in the very straight part of the test field,
and the 2D Constant Turn (CT) model, with a higher level
of complexity, for the non-straight and curved regions. The
1D CV transition model assumes that the target moves with
nearly constant velocity, and its acceleration is modeled as
white noise [58], being described by the following equation:

xt = Ftxt−1 + ηt , ηt ∼ N (0,Qt ), (14)

where:

x =

[
xpos
xvel

]
,

Ft =

[
1 dt
0 1

]
,

Qt =

[
dt3
3

dt2
2

dt2
2 dt

]
q. (15)

In (15), q is the velocity noise diffusion coefficient. More-
over, the 1D CV model can be combined with a linear
Gaussian model of arbitrary dimension, D, to describe the
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traffic participants’ movements in x and y coordinates accord-
ing to

FDt =

F
1
t 0

. . .

0 Fdt

 ,

QDt =

Q
1
t 0

. . .

0 Qdt

 . (16)

The 2D constant turn model assumes that the objects move
with nearly constant velocity with an unknown and constant
turn rate ω [58], [59], and it is described as

xt = Ftxt−1 + wt , wt ∼ N (0,Qt ), (17)

where:

x =


xpos
xvel
ypos
yvel
ω

 ,

Ft =


1 sinωdt

ω
0 −

1−cosωdt
ω

0
0 cosωdt 0 − sinωdt 0
0 1−cosωdt

ω
1 sinωdt

ω
0

0 sinωdt 0 cosωdt 0
0 0 0 0 1

 ,

Qt =



dt4q2x
4

dt3q2x
2

dt4qxqy
4

dt3qxqy
2

dt2qxqω

2
dt3q2x
2 dt2q2x

dt3qxqy
2 dt2qxqy dtqxqω

dt4qxqy
4

dt3qxqy
2

dt4q2y
4

dt3q2y
2

dt2qyqω

2
dt3qxqy

2 dt2qxqy
dt3q2y
2 dt2q2y dtqyqω

dt2qxqω

2 dtqxqω
dt2qyqω

2 dtqyqω q2ω


. (18)

In (18), qx and qy are the acceleration noise diffusion coeffi-
cients, and qw is the turn rate noise coefficient.

d: MEASUREMENT MODEL
The measurement model equations vary according to the
number of physical constraints measured by each sensing
modality [59]. Therefore, once the proposed system oper-
ates from object lists, we assume that only position can be
measured, once positioning or ranging measurements are
available for all sensing modalities previously mentioned.
Thus, the measurement equation can be written as follows:

zt = Htxt + ζt , ζt ∼ N (0,Rt ), (19)

where:

Ht =

[
1 0 0 0
0 0 1 0

]
,

Rt =

[
1 0
0 1

]
�. (20)

In the initial step, themeasurement noise covariancematrix
Rt is defined with values of � < 0, which means we

strongly trust the measurements. Hence, the Kalman filter
automatically adjusts the values of � at each processing step.

e: DATA ASSOCIATION
After updating the object state vector employing (14) and
(15) or (17) and (18), according to the adopted transition
model, a data associator is used to associate tracks, their
predicted states, and new measurements. Data associators
are able to combine state estimation and measurements in
multi-target environments, e.g., Global Nearest Neighbour
Associator (GNNA), Probabilistic Data Associator (PDA),
and Joint Probabilistic Data Association (JPDA) [57], [58].
Due to the low computational efforts required for the asso-
ciation process, the Global Nearest Neighbour Associator
was implemented. The GNNA is a single hypothesis track-
ing method that sequentially handles the input data. The
goal is to assign the most likely observations to existing
or new tracks so that the total cost of all associations is
minimized, thus obtaining an optimal solution to the asso-
ciation problem. The first step in the association consists of
gating the measurements, which means that for each track,
only sufficiently close measurements are considered, based
on the current estate estimation and a predefined distance
value. This reduces computational costs and considerably
diminishes unlikely observations-to-track pairings. In this
study, the gate formed about the predicted object state and
all observations that satisfy the gating relationship considered
for track update utilizes the Euclidean distance as presented
in (21) [60].

d2t = (xx̂tp − xzt ))
2
+ (yx̂tp − yzt ))

2
≤ γG, (21)

where: xx̂tp and yx̂tp are the x and y coordinates of the position
estimation, yzt and yzt are the coordinates of measurement,
and γG defines the size of the gate. The associations in
conflict situations, when there is more than one observation
in a track gate or one observation is in the gate of more than
one track, are addressed by the GNNA through the formation
and solution of an association matrix. Thus, a generalized
statistical distance for the assignment of observation j to track
i is utilized to define the matrix elements.

d2Gij = d2ij + ln[|Sij|]. (22)

In (22), d2ij is defined in (21), ln[|Sij|] is the logarithm of the
determinant of the residual covariance matrix, which has the
effect of penalizing tracks with greater prediction uncertainty.
The dGij is the cost for those observation-to-track assignments
that satisfy the predefined gate. Those pairings that do not
satisfy the gate are ignored. An example of an assignment
matrix is presented in Table 2. In Table 2, the observation with
minimum cost, shortest Euclidean distance, is assigned to the
respective track. The non-allowed assignments, that failed
the gate test, are represented by X. If a measurement is not
associated with an existing track, it is assigned to a new track.
Due to the presence of blind spots, a track is only deleted
if it is not associated with any new measurement within a
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TABLE 2. Assignment matrix.

ten-second interval. Moreover, to avoid the false association
of two objects moving close to each other in opposite road
lanes, the objects are filtered by the velocity direction. Thus,
measurements with positive velocity are only associated with
objects in the positive velocity range, even if an object with
negative velocity is closer.

B. ASSISTED PERCEPTION
As mentioned in the previous chapters, automated vehicles
are not fully capable of detecting the environment in all
weather and driving scenarios due to onboard sensors’ lim-
itations. To overcome this drawback, the second use case
provides redundant environment perception information for
all automated vehicles connected to the infrastructure. The
environment perception information includes all detected
traffic participants’ states, such as position, velocity, and
heading angle. In the initial step, the assisted perception uses
the same functionalities developed for traffic monitoring as
shown in Figure 9. Once the global object list is created, two
new tasks are performed: coordinate transformation, from
Cartesian to geographic, and broadcast of global object lists
via V2X communication. The global object lists are created
in global ‘‘map-based’’ Cartesian coordinates. However, this
information is only relevant for the clients with access to the
map. For this reason, the coordinates of the detected objects
have to be defined in geographic coordinates, which is com-
mon for all connected users. The road network utilized has
both Cartesian and geographic coordinates. For this reason,
the x and y coordinates can be easily transformed to longitude
and latitude through the Sumolib ‘‘net.convertLonLat2XY’’
module [42]. Afterward, the global object lists in geographic
coordinates are employed to generate collaborative percep-
tion messages. Then, the CPM messages are broadcasted in
a frequency of 10 Hz, ten messages per second, from the
Commsignia V2X units installed in RSUs 11, 5, and 1, to all
connected vehicles equipped with V2X units within a range
of up to 1000 meters from the transmitting RSU.

C. COLLABORATIVE PERCEPTION
The test field has eleven RSUs to constantly monitor the traf-
fic participants. Therefore, mainly due to occlusion, caused
by the obstruction of the sensor’s field of view, and the limited
field of view of the sensors, the infrastructure is subject
to temporary and fixed blind spot areas. One solution to
reduce the occurrence of blind spots is to use the local object
lists, local detections, performed by the automated vehicles

FIGURE 9. Assisted perception.

FIGURE 10. Collaborative perception.

connected to the infrastructure since they constantly move
along the test field. The collaborative perception employs
the same functionalities developed for assisted perception use
case. However, in this case, not only the local detections of
each RSU are used as input for the local/global transforma-
tion, but also the connected vehicles’ detections as presented
in Figure 10. In order to be used as a ‘‘moving RSU’’, the
automated vehicle has to be equipped with onboard sen-
sors with environment perception capabilities, an accurate
positioning system, e.g., GNSS with real-time kinematics
correction, a computational unit to generate the local object
lists, and a V2X unit to enable the vehicle/infrastructure
communication.

To integrate the connected vehicles’ detections to the
transformation and posterior global fusion, three pieces of
information are essential: the position of the transmitting
vehicle in geographic coordinates, the heading angle, and the
position of the detected traffic participants in local Cartesian
coordinates. Once the position of the vehicle in geographic
coordinates is received, it is transformed to local Cartesian
coordinates, and together with the heading information, the
state transformationmatrix is created according to (2). Unlike
the RSUs, the transmitting vehicles constantlymove along the
test field. For this reason, a new transformation matrix must
be generated for each received local object list. Afterward,
the position of each local detect traffic participant is con-
verted to global Cartesian coordinates for the posterior global
fusion. The confidence level of the detections generated by
the infrastructure is considered superior to the one generated
by the connected vehicles. Thus, if the same traffic participant
is detected by infrastructure and connected vehicles, during
the global fusion, only the state information generated by the
infrastructure is considered for the posterior steps.

D. EXTENDED PERCEPTION
The automated vehicles cannot guarantee a safe operation
in all road traffic scenarios if the detection of the traffic
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FIGURE 11. Extended perception.

participants relies only on the onboard sensors, once they are
subject to occlusion. In a critical scenario, e.g., a pedestrian
in an occluded area, obstructed by a parked car, with the
intention to cross the road some meters in front of an auto-
mated vehicle driving straight, as illustrated in Figure 11. The
in-vehicle sensors may not be able to detect the presence of
this individual, which has a high chance of resulting in a fatal
collision. Thus, the AVs require a method to maintain a safe
operation even if the local perception system has limitations
and cannot fully monitor the environment.

The extended environment utilizes different RSUs to mon-
itor specific regions on the road. Suppose the system detects
the occurrence of a critical scenario resulting in a possi-
ble collision between a connected automated vehicle and a
vulnerable road user (VRU). In that case, it generates an
avoidance maneuver and transmits this information as a high
priority to the automated vehicle. The proposed approach
allows the AVs to react to a critical situation with a larger time
to collision when compared to other systems relying only on
onboard sensors as presented in [61], [62], [63], and [64].
Thus, increasing the chance of successful avoidance even
when implementing smoother maneuvers, once comfort is
one of the target criteria.

The extended environment perception system for vulnera-
ble road users’ collision avoidance is composed of 5 parts.
An overview is illustrated in Figure 11. The first part of
the system is responsible for input generation. It comprises
different infrastructure-based sensors, including range and
visual sensors such as LiDARs, radars, and cameras. The
sensors and a local processing unit provide a local object
list, containing information on all detected objects, to a cen-
tral computer, which can also receive data from other road
users’ sensors, such as automated vehicles driving within a
specific range. The local object lists are transformed from
local to global cartesian coordinates, and the same objects
detected from different sources are fused. Then, the global
object lists are compiled. Based on the global object lists, the
system monitors specific areas on the road, e.g., pedestrian
crossings and sidewalks nearby side parking areas, through
the monitoring module. Thus, all VRUs within these areas

are tracked, and the motion prediction module predicts their
movement. The collision risk assessment module compares
all future trajectories of the automated vehicles and possible
crossing VRUs and evaluates the collision likelihood. The
risk is determined at different levels. According to the risk
level, the trajectory planning module generates the evasion
maneuver, either a braking maneuver or a collision-free tra-
jectory, balancing the actuation intensity with the comfort
of the passengers. Hence, the automated vehicle receives the
evasion maneuver as a high priority and activates the by-wire
actuators to perform the avoidance maneuver.

VII. VALIDATION OF TRAFFIC MONITORING
Validation is the common term used to represent a sequence
of test procedures to confirm and document that a process or
component has met particular requirements for a specific use
to ensure its safe operation [65]. In this context, validating
the traffic monitoring and global fusion concepts requires a
vehicle capable of recording its precise positioning informa-
tion. Therefore, the automated vehicle platform, ‘‘ANTON,’’
has been employed. ANTON is an experimental platform
for developing and testing connected and automated driving
functions [66]. The vehicle platform consists of a Renault
Twizy Life, extended with a drive-by-wire system to control
longitudinal and lateral dynamics, and a modified car body
to allocate all necessary hardware. The vehicle has flexible
sensor mounts to accommodate eight cameras, one LiDAR,
one radar, two GNSS devices, a vehicle-to-x communication
unit, and a router. The modified car body also provided addi-
tional space for the processing unit, an in-vehicle computer
for local sensor data processing. Moreover, it is equipped
with an autonomous driving stack, ROS 1-based, including
software for environment perception, planning, decision, and
actuation. Another essential feature is the approval for public
roads, valid in the entire German territory. Figure 12 presents
an illustration of all components.

A GNSS with high positioning accuracy is required to
obtain ground truth measurements for system validation. For
this reason, the vehicle platform is equipped with an ANavS
Multi-Sensor RTK, a GNSS device with real-time kinematics
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FIGURE 12. Automated driving platform.

correction. In addition, the comparison between ground truth
and infrastructure positioning measurements requires a com-
mon time reference. The solution was to synchronize both
systems with the same time source. In this case, a Network
Time Protocol (NTP) server synchronized with Global Posi-
tioning System (GPS) time has been employed to establish
a common time source for all RSUs. Likewise, the vehicle
platform utilized an NTP server synchronized with a similar
GPS device. Thus, the measurements generated in two inde-
pendent and unconnected systems could be compared.

For validation purposes, the measurements obtained with
the GNSS device have been defined as ground truth. From
now on, the measurements are the quantities measured by
the infrastructure. The distances between measurements and
ground truth have been calculated using two approaches. The
first employed the haversine formula, which determines the
distance between two points (A and B) on a sphere given their
longitudes and latitudes, as follows

dlon = lonB− lonA,

dlat = latB− latA,

h = sin2(
dlat
2

)+cos(latA) cos(latB) sin2(
dlon
2

),

Distance(AB) = 2 r arcsin(
√
h). (23)

where: lonA and lonB are the longitudes of points A and B
in radians, latA and latB are the latitudes of the points A
and B in radians, and r is the radius of the earth, which is
approximately 6371000 m. The second approach consists of
converting the positions of both ground truth and measure-
ments to global Cartesian coordinates. Afterward, the shortest
distance between them is obtained based on the Euclidean
distance as presented in (21).

In order to simplify the analysis, the RSUs 5 and 6 have
been selected for validation. In the validation scenario,
ANTON stands still on the side of the road, around 70 m
before the RSU 6. After 2 seconds, it is accelerated until
it reaches a speed of 40 km/h, and it returns to a stand-
still condition, on the side of the road, around 70 m after

FIGURE 13. Preliminary positioning comparison.

FIGURE 14. Preliminary positioning deviation.

the RSU 5. During the scenario execution, 210 infrastruc-
ture positioning and speed measurements were recorded and
compared with the ground truth. The preliminary positioning
results are illustrated in Figure 10. In Figure 13, the blue dots
represent the infrastructure positioning measurements, and
the red dots the GNSS positioning.

The 210 positioning measurements presented a deviation
from the ground truth with a mean of 1.5 m and a standard
deviation of 1.13 m. In order to evaluate the precision of the
map-based transformations, the measurements, and ground
truth have been compared using the Euclidean distance,
calculated from the Cartesian coordinates of the measure-
ments, and the map-based transformation from geographic to
Cartesian coordinates of the ground truth. As well as using
the haversine formula, utilizing the map-based transformed
Cartesian to geographic coordinates of the measurements and
the geographic coordinates of the ground truth. Both methods
deviated in the mean by 0.002 m. The positioning deviation
calculated with both methods is shown in Figure 14, where:
the blue and red curves represent the deviation between mea-
surements and ground truth calculated with the haversine
formula and Euclidean distance, respectively.

Moreover, the velocity profile executed during validation
has been recorded for analysis. A total of 210 measurements
performed by the infrastructure have been compared with
the velocity obtained by the positioning system. The veloc-
ity deviation from the ground truth presented a mean of
3.70 km/h and a standard deviation of 3.99 km/h. In Figure 15,
the blue curve represents the velocity measured by the
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FIGURE 15. Preliminary velocity comparison.

infrastructure, and the red curve represents the velocity pro-
file obtained with the GNSS device.

A preliminary performance evaluation of the test field
considered two aspects: processing resources and latencies.
A benchmark was used to analyze the processing capabili-
ties of the application units and mission control server and
the processing and communication latencies. At first, the
computation of the local perception software stressed the
Central Processing Unit (CPU) and the Graphics Processing
Unit (GPU). Once the camera-based detection requires most
of the processing capabilities, the camera frame rate was
periodically increased until the application unit achieved its
processing limits. In an overload operation, the application
unit can process one camera capturing up to 40 frames per
second, or in a normal load operation, under 90% of the
processing resources, it can process one camera at 30 frames
per second. As the most equipped RSUs have three cameras,
a common frame rate of 10 Hz was set for all cameras in the
test field. In addition, the local processing time required to
process the sensor’s raw data and generate a local object list,
considering the most quipped RSU, is, on average, 10 ms.
Moreover, the time for encoding, transmitting, and decoding
messages through SENSORIS is, on average, 2,5 ms. The
time needed to process the traffic monitoring functionalities
on the mission control server, considering the tracking of
30 road users, is, on average, 50 ms. Thus, the total elapsed
time from the instant the raw sensor data reaches the appli-
cation unit until the generation of the global object list is
approximately 62,5 ms.

VIII. CONCLUSION
This paper introduces the architecture of the test field ‘‘First
Mile,’’ currently being implemented in the framework of
the project IN2lab in the city of Ingolstadt. The presented
infrastructure includes eleven roadside units equipped with
distinct vision and range sensors, an environment perception
software stack, data processing units, and communications
hubs. In this concept, the application units process the sen-
sors’ raw data locally in each RSU. Then, the local object
lists are transmitted to the mission control responsible for the
local/global coordinate transformation and the global object
fusion, providing the global object list to each use case.

The use cases presented the functionalities of the test
field and their benefits to the safety of connected auto-
mated vehicles, which includemonitoring traffic participants,
reception of local detections, and transmission of redundant
environment perception information to connected vehicles.
This information is indispensable for overcoming safety
uncertainties caused by the limitation of onboard sensors
due to temporary occlusion and adverse weather conditions.
Another essential function being developed has the potential
to identify critical scenarios in advance and actuate the con-
nected automated vehicles to avoid or mitigate the occurrence
of accidents.

The automated vehicle platform ANTON has been utilized
to validate the traffic monitoring use case. The positioning
comparison between the infrastructure measurements and
ground truth, illustrated in Figure 13, presented a deviation in
the mean of 1.58 m with a standard deviation of 1.13 m. Con-
sidering that ANTON has a length of 2.338 m and a width of
1.396 m, the majority of the measurements are inside the lim-
its of the vehicle body. As the camera-based detection cannot
guarantee the generation of the bounding boxes at the same
location on the vehicle body, thus varying the measurement
point, the implementation of 3D bounding boxes is a possible
solution to reduce the positioning deviation. Moreover, the
positioning deviation has been calculated with both haver-
sine and Euclidean functions, presenting a variation of less
than 0.002 m in the mean, demonstrating that the map-based
transformation does not generate additional errors.

The velocity profiles in Figure 15 presented a deviation
from the ground truth in the mean of 3.70 km/h and a standard
deviation of 3.99 km/h. Despite the high accuracy of the
velocity measurements provided by the radars, the deviation
obtained is mainly generated during sensor data fusion, once
the camera-based detection and LiDAR-based detection pro-
vide less accurate velocity information to be associated in
the sensor data fusion. In Figure 15, the velocity bias present
at 5 s is mainly caused by the limitation of the cameras to
estimate the ego’s velocity at a large distance from the sensor.
When the road users are significantly far from the RSU, the
speed estimation can be improved by fusing the camera with
the radar detections. However, the Hungarian data associa-
tion failed to associate the detections in this specific period.
Lastly, Figure 15 also highlighted that after the blind spot
regions, where the vehicle is not monitored by any sensors,
the speed measurements deviate largely. The size of the blind
spot in front of the RSUs 5 and 6 is also visible in Figure 13.
It emphasizes the need to implement new sensors to moni-
tor such areas and improve the overall system measurement
accuracy.Moreover, processing and communication latencies
were considered sufficiently low.

The future work will focus on continuing the implemen-
tation and optimization of the aforementioned functionalities
and integrating new sensors. Moreover, a new camera-based
detection approach based on 3D bounding boxes will be
implemented to improve road users’ position and velocity
estimation and guarantee the same position reference point.
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