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ABSTRACT Joint Source-Channel Coding (JSCC) is a powerful technique that allows for the efficient
transmission of information by simultaneously considering the characteristics of both the source and the
channel. The recently proposed Exponential Golomb Error Correction (ExpGEC) and Rice Error Correction
(REC) codes provide generalized JSCC schemes for the near capacity coding of symbols drawn from large or
infinite alphabets. Yet these require impractical decoding structures, with large buffers and inflexible system
design, this was mitigated by the introduction of the Reordered Elias Gamma Error Correction (REGEC)
which itself had limited flexibility with regards to source distribution. In this paper, we propose a novel
Reordered Exponential Golomb Error Correction (RExpGEC) coding scheme, which is a JSCC technique
designed for flexible and practical near-capacity performance. The proposed RExpGEC encoder and decoder
are presented and its performance is analysed using Extrinsic Information Transfer (EXIT) charts. The flex-
ibility of the RExpGEC is shown via the novel trellis encoder and decoder design. Finally, the Symbol Error
Rate (SER) performance of RExpGEC code is compared when integrated into the novel RExpGEC-URC-
QPSK scheme against other comparable JSCC and Separate Source Channel Coding (SSCC) benchmarkers.
Specifically the RExpGEC-URC-QPSK scheme is compared against the REGEC-URC-QPSK scheme,
and a serial concatenation of the Exponential Golomb and Convolution Code, which becomes the novel
Exp-CC-URC-QPSK scheme. Our simulation results demonstrate the performance gains and flexibility of
the proposed RExpGEC-URC-QPSK scheme against the benchmarkers in providing reliable and efficient
communications. Specifically, the RExpGEC-URC-QPSK scheme outperforms the SSCC in a uncorrelated
Rayleigh fading channel by 2 to 3.6 dB (dependent on source distribution). Furthermore, the RExpGEC-
URC-QPSK scheme consistently operates within 2.5 dB of channel capacity when measuring Eb/N0,
whilst providing flexibility in SNR performance when compared to the REGEC-URC-QPSK scheme. These
performance gains come at the cost of complexity, whereby the RExpGEC-URC-QPSK scheme is 3.6 times
more complex than Exp-CC-URC-QPSK scheme under certain conditions. This paper highlights the unique
capabilities of RExpGEC as a high performance, practical and flexible JSCC technique.

INDEX TERMS Channel coding, joint source-channel coding (JSCC), reordered exponential Golomb,
source coding.

I. INTRODUCTION
The modern world relies heavily on information content
and reliable access to information transfer of large data
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sources. In order to transmit this information over noisy
wireless communications links via reliable means, informa-
tion sources are typically encoded via a process known as
source coding in order to compress them. Then these sources
are separately encoded to enable redundancy and robustness
by channel coding. This process, originally postulated by
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Shannon in [1] utilizes Separate Source and Channel Coding
(SSCC) which can theoretically achieve near capacity oper-
ations. In SSCC a separate near-entropy source code, such
as the Lempel-Ziv code [2], Elias Gamma [3], Huffman [4],
Golomb [5], Shannon-Fano [6] codes, or many other pos-
sible source codes [7], [8], [9], [10], can be utilised with
a separate channel code, such as a turbo code [11], [12],
Polar Code [13], LDPC code [14], or any number of channel
codes [6], [15], [16], [17], [18], [19] to theoretically achieve
near-capacity performance. However in order to achieve
near-capacity performance these near-entropy source codes
become infinitely complex, extraordinarily large in block
size [20] or require large processing times [21]. For example,
the Lempel-Ziv code [2] requires accurate knowledge of the
entire source and associated symbol probabilities before a
single bit can be transmitted to the receiver. Equally with
SSCC, a single bit in error, or a dropped packet can cause
the entirety of the information to be lost. Therefore, not only
must a robust channel code be utilised, but error checking and
higher layer signalling must be employed to ensure the entire
message is received.

For the transmission of information, whereby the source
distribution is not known apriori, there is strong motivation
for the use of universal codes for source coding [22], which
provide finite codeword lengths irrespective of source distri-
bution, provided the source is monotonically distributed. This
family of codes are known as universal codes, and include
Elias Gamma [3], Fibonacci Code [23] and the Exponential
Golomb (ExpG) code [24]. These universal codes operate
without any knowledge of the source symbol probabilities.
However, non-negligible redundancy remains in the encoded
bitstreams, which in turn leads to capacity loss when treated
as a separate source and channel problem. This capacity
loss motivates Joint Source Channel Coding (JSCC) [25]
whereby the residual redundancy from the source coding
can be utilised to enhance the attainable error correction
capability.

State of the art JSCC techniques, such as the Reordered
Elias Gamma Error Correction Code (REGEC) [34] have
been demonstrated to show near capacity performance both
large and infinite cardinality sources. However, they are
only designed for a limited range of probability distribu-
tions, approximating specific zeta distributed sources which
are psuedo-monotonic in nature (where successive symbols
have successively lower symbol probabilities). This limi-
tation meant that outside of these source distributions the
REGEC code offers poor coding efficiency outside of these
source distributions.

The Exponential GolombError CorrectionCode (ExpGEC)
code introduced in [35] is parameterizable, whereas the Elias
Gamma code used in the REGEC code of [34] is a special
case of this with fixed parameters. Therefore, the ExpGEC
is more generalized and has greater flexibility for different
source distributions. However, the proposed scheme requires
a series of buffers to realise, due to the structure of the ExpG
code and its variable length nature. Furthermore, the proposed

TABLE 1. Relevant and major contributions in source and channel coding.

scheme had high complexity and the ExpGEC could not be
represented using a single finite complexity decoder, as could
be done with the REGEC in [36]. A summary of relevant
and major contributions in the field of channel coding, source
coding, and JSCC is presented in Table 1.
In this paper, we propose the Reordered Exponential

Golomb Error Correction Code (RExpGEC), which attempts
to tackle these problems, and presents a novel highly flexible
JSCC that can be used for diverse probability distributions
with a large of infinite source cardinality. The proposed
RExpGEC is able to be realised in a finite complexity decoder
attaining near-capacity performance for a variety of source
symbol distributions. We further illustrate the performance
and flexibility of the novel RExpGEC by providing sim-
ulation results of the proposed scheme in a uncorrelated
Rayleigh fading channel in comparison to a SSCC bench-
marker.

Given the above background the novel contributions of this
paper can be summarized as follows:

1) We propose the novel RExpGEC coding scheme,
which is a flexible near-capacity JSCC suitable for
any pseudo-monotonic source distributions including
diverse zeta-distributed sources.

2) We propose a novel trellis decoder designed for the
proposed RExpGEC code which has a low and finite
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FIGURE 1. Structure of the paper.

complexity even when symbols are drawn from a large
or infinite alphabet.

3) We propose a novel iterative decoding scheme which
exemplifies the concatenation of the RExpGEC with a
Unity Rate Convolutional (URC) inner code and QPSK
Modulation (RExpGEC-URC-QPSK)

4) We present novel performance analysis of RExpGEC,
measured by Extrinsic Information Transfer (EXIT)
chart analysis initially developed in [37], and by Sym-
bol Error Rate (SER) performance when concatenated
with a URC inner code and QPSK modulation,

5) We compare the Symbol Error Rate (SER) of the
RExpGEC-URC-QPSK scheme performance to that of
comparable JSCC and SSCC techniques.

Our findings illustrate the exceptional performance and
flexibility of RExpGEC in delivering reliable and efficient
communication over a wireless channel. Specifically, the
RExpGEC outperforms the SSCC in a uncorrelated Rayleigh
fading channel by 2 to 3.6 dB (dependent on source distri-
bution), whilst providing a finite and low complexity that is
flexible dependent on system design. Furthermore, we show
that by increasing the paramaterization of the REGEC with
the RExpGEC, the utility for different pseudo-monotonical
source distribution improves, due to the ability to closer
match the source distribution to the average codeword length
and target the source coding performance of the RExpGEC.

This paper emphasizes the unique features of the
RExpGEC and its ability to offer near-capacity flexible
source and channel coding. A visual structure of the paper can
be seen in Figure 1 demonstrating the flow of the discussion
within this paper. The rest of the paper is organized as follows.
We provide an introduction to the novel RExpGEC code
in Section II, where we highlight the novel contributions
both around the development of a universal JSCC that can
be flexibility adapted to different source distribution and
has a finite low complexity decoder even when the source
alphabet is large or infinite. In Section III we exemplify a
novel concatenation of the RExpGEC with a URC inner code
and QPSKmodulation, known as the RExpGEC-URC-QPSK
scheme, to achieve near-capacity performance. Furthermore,

Section III also provides novel contributions presented based
on the EXIT chart analysis of the RExpGEC outer and URC
inner code to enable the near-capacity design of the inner
code and predict SER performance. In Section IV we then
compare the SER results against a series of benchmarkers in
order to understand the relative and absolute performance of
the RExpGEC scheme. Finally, we conclude in Section V.

II. PROPOSED RExpGEC CODE
In this section, we introduce the novel RExpGEC code design
and its constituent components, which are the novel RExpG
encoder and the Trellis encoder which enables transition from
RExpG to RExpGEC, as well as the corresponding novel
trellis decoder which enables a finite, low complexity and
flexible decoder design for the RExpGEC.

The considered block diagram of the RExpGEC is shown
in Figure 2, where x represents the sequence of information
symbols, r the sequence of RExpG encoded bits, and z the
sequence of RExpGEC encoded bits. For the purpose of
Figure 2 the inner code functionality also constitutes modula-
tion mapping and demapping for transmission over a wireless
channel, as these can be seen as part of the generic inner code
functionality for the RExpGEC.

Section II-A introduces the RExpG code, its design, and
some of it’s attractive qualities which enable the novel tree
and trellis designs. Section II-B introduces our novel RExpG
decoder, which operates on a novel tree representation of the
RExpG code. This tree has a finite complexity which enables
the design of a finite yet flexible trellis, which is used as
the basis for RExpGEC decoder described in Section II-C.
Section II-D introduces the novel trellis structure design
for the RExpGEC and how it is used to encode RExpGEC
codewords. Section II-D introduces the novel trellis decoder
for the RExpGEC and how it is used to decode RExpGEC
codewords for near-capacity performance.

A. RExpG CODE
The proposed novel Reordered Exponential Golomb
(RExpG) code is a universal code which can work with large
or infinite source sets, where each symbol in the source
sequence d has a value (di) in the range 1 to L (which is
the cardinality of the source), where higher symbol values
correspond to reducing probabilities. Each symbol is mapped
to a RExpG codeword, where longer codewords are used
for higher symbol indices. These symbols can be seen in
Table 2 The code is parameterised by the k parameter,
where k ∈ (0, 1, 2, 3, . . .). This enables the code to have
high-efficiency source coding for a variety of different dis-
tributed sources [38], as discussed in [35] where the authors
discuss the information efficiency of the similar Exponen-
tial Golomb code for varying zeta-distributed sources. This
ability to closely match a zeta distributed source enables the
RExpG to be suited to a variety of different uses, such as
video [34], [39], text [40] or imagery [41] which provides the
RExpGEC with a wide flexibility.
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FIGURE 2. Generic Block Diagram of RExpGEC.

TABLE 2. The decomposition of symbols di of the Reordered Exponential
Golomb Codewords for k ∈ 0, 1, 2, 3 demonstrating the concatenation of
the Mixed and Terminal codes. ‘Combi’ refers to the combination of
interlaced FLC and Unary bits, ‘T’ and ‘Term’ both refer to the
Terminal bits of the RExpG codeword.

As shown in Table 2 the bits in each RExpG codeword
may be considered to derive from two groups, a unary part
and a fixed length part, which are interlaced to create the
RExpG codeword, in a manner shown in Figure 3. For the
purpose of illustration in Figure 3 the bits which derive from
the unary group can be referred to as the unary sub-symbol,
and those from a fixed length the Fixed Length Code (FLC)
sub-symbol. The bits which derive from the an underpinning
Fixed Length Code (FLC), are shown in yellow in Table 2
and referred to as u, whereas the bits which derive from a
unary code are shown in blue in Table 2 and are referred
to as t . The initial bit of the RExpG codeword is always a
unary bit, following which the bits are subsequently inter-
laced between unary and FLC bits until the final unary bit is
reached, this initial section of the codeword can be referred to
as the ‘combination’ section of the codeword. The final k bits
corresponding to the k parameter of the RExpG code itself
will always be bits derived from the fixed length sub-symbol,
where this section of the RExpG codeword can be referred
to as the ‘terminal’ section of the codeword. This interlacing
and construction can be observed in Figure 3
The Unary Code, as used in the unary sub-symbol,

is defined by a series of all zero-valued bits immediately

TABLE 3. The decomposition of symbols di of the ExpG Codewords for
k = 0, k = 1, k = 2, and k = 3 showing the concatenation of the Fixed
Length Code and Unary codes.

FIGURE 3. Construction of RExpG symbol di = 12 when k = 1.

followed by a single logical one-valued bit, which is subse-
quently referred to as the terminal unary bit which indicates
the end of the Unary Code sub-symbol, the total length of the
Unary code sub-symbol u is defined as x(di).

x(di) = ⌊log2(di + 2k − 1)⌋ + 1 − k. (1)

The Fixed Length Code sub-symbol is a representation of
the bits which exist within a RExpG symbol which derive
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from the fixed length part and can be directly be calculated
as the sub-symbol t(di). The value of the fixed length sub-
symbol is.

t(di) = di − 2⌊log2(di+2k−1)⌋
+ 2k − 1, (2)

which is represented in binary form with a length exactly
corresponding to s(di).

s(di) = ⌊log2(di + 2k − 1)⌋. (3)

The RExpG codeword has a length as follows in
Equation (4), of which x(di) of those are Unary bits, with the
remainder s(di) being FLC bits. This is the sum of the length
of the Unary x(di) and FLC s(di) sub-symbols.

l(di) = x(di) + s(di) = 2 × ⌊log2(di + 2k − 1)⌋ + 1 − k.
(4)

Based on Equation (4), for the RExpG the terminal unary
bit is set at a fixed k bit locations from the end of the codeword
and preceding this every alternative bit is a Unary codeword.
Therefore, there is always a known number of bits to the
end of the codeword, which is k bits, following a logical
one-value unary bit. This enables a finite complexity decoder
to be utilised as will be detailed in Section II-D.
To provide a specific example of a RExpG symbol,

we visually describe the process for developing the RExpG
symbol for di = 12 when k = 1 in Figure 3, and how a
transmitter can convert from symbol di to a RExpG codeword
r(di). This symbol d = 12, k = 1 will be utilised as an
example throughout Section II.
As can be observed in Figure 3, initially the sub-symbol

u(12) is generated with a length of 3, as defined by
Equation (1), which generates the sub-symbol 0, 0, 1 (as indi-
cated by the blue bits), and the corresponding sub-symbol
t(12) with the integer value 5 as defined by Equation (2),
which in binary form with a length defined by Equation (3)
is 1, 0, 1 (as indicated by the yellow bits). Following this via
the RExpG generation process these sub-symbols produce
the RExpG codeword 0, 1, 0, 0, 1, 0. Therefore the bits in
location 2,4 and 6 originate from the Unary sub-symbol,
whereas bits in location 1,3 and 5 originate from the FLC
sub-symbol.

Table 2 shows the first 15 codewords for the RExpG code
for k ∈ 0, 1, 2, 3. The colours represent the same colours as
those used in Figure 3, which will be the same colours used
throughout the remainder of this paper to represent bits which
are derived from FLC and unary components.

Let us now compare our novel RExpG code with the
ExpG code of [35], for which the first 15 codewords are
shown in Table 3 and elaborate on the similarities and dif-
ferences between the two codes. Whilst the structure of the
RExpG code is generated from interlaced unary and FLC
sub-symbols as described above, the structure of ExpG is
composed simply of two concatenated sub-symbols u(di)
and t(di), which represent a sub-symbol of Unary Code bits
and a sub-symbols of Fixed Length Code bits respectively.
As observed in Table 3 the location of the terminal Unary bit

of each ExpG symbol d(di) in a sequence of symbols D is
at an unknown location, as the terminal unary bit is located
at a variable location from the end of each codeword, and
preceded by an unknown number of logical zero-valued bits.
This property motivates the design of the RExpG code, where
in contrast, the terminal unary bit is at a known distance
from the end of the codeword. As we will show in the next
sections, this known property of the RExpG can be exploited
for designing a finite complexity decoder, rather than the
infinite complexity decoder that is required for the ExpG.

The total rate Ro of the RExpGECwhen compared with the
original information source is a function of both the coding
rate of the scheme, the modulation order, as well as the infor-
mation efficiency (η). The information efficiency of different
P1 and k distributions of the RExpG can be seen in Figure 4
where different P1 and k distributions are shown. These
difference η parameters, combined with the coding rate and
modulation order, produce a Continuous-Input Continuous-
OutputMemoryless Channel (CCMC) capacity for the energy
required per bit of information (based on the entropy of the
information source) which differs according to the source
distribution. For a monotonic source with P1 of 0.6 and the k
parameter of 0, this offers the highest information efficiency
or η, which matches with the P1 value chosen for the EXIT
analysis presented in Figures 11 to 13 in Section III-C and
simulations presented in Figure 15 in Section IV. However,
for a different P1 value, such as 0.3, other values of k offer
better performance, and this can be observed in the results
shown in Figures 16 and 17 of Section IV.

FIGURE 4. Information Efficiency (η0) of RExpG with different Zeta
distributions of infinite cardinality.

B. RExpG DECODER
In this section we introduce a method to decode a sequence
of RExpG codewords via the RExpG tree decoder, which is
illustrated in Figure 5.
As discussed in Section II-A, a key motivation for the

RExpG (and associated RExpGEC) is to enable the serial
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FIGURE 5. RExpG Tree Decoder with a tree depth of 1, and an example of
decoding the RExpG symbol with values RExpG k = 1, di = 12.

decoding of a sequence of symbolsD and to enable a finite yet
flexible decoder design. In order to enable the RExpGEC to
have a finite complexity decoder, one must have a finite sized
binary tree, which can be achieved with the RExpG code and
is described below.

In Figure 5 the tree is represented visually, where each line
represents a transition of the RExpG codeword whereby a
dashed line represents a 0 bit valued transition and a solid
line represents a 1 bit valued transition, and each coloured
node represents either a FLC derived state (yellow square)
or a unary derived state (blue circle), which are uniquely
numbered. The white circles represent the leaf nodes, which
indicate that a symbol has been reached. In the case of the tree
in Figure 5 which represents a depth of 1, there are 8 unique
leaf nodes (also referred to as terminal nodes), with the final
2 leaf nodes representing all symbols above 7 depending on
the holding pattern. A RExpG tree with a larger depth will
have more unique leaf nodes and utilise the holding pattern
less, as more symbols are likely to have unique paths through
the tree.

Because of the design of the RExpG code, a tree can be
designed in such a way with a holding pattern, which con-
stitute a single FLC and Unary holding state with a circular
transition as well as an exit and entry transition, as exempli-
fied in Figure 5 between states ’7’ and ’9’. This is considered
until the conditions of the Unary sub-symbol becoming a
logical 1-valued bit can escape to a known FLC sub-tree,
which is constant, as there are always a constant k FLC
bits, following the terminal unary bit. This can be observed

FIGURE 6. Number of States of the RExpG Tree decoder as function of
both depth and k .

in Figure 5, which shows the ability to enable a holding
pattern at the terminal unary bit, which in turn enables a finite
complexity tree to be achieved for the RExpG code.

Furthermore, where the value of k used in the tree in
Figure 5 is 1, the k parameter dictates the number of states
in each FLC branch, which comes from unary states, when
a logical one-valued bit is identified, indicating a terminal
unary bit. This is exemplified in Figure 5, where for states
′2′,′ 6′,′ 8′ and ′10′ these are the initial stages of an FLC
branch. In this case, with the k paramater having a value of 1,
there are 2 terminal nodes. Correspondingly, if k was 0 these
nodes themselves would be only one terminal node, and if k
was 2 there would be 2 FLC ‘stages’ and 4 terminal nodes.

The number of Unary branches which are before the hold-
ing pattern and therefore total number of states of the RExpG
tree decoder can be defined by the depth parameter, which
enables the system designer to vary the complexity of the
system design. This scaling of complexity when increasing
the k and depth parameter, for the RExpGTree decoder can be
observed in Figure 6, where the number of states can be seen
increasing exponentially with depth. This increase in depth
enables more unique leaf nodes and unique paths through the
tree, which in turn could enable greater entropy to be achieved
and potentially achieve mild performance gains.

Furthermore, Figure 5 also offers an example of how the
tree decoder can be utilised to decode the symbol d = 12,
if we trace each received bit down the binary tree, which is
represented by the bold trace through the tree itself. Note,
this is the same received codeword as we have shown being
generated in Figure 3.
Explicitly, when the first bit received is a logical 0, it is

impossible for this to be a terminal unary bit and the trace
proceeds to the right and not into the terminal FLC branch.
At this point a logical one-valued bit is received for the 2nd
transition, and this must be stored in memory via a counter
(as it is retrieved once the decoder leaves the holding pat-
tern). Then, at the next Unary bit, another zero-valued bit is
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received, and as the depth of this decoder is fixed at 1, the
decoder enters the holding pattern. Here the 4th transition is
stored in memory as a 0, and the 5th transition represents the
terminal unary bit as a logical one-valued bit, so the decoder
leaves the holding pattern and into a terminal FLC branch.
As the bits for the second and fourth transition were stored
in memory via the use of a counter, they enable the receiver
to identify that it was symbol 12 which was transmitted by
observation of a matrix which can be used to identify which
symbol was transmitted. This matrix will have a width of 2k

and a depth corresponding to length of each symbol. The
‘depth’ of the tree, in this case where k = 1, depth = 1
and the codeword is 6 bits in length, this matrix has 4 rows.
Specifically it is possible to identify the symbol transmitted
corresponds to d = 12 as the second and fourth transition
from the counter ′1, 0′, with the second transition being the
most significant bit. The second transition defines whether
the symbol at the terminal node exists in the lower half (if it
is a 1), or the upper half (if it is a 0) of all possible states. Then,
the fourth transition further down selects within this half and
if the codeword is longer, then the sixth, eighth and every even
transition until the terminal unary bit can downselect until a
single row is identified. The column can then be identified
by the transitions in the terminal FLC tree. In this case, a
1-valued bit was transmitted which corresponds to the right-
most column, and as such it is able to be identified that the
symbol in location (2,3) was transmitted, corresponding to
symbol d = 12. This is shown by the brackets in Figure 5
whereby symbol 12 was able to be identified.

In comparison, in a scheme such as the ExpGEC as
proposed in [35] a tree decoder would produce an infinite
complexity tree, as it would be unable to generate a holding
pattern as their is a variable number of bits seceding any
terminal unary bit, which itself cannot be easily identified.
This concern is visually demonstrated in Figure 7, where
a branch extending infinitely to the right can be observed
beyond the third Unary bit. To receive additional Unary bits
within the ExpG codeword, the receiver needs to expand the
FLC tree sub-structure, which increases the receiver com-
plexity exponentially. This expansion could continue up to
infinity, depending on the number of Unary bits the receiver
intends to receive.

In Section II-C and II-Dwe introduce the finite but variable
trellis used in the encoding and decoding of RExpGEC, based
upon the tree discussed in Section II-B.

C. RExpGEC TRELLIS ENCODER
In this section, we introduce the novel Trellis encoder as
shown in Figuer 2, which in addition to the RExpG encoder
creates the overall RExpGEC encoder. The RExpGEC is the
JSCC generated from the base RExpG code, discussed in
Section II-A, via the RExpGEC trellis encoder which applies
redundancy encoding according to the trellis design and code-
book.

The Trellis encoder can be observed within Figure 2 as a
component of the overall REXpGEC encoder functionality,

FIGURE 7. Tree Decoder for ExpG Decoder, k = 1.

with the input r and output z. The overall trellis structure
can be observed in Figure 9 and for each bit in vector r
we progress through one stage of the trellis depending on
the bit-value of the transition. The transitions that make up
each individual trellis stage can be observed in Figure 8
where the colour mappings of the nodes match those in
Figures 3, 5 and 7 to show FLC and Unary nodes with
transitions between them according to the bit values in r.
Specifically, a dashed transition represents a transition occur-
ing due to a 0 valued bit in the vector r, and a solid transition
represents a transition corresponding to a 1 valued bit in r.
Subsequently these transitions are referred to as ri = 0
or ri = 1.

The trellis is designed based upon the novel RExpG
tree, which is discussed in Section II-B, which enables a
finite complexity yet flexible design to be realised for any
pseudo-monotonically distributed source.

A single stage of the RExpGEC trellis, as shown in
Figure 8, is composed of a series of states represented as a
column (m’) along with a corresponding following series of
states (m) and the possible transitions (m|m’) between those
states are indicated by a dashed line where a 0 valued bit
transition occurs and a solid line when a 1 valued bit transition
occurs, as mentioned above. These transitions themselves
have direct mapping to the RExpG tree of Figure 5. For
example, node 1 of Figure 5 directly relates to state 1 of
Figure 8with transitionsmapped accordingly to state 14 and 3
of Figure 8 which are directly related to nodes 2 and 3 of
Figure 5. The transitions from (m|m’) from each node are
determined by the bit value of r, where each transition is
encoded onto a codeword, as will be described later in this
section, in order to form the RExpGEC codeword associated
with the vector z of Figure 2.
The transitions can be defined according to some simple

rules as follows:

• logical 1 valued RExpG transitions, where ri = 1, which
transit from a node n in the upper half of the trellis,
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complement logical 1 valued RExpG transition from
node n+ 1, where both cross the trellis

• logical 0 valued RExpG transitions, where ri = 0, which
transit from a node n in the upper half of the trellis,
complement logical 0 valued RExpG transition from
node n+ 1, where both transitions stay in their original
half of the trellis.

• logical 1 valuedRExpG transitions of the vector r, which
transit from a node where the state is a Terminal FLC
State will immediately enter state 1 or 2, the start/finish
states

These transitions allow different states to be transitioned
into. In order to categorise the states there are four possible
types of states, which we explicitly refer to in the trellis as the
following:

1) Start/Finish States These are the states entered at the
start and end of each RExpGEC codeword, which can
be entered from aUnary or a FLC transition (dependent
on k), and always leave on a Unary transition. The state
is between the end of one codeword and the beginning
of the next

2) Transitory States These are the states through which
the codeword may pass for longer codewords, and they
can be entered from a Unary or a FLC transition and
exited on the opposite transition type to that which it
was entered upon. If the exit transition is a ri = 1
valued UEC transition then the remaining transitions
of the RExpGEC codeword will be FLC states, as it is
a terminal unary bit and the trellis immediately enters
either the Terminal FLC states or the start/finish states
depending upon the value of the k parameter.

3) Holding StatesThese are the states which represent the
Unary and FLC states which a codeword can enter for
longer RExpGEC codewords. Depending on the depth
parameter, these holding states (which form a holding
pattern) can have a higher or lower chance of being
entered. If a ri = 1 valued transition occurs when in
the Unary holding state, it is a terminal unary bit and
the trellis immediately enters either the Terminal FLC
states or the start/finish states depending upon the value
of the k parameter.

4) Terminal FLC States These states only exist where
the k parameter of the RExpGEC is greater than 0, and
they directly correspond to the FLC ‘leaf nodes’ of the
RExpG tree. Once the trellis enters these states either
the codeword will immediately enter the start/finish
states, or further Terminal FLC States will be entered,
dependent on the value of k .

We consider the complexity of the trellis decoder to be
moderate in situations where the ‘depth’ parameter is low.
Specifically, in the case where k = 1 and depth= 1 the trellis
requires 140 add, compare, and select operations per iteration.

To provide an example of a specific path through the trellis,
we use the RExpG codeword (d = 12) = (0,1,0,0,1,1) to
represent the vector r, with state 1 being the initial state.

We take the bit in the first location denoted by r1 = 0,
then the dashed line representing a 0 logical bit leads to
state 3 (a transitory state), r2 = 1 causes the transition
to state 6 (a transitory state), the next location r3 = 0
would take the encoder to state 10 (a holding state), r4 = 0
to state 12 (a holding state), r5 = 1 to state 19 (a terminal
FLC state) and r6 = 1 to state 2 (a start/finish state). This
path is denoted as the bold path in Figure 9 where several
concatenated trellis stages are shown.
In order to enable a variable coding rate r for the

RExpGEC, each transition within the trellis is assigned an
output codeword of integer length 1/R. In the case of the
example shown in Figure 8, R = 0.5 and the output of each
transition is of size 2. Therefore, the symbol of d = 12,
k = 1 which is a 6 bit vector as the RExpG codeword
(as shown in Figures 3 and 5) becomes a 12 bit length vector z
as a RExpGEC codeword, of which the logical bit-values
are dependent on the codebook assigned to each RExpGEC
transition.
The codebook utilised for these transition must obey

some rules in order to maintain maximum hamming distance
between transitions when transmitted over the channel, and
reduce the probability of trellis following the orthogonal path
when received. These rules can be summarized as follows:

• logical ri = 1 valued RExpG transitions from a node n in
the upper half of the trellis, have a RExpGEC codeword
output that is complement to the logical 0 valued RExpG
transition from node n+ 1.

• logical ri = 0 valued RExpG transitions from a node n in
the upper half of the trellis, have a RExpGEC codeword
output that is complement to the logical 1 valued RExpG
transition from node n+ 1.

• logical 1 and logical 0 valued RExpG transitions from
the same state must have RExpGEC codeword outputs
that are orthogonal to each other.

Utilising these rules, a randomised codebook was gener-
ated to support Figure 8 that produced an output vector for
RExpGEC(d = 12) of (1,0,1,0,0,1,1,1,0,1,1,1), which is
based on the path through the trellis discussed earlier in this
section.
The trellis is mirrored and symmetrical with an upper and

lower half. A state of location n in the upper half has a
corresponding state n+1 in the lower half. For example, both
state 1 and 2 of Figure 8 relate to node 1 of Figure 5. The
reason for this mirroring is such that the trellis is designed
in a manner whereby every ri = 1 transition (of the RExpG
code) causes a transition from the lower half of the trellis to
the upper half, which allows the bit values of z to be equiprob-
able. If the RExpGwas not designed to produce equiprobable
bits then this would introduce capacity loss [32], [42].

D. RExpGEC TRELLIS DECODER
The RExpGEC decoder utilises the same trellis as that
defined at the encoder. The decoder utilises the trellis to
convert apriori LLRs related to encoded bits z̃a, which are
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FIGURE 8. Trellis Stage for RExpGEC, depth = 1, k =1.

FIGURE 9. Trellis for RExpGEC, depth = 1, k = 1.

received from the inner decoder, into extrinsic LLRs relating
to the encoded bits z̃e. The decoder also outputs aposte-
rior LLRs related to the uncoded bits r̃ in accordance with
the BCJR algorithm [43]. The BCJR algorithm [43] is a
forward-backward algorithm used in digital communication
for maximum a posteriori (MAP) decoding of any code that
can be expressed in a trellis format. The extrinsic LLRs
relating to the encoded bits z̃e can be exchanged with an
inner decoder to form an iterative receiver. Within this itera-
tive decoder the extrinsic LLRs produced by one component
become the apriori LLRs to the other, with the quality of
the LLRs typically improving with successive iterations. This
enables iterative decoding of a series of received channel
LLRs b̃ to provide strong error correction performance.
Initially the trellis is populated with the received sequence

of apriori encoded RExpGEC LLRs z̃a, as well as the known
probabilities of transitions P(m|m′) within the trellis.
The known probabilities of each trellis are calculated

offline as a conditional probability from each state to the next.
All initial states of the RExpGEC have 2 possible transitions
from every state, corresponding to ri = 0 or ri = 1. In order
to calculate the probabilities in an empirical manner, prior to
transmission and reception, a large discrete series of symbols
may be generated apriori (according to the k-parameter),
which become a sequence of RExpG codewords, which are
then passed into the trellis encoder, whereby each individual
transition occurrence is measured and the conditional prob-
ability from each node can be calculated. Specifically, this
is calculated by measuring how many times the transition
corresponding to ri = 0 is used in comparison to ri = 1, such
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that from each node the P(ri = 1) transition is calculated as
No(ri = 1)/[No(ri = 1) + No(ri = 0)] with the P(ri = 0)
being 1 − P(ri = 1). Following this process, and due to the
RExpGEC trellis being used for both encoding and decoding,
the transitions of the known conditional probabilities P(m|m′)
of the RExpGEC trellis transitions can be calculated.

The BCJR [12], [43], [44], [45] initially calculates the
γ values, which are introduced in [43] which represent the
probabilities of being in each state, given all the received
RExpGEC apriori LLRsz̃a and the apriori known probabil-
ities of each transition P(m|m′).

The algorithm then calculates the α values, which are
the probabilities of reaching each state of the trellis from
the previous set of states. The α values are calculated by
the receiver as a function of k , depth of the RExpGEC and
P1 of the source and represent the likelihood of each forward
transition. This forward recursion starts at the leftmost states
and successively calculates α values for each set of states
going from left to right [12].
Then, the algorithm calculates the backward β values,

which are the probabilities of reaching each state of the trellis,
given the previous state. This backward recursion starts from
the rightmost states and successively calculates β values for
each set of states going to the left [45].
The BCJR algorithm combines the α, β and γ values to

obtain the LLRs of each of the RExpG code bits in r̃ [43].
Following the completion of the BCJR algorithm, a hard
decision can be made on all aposterior LLRs of the encoded
bits to realise the vector x̂ as per Figure 2. This is done by
analysing the sign of LLRs in r̃, where postive LLRs represent
a binary 1 and negative a binary 0. If the codewords are
correctly received and the iterative code is able to correctly
converge then these bits should directly match the RExpG
codewords for the transmitted symbols x, as discussed in
Section II-A and in Section II-B.

III. SYSTEM DESIGN
In this section, we present a novel system design which
exemplifies the proposed JSCC RExpGEC code. This sys-
tem concatenates the RExpGEC as introduced in Section II
with a Unity Rate Code (URC) [46] and QPSK modula-
tion [47], [48], [49]. The system is henceforth referred to as
the RExpGEC-URC-QPSK scheme. The system design intro-
duces the key aspects of the RExpGEC scheme to achieve a
balance between flexibility and performance. The key com-
ponents of the system are thoroughly discussed in this section
to provide a clear understanding of the system, including
the constituent code components. This section serves as a
cornerstone for the evaluation of the system’s performance,
which is presented in subsequent sections of the paper.

In Section III-A we introduce the block diagram of the
system. Section III-B introduces the system parameters and
how they will be used in subsequent analysis.

EXIT chart analysis of the RExpGEC-URC-QPSK scheme
is provided in Section III-C, and for comparison with a com-
parable SSCC in Section IV. Furthermore, comparison with

a JSCC benchmarker, the REGEC code of [34] can be made
utilising the specific example of k = 0, as the underlying
REGEC can be seen as a special case of the RExpGEC
where k = 0.

A. SYSTEM MODEL
The RExpGEC-URC-QPSK system is presented in the
block diagram in Figure 10, where a vector of symbols x
is generated, which are turned into a vector of RExpG
uncoded bits r and subsequently RExpGEC encoded bits z.
These RExpGEC encoded bits are interleaved with 51 to
form a, then encoded with a URC code to produce encoded
RExpGEC-URC bits y. The RExpGEC-URC bits are then
interleaved with 52 into the vector b and mapped to QPSK
modulation for transmission over a wireless channel. For
the receiver the signal is received, demapped according to
the QPSK demapper, interleaved encoded LLRs correspond-
ing to the URC encoded signal b̃ and the interleaver π−1

2
are deinterleaved to form ỹ. These LLRs then undergo the
first operation of the URC decoding to form the extrinsic
LLRs from the URC decoder z̃a, along with a zero-valued ãa
(apriori information from the RExpGEC decoder). Following
this the RExpGEC Trellis is populated with z̃a and iterative
decoding between the RExpGEC Trellis decoder and URC
decoder commences, where the output z̃e becomes the input
to the URC of ãa when interleaved with 51 and the output
of the URC ãe becomes the input to the RExpGEC z̃e when
deinterleaved with π−1

1 . When the iteration limit is reached or
the system has converged a decision is made on the uncoded
RExpG LLRs r̃ and the received symbols x̂ is provided to the
Sink.

For the inner code, the URC is chosen in order to har-
ness the iterative performance of turbo-style receivers whilst
incurring moderate coding complexity [50]. The URC coding
rate has a rate exactly equal to 1, such that the number of
bits at the output y is exactly equal to the bits at the input a,
yet it introduces recursion into the bitstream, such that the
bits depend upon each other. This then enables iteration and
iterative information gain. URC codes have been proposed
for a wide variety of diverse applications for such iterative
purposes [51], [52], [53], [54] and are well suited as an inner
code for the RExpGEC-URC-QPSK scheme. Therefore, the
incorporation of a carefully designed URC enables flexible
iterative coding design when used as an inner code for mod-
erate complexity gain and no change to the overall RExpGEC
coding rate. The complexity of the RExpGEC-URC-QPSK
when the REXpGEC trellis decoder is concatenated with the
URC code produces 154 add, compare, and select operations
per iteration in the specific case of k = 1 and depth = 1,
however it is acknowledged that this complexity will increase
for differing k and depth parameters.

B. SIMULATION PARAMETERS
In order to analyse the performance of the RExpGEC and
further enhance the scheme design, a number of simulation
parameters require to be chosen for undertaking inital EXIT
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FIGURE 10. Block Diagram for RExpGEC with URC2 and QPSK Mapping.

chart analysis [55], [56] and then in turn Symbol Error
Rate (SER) performance, in comparison to the JSCC and
SSCC benchmarker.

The variables which are chosen by the system designer are
as follows:

• k Parameter The k parameter of the RExpGEC code
will be set at different values for analysis of various
options, specifically 0,1, and 2, in order to remain
consistent with examples shown in Section II. The k
parameter controls the length of the FLC bits at the
end of the codeword, as shown in Table 2. A higher k
value better matches a flatter source distribution with
a lower P1.

• Coding Rate The coding rate Ro of the RExpGEC
can be altered by varying the bits allocated to
each RExpGEC trellis transition as discussed in
Section II-C. In order to remain consistent with prior
work [34] for comparison the coding rate Ro for the
benchmarker will be set at 1/2.

• Trellis ’Depth’The trellis depth will affect the complex-
ity of both the encoder and decoder, which is discussed
in Section II-B. In order to remain consistent with exam-
ples shown in Section II the trellis depth will be set at a
value of 1.

• URC States The URC operates on the basis of a trellis
that uses the BCJR algorithm and we can control the
number of states in it. However for consistence with
prior work [34] two-state URC shall be used.

• Modulation Mapping The modulation mapping
scheme chosen is required to be consitent across all
benchmarkers. In order to remain consistent with prior
work [34], QPSK shall be used.

The variables which are dependent on the zeta distributed
source are:

• P1 of Source P1 is the probability of the first symbol
of any source distribution. Any zeta like (or geometric)
distributed source can be accurately characterised by
it’s size and P1 value. Various information sources have
variable P1 values, where typically these are in the range
of 0.5 - 0.75, as discussed in [35]. In this paper results

are presented for a wide range of P1 values from 0.1
to 0.9.

• Finite Source Size A finite source size will require to
be chosen for simulation, where in our case a symbol
dictionary size of L = 1000 is chosen for the simulations
presented in this work, in order to remain consistent with
prior work [34].

Parametric analysis on the depth parameter has shown
that the truncation gained from having a shorter depth has
minimal impact on performance for source dictionaries when
L = 1000. Through inspection of the transitions of lower
stages in the tree it can be observed that even for large and
infinite cardinality sources a transition is rarely observed.
As these lower stages are where the gain would be expected, a
larger depth has little overall performance gain. However, if a
receiver has a large computational power, a system designer
may still choose to implement a higher ‘depth’ parameter to
observe good performance from the RExpGEC component
code. Furthermore, EXIT chart analysis shows that the EXIT
charts presented in Section III-C for a depth of 1 are indistin-
guishable from those with higher depths.

For simulations we use a fading channel with Rayleigh dis-
tribution in our simulations, and present performance results
as a function of Eb/No (which enables a direct comparison
between different source distributions and their respective
information entropies).

C. EXIT CHART ANALYSIS
Within this section, we conduct detailed analysis on
the iterative nature of the RExpGEC-URC-QPSK scheme
and estimate its performance using EXIT chart analy-
sis [47], [57], [58] to gain an enhanced understanding of
the transfer of information between the component codes
of the RExpGEC-URC-QPSK scheme. The EXIT charts are
presented in Figures 11 to 13. The quality of the information
being transferred between the RExpGEC and URC compo-
nent codes is quantified via the measurement of the mutual
information [59] of the LLR values being passed between the
component codes and their corresponding bit values from the
transmitter. We analyse the mutual information at z̃a referred
to as Ia and that of z̃e referred to as Ie, which represents the

VOLUME 11, 2023 93629



A. Hamilton et al.: RExpGEC Code for Universal Near-Capacity JSCC

apriori and extrinsic information to and from the RExpGEC
component code. This enables an enhanced understanding
of how the mutual information of the LLRs increases in an
iterative manner.

In this section, EXIT functions of both the RExpGEC and
URC will be presented on the same axes in order to repre-
sent how information will iterate between the RExpGEC and
URC codes. It is important to note that RExpGEC functions
are inverted EXIT functions, as the extrinsic information Ie
becomes the apriori information Ia of the URC code.
The transformation of Ia into Ie by the trellis decoder of

Figure 10 is characterised by plotting the inverted RExpGEC
EXIT function in an EXIT chart [57], as shown in Figures 11
to 13. In this case the inverted RExpGEC EXIT curve reaches
the (1, 1) point in the top right corner of the EXIT chart [60].
Since the URC decoder also has an EXIT curve that reaches
the (1, 1) point in the top right corner of the EXIT chart [61]
as shown in Figures 11 to 13, iterative decoding convergence
towards the Maximum Likelihood (ML) performance of the
RExpGEC-URC-QPSK scheme is facilitated [62], [63].
The RExpGEC-URC-QPSK scheme may be said to oper-

ate near-capacity operation if reliable communication can
be maintained at transmission throughputs that approach
the Continous-input Continuous-outputMemoryless Channel
(CCMC) capacity C [49] that is associated withM = 4 QPSK
modulation in an uncorrelated Rayleigh fading channel. Pre-
vious work on EXIT charts [42] have shown that the proposed
scheme will offer near capacity performance if the URC
decoder of Figures 11 to 13 has an EXIT curve with an area
beneath it of Ai = C/[Rolog2(M )] and the area Ao beneath
the inverted EXIT curve of the RExpGEC trellis decoder in
Figures 11 to 13 approaches the RExpGEC coding rate Ro.
If these two conditions are satisfied, then near-capacity

operation will be achieved, when the shape of URC decoder’s
EXIT curve is closely matched to that of the inverted
RExpGEC EXIT curve. This creates a narrow, but marginally
open EXIT chart tunnel, which facilitates iterative decoding
convergence. This narrow EXIT tunnel can be observed in
Figures 11 to 13, where the EXIT tunnels are characterised
for various values of k .

The EXIT chart area Ao that is situated below the inverted
RExpGEC EXIT curve is given by [33], [34], and [42]

Ao =
1
n

r∑
m′=1

r∑
m=1

P(m|m′)log2(
1

P(m|m′)
), (5)

where P(m|m′) represents the probability of a transition
within the decoder, and r is the maximum number of states
within the decoder.

In Figures 11 to 13 the EXIT function of the URC and
the inverted EXIT function of the RExpGEC are shown for
a given SNR when the EXIT tunnel is first presented as open.
At this point, the RExpGEC-URC-QPSK scheme should be
expected to start to converge [63]. It is important to note
that the RExpGEC code with a k paramater of 0, as shown
in Figure 11 is a special case of the RExpGEC that enables

FIGURE 11. EXIT chart demonstrating the EXIT tunnel opening paramaters
for k = 0 (equivalent to the REGEC of [34] for the inverted RExpGEC EXIT
function against the corresponding URC EXIT function at variable Eb/No,
P1 = 0.6 L = 1000, SNR = 0.9 dB, CCMC capacity = -0.4 dB.

FIGURE 12. EXIT charts demonstrating the EXIT tunnel opening
paramaters for k = 1 for the inverted RExpGEC EXIT function against the
corresponding URC EXIT function at variable Eb/No, P1 = 0.6 L = 1000,
SNR = 0.4 dB, CCMC capacity = -0.1 dB.

the RExpGEC to be functionally equivalent to the REGEC
code presented in [34]. Therefore, this can be viewed as a
benchmarker for a JSCC in comparison to the RExpGEC
component code of the RExpGEC-URC-QPSK scheme.

As shown in Figures 11 to 13, the Ao approaches the
effective coding rate Ro of the RExpGEC at the value of
P1 = 0.6. This shows that the 2-state URC code choice
of [34] also offers near optimal performance in the
RExpGEC-URC-QPSK scheme.

The EXIT analysis shows that the URC choice of the
two state URC for the RExpGEC-URC-QPSK scheme is a
good match for near-capacity performance and demonstrates
efficiency in its design. The EXIT charts also provide a strong
indication of the potential performance of a ML decoder for
the proposed RExpGEC-URC-QPSK scheme which will be
further explored via simulation in the following section.

IV. RESULTS AND ANALYSIS
In this section, we characterize the Symbol Error Rate (SER)
performance of the RExpGEC-URC-QPSK scheme and com-
pare it with two benchmarker schemes. The first bench-
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FIGURE 13. EXIT charts demonstrating the EXIT tunnel opening
paramaters for k = 2 for the inverted RExpGEC EXIT function against the
corresponding URC EXIT function at variable Eb/No, P1 = 0.6 L = 1000,
SNR = 0.6 dB, CCMC capacity = 0.1 dB.

marker scheme is a SSCC scheme which uses the ExpG code
concatenated with a convolutional and URC channel codes
and then QPSK modulated. The second benchmarker is the
REGEC-URC-QPSK scheme from [34], which represents a
special case of the RExpGEC-URC-QPSK scheme where
k = 0 is the only supported parameter value. We will show
that our proposed RExpGEC-URC-QPSK scheme offers
superior performance in comparison to both the SSCC and
JSCC benchmarker both in terms of absolute near-capacity
performance, but also in flexibility of design, specifically the
ability to match different source distributions more efficiently
in comparison to the REGEC-URC-QPSK benchmarker.

In the ExpG-CC-URC-QPSK scheme shown in Fig. 14, the
source symbol vector x is encoded into a ExpG bit vector,
which is encoded with a convolutional code [18] interleaved
via π1 and encoded with an URC encoder (of the same code
rates as that used in the RExpGEC-URC-QPSK scheme) to
produce a vector of ExpG-CC-URC bits, y, and then mapped
to QPSK modulation for transmission. This enables a direct
comparison with the RExpGEC-URC-QPSK scheme as the
ExpG-CC-URC-QPSK scheme is the SSCC equivalent.

The ExpG-CC-URC-QPSK benchmarker scheme will
observe the same coding rate Ro as the RExpGEC-URC-
QPSK scheme as introduced in Figure 10. Furthermore, as the
ExpG-CC-URC-QPSK scheme is based upon the Exponen-
tial Golomb codeword, it can be scaled to different values
of k for direct comparison with the RExpGEC-URC-QPSK
scheme for the values of k which are simulated. The com-
plexity of the ExpG-CC-URC-QPSK benchmarker scheme is
relatively modest in comparison with the 154 add, compare,
and select operations per iteration of the RExpGEC-URC-
QPSK (where k = 1 and depth=1), with a fixed complexity
of 42 add, compare, and select operations per iteration. This
is due to the fixed decoder structure of the SSCC scheme,
where the decoder does not vary with k . Specifically in the
case where k = 1 and depth=, the RExpGEC-URC-QPSK

scheme is 3.6 times more complex than the ExpG-CC-URC-
QPSK benchmarker scheme.

In order to evaluate the performance of the RExpGEC-
URC-QPSK scheme in comparison with the ExpG-CC-URC-
QPSK scheme, simulations were conducted using well moti-
vated values of P1, k , and L, which are the same as those
discussed in Section III-B whereby the performance of both
systems can be directly compared. Specifically 100 iterations
were applied to all schemes, with early termination crite-
ria applied if the vector x̂ matched the transmitted symbol
vector x.

Figure 15 characterizes the performance of the RExpGEC-
URC-QPSK scheme introduced in Section III in Figure 10,
and provides direct comparison with the benchmarker
ExpG-CC-URC-QPSK scheme introduced in Section IV in
Figure 14. The scenario shown in Figure 15 is one snapshot of
a series of simulation parameters, with other results presented
in Figures 16 and 17.

As shown in Figure 15, reliable transmission can be
achieved for zeta distributed sources with aP1 of 0.6 at 1.7 dB
for k = 0, 1.9 dB for k = 1, and 2.2 dB for k = 2. This
performance constantly outperforms the benchmarker SSCC
scheme and is constantly within 2.1 dB of the CCMC capacity
for this specific case. Note, CCMC capacity of differing
k parameters varies due to the different operating spectral
efficiencies with regards to Eb/No.

As can be seen in Figure 15 the RExpGEC-URC-
QPSK scheme is close to capacity for these specific cases.
In figs. 16 and 17, the results from several different parameter
values are presented, specifically including results on the
variation of P1 and k , with performance shown in both Eb/No
as well as channel SNR.

The parametric performance of the RExpGEC-URC-
QPSK and ExpG-CC-URC-QPSK schemes with respect to
P1 with performance measured in Eb/No and SNR are pre-
sented in Figures 16 and 17, respectively. As can be observed
in Figure 16 the performance of the RExpGEC-URC-QPSK
outperforms the ExpG-CC-URC-QPSK SSCC benchmarker
for all cases with regards to Eb/No across various P1,
and offers similar performance for all k parameters, which
includes the JSCC benchmarker of the REGEC-URC-QPSK.
The gap to CCMC capacity does not exceed 2.73 dB for any
scenario and in the vast majority of cases is below 2 dB.

In comparison for link-budget constrained deployments
where SNR is the important performance metric the results
shown in Figure 17 are relevant. In this case not only does
the RExpGEC-URC-QPSK still outperform the SSCC bench-
marker but dependant on P1 it can also offer better per-
formance than the REGEC-URC-QPSK JSCC benchmarker.
This demonstrates the flexibility of the RExpGEC-URC-
QPSK. In all cases, all RExpGEC-URC-QPSK schemes
with varying k outperforms all ExpG-CC-URC-QPSK by at
least 1 dB.

In these cases, the flexibility of the RExpGEC-URC-QPSK
scheme offers significant benefit over the REGEC-URC-
QPSK scheme of [34], which can be functionally seen as
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FIGURE 14. ExpG-CC-URC-QPSK Block Diagram.

FIGURE 15. Symbol Error rate of the RExpGEC-URC-QPSK and
ExpG-CC-URC-QPSK, for variable k parameters with the
block length of x = 10000, P1 of 0.6, and L = 1000.

FIGURE 16. Eb/No of the RExpGEC-URC-QPSK and ExpG-CC-URC-QPSK,
for variable P1 parameters with the block length of x = 10000, L = 1000,
and k = 0,1,2.

a special case of the RExpGEC-URC-QPSK scheme where
k = 0, due to the fact that the system can be designed to
utilise a different k parameter, and have better SNR perfor-
mance. This is particularly useful if the system designed is
constrained by the link budget, whilst maintaining a tight

FIGURE 17. SNR of the RExpGEC-URC-QPSK and ExpG-CC-URC-QPSK, for
variable P1 parameters with the block length of x = 10000, L = 1000, and
k = 0,1,2.

energy efficiency criteria as the system maintains a similar
energy efficiency in terms of energy per bit for all values of k
and P1, whereas the SNR performance varies and the system
can be optimised accordingly.

V. CONCLUSION
In this paper, we have introduced a novel JSCC code,
known as the RExpGEC, which when integrated into the
novel RExpGEC-URC-QPSK scheme provides near-capacity
transmission of symbol values that are selected from large or
infinite monotonic source distributions.

The RExpGEC-URC-QPSK scheme has enhanced flexi-
bility over its JSCC counterpart such as the REGEC-URC-
QPSK scheme, whilst maintaining the same performance
level for k = 0. The RExpGEC-URC-QPSK scheme enables
enhanced performance for other values of the k parameter
and maintains a gap to the CCMC capacity of 2 dB for all
values of P1 for zeta-like source probability distributions,
when QPSK modulation is employed for transmission over
an uncorrelated narrowband Rayleigh fading channel.

In some practical scenarios where the source symbols obey
particular finite Zeta-like source probability distributions, our
RExpGEC-URC-QSPK scheme is shown to offer gains of up
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to 3.6 dB over SSCC benchmarkers in all cases, when QPSK
modulation is employed for transmission over an uncorre-
lated narrowband Rayleigh fading channel.

These gains are achieved for no-cost with regards to spec-
tral usage nd power, without increasing the required transmit-
duration, transmit-bandwidth or transmit-energy. However,
this is achieved at the cost of complexity of around 3.6 times
compared to the SSCC benchmarker when k = 1 and
depth=1. We consider these performance gains to be sig-
nificant, since they are achieved within the vicinity of the
CCMC capacity, namely within 2 dB. This is achieved by
mitigating the capacity loss inherent in SSCC, which is due
to the residual redundancy after source coding which is not
exploited for error correction. Furthermore the gains are
achieved by being able to adjust the k parameter to target
different monotonic sources in link-budget constrained scen-
rios. Since these gains are associated with the improvements
offered by the RExpGEC code over the benchmarker SSCC
and JSCC codes, similar gains may be expected when com-
bining with any other channel codes.
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