
Received 12 August 2023, accepted 28 August 2023, date of publication 30 August 2023, date of current version 7 September 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3310429

BAOA: Binary Arithmetic Optimization
Algorithm With K-Nearest Neighbor
Classifier for Feature Selection
NIMA KHODADADI1, (Member, IEEE), EHSAN KHODADADI 2, QASEM AL-TASHI 3,4,
EL-SAYED M. EL-KENAWY 5, (Senior Member, IEEE),
LAITH ABUALIGAH 6,7,8,9,10, (Senior Member, IEEE),
SAID JADID ABDULKADIR 11, (Senior Member, IEEE), ALAWI ALQUSHAIBI 7,
AND SEYEDALI MIRJALILI 12,13, (Senior Member, IEEE)
1Department of Civil and Architectural Engineering, University of Miami, Coral Gables, FL 33146, USA
2Department of Chemistry and Biochemistry, University of Arkansas, Fayetteville, AR 72701, USA
3Department of Imaging Physics, The University of Texas MD Anderson Cancer Center, Houston, TX 77094, USA
4Faculty of Administrative and Computer Sciences, Albaydha University, Albaydha, Yemen
5Department of Communications and Electronics, Delta Higher Institute of Engineering and Technology, Mansoura 35111, Egypt
6Computer Science Department, Prince Hussein Bin Abdullah Faculty for Information Technology, Al al-Bayt University, Mafraq 25113, Jordan
7Department of Electrical and Computer Engineering, Lebanese American University, Byblos 1102-2801, Lebanon
8Hourani Center for Applied Scientific Research, Al-Ahliyya Amman University, Amman 19328, Jordan
9MEU Research Unit, Middle East University, Amman 11831, Jordan
10Applied science research center, Applied science private university, Amman 11931, Jordan
11Department of Computer and Information Sciences, Universiti Teknologi PETRONAS, Seri Iskandar 32610, Malaysia
12Centre for Artificial Intelligence Research and Optimisation, Torrens University Australia, Brisbane, SA 4006, Australia
13University Research and Innovation Center, Obuda University, 1034 Budapest, Hungary

Corresponding authors: El-Sayed M. El-Kenawy (skenawy@ieee.org) and Nima Khodadadi (nima.khodadadi@miami.edu)

ABSTRACT The Arithmetic Optimization Algorithm (AOA) is a recently proposed metaheuristic algorithm
that has been shown to perform well in several benchmark tests. The AOA is a metaheuristic that uses the
main arithmetic operators’ distribution behavior, such as multiplication, division, subtraction, and addition.
This paper proposes a binary version of the Arithmetic Optimization Algorithm (BAOA) to tackle the
feature selection problem in classification. The algorithm’s search space is converted from a continuous
to a binary one using the sigmoid transfer function to meet the nature of the feature selection task. The
classifier uses a method known as the wrapper-based approach K-Nearest Neighbors (KNN), to find the
best possible solutions. This study uses 18 benchmark datasets from the University of California, Irvine
(UCI) repository to evaluate the suggested binary algorithm’s performance. The results demonstrate that
BAOA outperformed the Binary Dragonfly Algorithm (BDF), Binary Particle Swarm Optimization (BPSO),
Binary Genetic Algorithm (BGA), and Binary Cat Swarm Optimization (BCAT) when various performance
metrics were used, including classification accuracy, selected features as well as the best and worst optimum
fitness values.

INDEX TERMS Feature selection, binary optimization, arithmetic optimization algorithm, classification.

I. INTRODUCTION
The volume of currently available data on the various
resources has been overgrowing in current years [1]. Data
mining is an analysis and knowledge-based process including
different methods dealing with many applications such
as machine learning, statistics, and databases [2]. These
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applications typically trade with a massive amount of data
and complicated processes. Data mining aims to obtain
knowledge from data represented in an understandable
structure [3]. Many researchers have been interested in
metaheuristic algorithms in recent years because of their
potential to solve a variety of issues in various fields [4],
[5], [6], [7], [8], [9], [10], [11]. High dimensional issues are
also becoming more prevalent as the number of variables
and complexity of the problems increases, and recently some
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FIGURE 1. The process of feature selection.

metaheuristic such as Stochastic Paint Optimizer (SPO) [12],
Battle Royale Optimization (BRO) [13], Mountain Gazelle
Optimizer (MGO) [14], Dynamic Group-based Cooperative
Optimization (DCGO) Algorithm [15], Advanced Neural
Network Algorithm (ANNA) [16], FlowDirection Algorithm
(FDA) [17], Dipper Throated Optimization (DTO) [18],
and Waterwheel Plant Algorithm (WWPA) [19] have
been presented for the solution of large-scale optimization
issues.

Inmachine learning and computation, dimension reduction
degrades the number of available features and creates dense
copies of high-dimensional data [20]. Dimension reduction
can be classified into two main methods; feature extraction
and selection [21]. Moreover, high dimensional data have
several problems, such as extensive computational time for
model development, irrelevant data, and low performance;
building data analysis is very challenging [22], [23]. Finding
and eliminating unnecessary features is one of the basic
data mining approaches that may be used to build a new
set of features that correctly and effectively describe the
problem (data) [24], [25]. This rule performs a critical
task in many various intelligent systems and applications.
It increases the classification effectiveness and decreases
the computational expense of data science and analy-
sis. Consequently, the feature selection process is essen-
tial in addressing the complicated classification problems
[26], [27].

Pattern recognition, big data, classification, summariza-
tion, image mining, text categorization, clustering, regression
tasks, machine learning, and other tasks involving complex,
high-dimensional data all make use of Feature Selection (FS),
which is frequently used in these and other contexts [28], [29].
High-dimensional datasets include an enormous collection
of features, making the learning process more complex
and diminishing the overall performance of the learned
methods [30], [31], [32]. Regularly, feature selection removes
unreliable features from the first dataset without losing the
overall performance.

Feature selection techniques in machine learning involve
two main actions: the search procedure and the subset
evaluation. The search procedure navigates through the
possible feature subsets, using methods like forward selec-
tion, backward elimination, and recursive feature elimination
to optimize computational efficiency. Subset evaluation
assesses the quality of candidate feature subsets using
performancemetrics or statistical tests while guarding against
overfitting through cross-validation or separate validation
sets. These methods need to be adapted and experimented
with depending on the specific properties of the dataset and
the problem at hand [33], [34], [35]. In the first part, the
search approach uses various search techniques to choose
subsets of new features. The method through which the
feature selection process operates is depicted in Figure 1.
According to this figure, the feature selection process consists
of five main elements: the original dataset, discovery of the
feature subset, feature subset evaluation, selection criteria,
and validation. The latter part uses a classifier to assess the
goodness of the newly generated subsets by the used search
technique.

Feature selection methods utilized in machine learning
include filters, wrappers, and embedded approaches [36],
[37]. Figure 2 depicts the categorizations of feature selection.
Filter Methods work without the aid of any learning
algorithms. They provide a score that you may use to decide
whether or not to keep a feature by basing your decision
on the score, which is derived from ranking the features
based on particular statistical indicators. Chi-square test,
information gain, correlation coefficient scores, etc., are
examples of common procedures. Although these techniques
are frequently computationally effective, they do not consider
the link between the model and the chosen features, which
may result in less-than-ideal choices [38]. These techniques
incorporate a machine learning model into the selection
procedure. Based on the model’s level of prediction accuracy,
they assess a subset of attributes and decide how valuable
they are. Examples include genetic algorithms, sequential
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FIGURE 2. The categorization of feature selection.

feature selection, and recursive feature elimination. Wrapper
methods can be expensive computationally even if they often
perform better than filter approaches, especially when work-
ing with a large number of features [39]. Embedded Methods
combine the advantages of filter and wrapper techniques.
They are often more effective than wrapper techniques and
include feature selection in the model training process. They
take into consideration the dynamic relationship that exists
between the models and the characteristics. Decision trees,
LASSO regression, and Ridge regression are examples of
algorithms that use embedded methods. Other examples of
algorithms that use embedded methods include algorithms
that derive from decision trees, such as Random Forest [40],
[41]. Each of these approaches has pros and cons, and the
best approach to adopt will frequently rely on the particular
issue at hand, the dataset, and the available computational
resources [42].

The No Free Lunch (NFL) [43] theorem highlights the
intrinsic constraints of any algorithm’s ability to address a
comprehensive suite of optimization problems. This theory is
notably relevant when formulating new binary metaheuristic
algorithms because it signifies that no single algorithm
can ensure exceptional performance on all potential binary
optimization problems. Thus, scientists might conceive
new metaheuristic algorithms custom-built for binary opti-
mization’s distinct features and needs. These specialized
algorithms strive for superior results in binary problems,
recognizing that they may not be the optimal solution for
other optimization issues.

This paper focuses on a new optimizer, the Arithmetic
Optimization Algorithm (AOA), in machine learning-based
feature selection applications. The AOA was proposed
recently by [44] inspired by the mathematical operators in
science. The specified algorithm demonstrates satisfactory
efficacy in resolving high-dimensional, complex problems.

As pointed out in reference [44], this rapid, sturdy algorithm
is highly competent in maintaining a balance between explo-
ration and exploitation phases, and it exhibits accelerated
convergence rates along with successful evasion of local
optima. This leads to accurate solutions for both unimodal
and multimodal benchmark functions. Furthermore, the
AOA is capable of identifying the optimal solution swiftly,
rendering it an attractive choice for researchers aiming to
tackle FS problems. The AOA operates on continuous values
within a continuous search space in its standard form.
However, FS is a binary optimization problem with decision
variables having a different structure, limited to values ‘‘0’’
and ‘‘1’’. A binary version of the AOA has been proposed
to adapt the algorithm for FS problems to address this.
It demonstrated promising results in solving other problems,
which is the primary motivation behind applying it in this
domain. As mentioned above, the best methods used to solve
the selection problems are the heuristics, and the current
results request a deep investigation to find a new approach
that can find the best subset of features while increasing the
performance of the underlying process, smaller number of
features and reduce the execution time. Thus, the following
demonstrates the main contribution and novelty of this study:

• A binary version of the AOA is developed to solve
various feature selection problems, including medical,
artificial, games, and biological data.

• The KNN classifier is adopted to evaluate the goodness
of the selected features.

• To ensure that the selection methods work as intended,
a total of eighteen public datasets are examined.

• Three standard evaluation measures aid the proposed
method’s performance.

• The proposed binary AOAwas evaluated against several
well-known existing methods and was found to perform
better.
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The following are the remaining sections of this
paper: The related works are discussed in more detail
in Section II. Section III present the proposed feature
selection method-based Arithmetic Optimization Algorithm.
The experiment setup is shown in Section IV, followed by
results and conclusions in Section V. Finally, in Section VI,
the conclusions and future work are discussed.

II. LITERATURE REVIEW
Metaheuristic optimizers are the most used methods
of addressing feature selection problems, so the most
related studies are presented. Common feature selection
optimizers are Gradient-based Optimizer [45], Grey Wolf
Optimizer [46], [47], [48], Multi-verse Optimizer [49],
Competitive Swarm Optimizer [50], Genetic Algorithm [51],
[52], Stochastic Fractal Search [53], Dipper Throated Opti-
mization [54], [55], Cat SwarmOptimization Algorithm [56],
Firefly Algorithm [57], Dragonfly Algorithm [58], Krill
Herd Optimizer [59], Sine Cosine Optimizer [60], Moth-
Flame Optimization Algorithm [61], Whale Optimization
Algorithm and Harris Hawks Optimization [62] and Bat
Optimizer [63]. Recently, Zakeri and Hokmabadi [40]
presented a new feature selection approach based on
an analytical cooperation model between grasshoppers
in discovering food sources. The significance of the
proposed method was demonstrated by comparing it to
other well-known selection methods. A binary version of
monarch butterfly optimization was proposed [64]; the KNN
is used to evaluate the goodness of the selected features and
evaluated on nineteen small-size and seven large datasets. The
results demonstrated better classification accuracy compared
to other existing technologies. Reference [65] introduced
a binary version of the artificial algae algorithm, which
was evaluated on 25 datasets collected from UCI. The
results show good performance compared to other existing
approaches. Reference [66] proposed a hyperlearning
binary dragonfly algorithm to tackle the feature selection
problem in coronavirus disease; this method was also tested
on 21 UCI datasets. The finding shows an improvement in the
classification accuracy and a reduction in the feature number.
Reference [67] introduced a feature selection approach based
on a binary crow search algorithm and evaluated it against
20 public datasets. The outcomes show a better performance
comparing the state-of-the-art methods. A review of the
modification strategies of the nature-inspired algorithms for
feature selection problems is recently published by [68].
In 2020, [69] presented a new dimension reduction method
based on the Henry gas solubility optimizer for choosing
meaningful features to improve the classification rate. The
experimental study recommended that the proposed method
is significantly proper on various high-dimensional data.
Reference [70] introduced a multi-objective search method
for addressing the feature selection problems based on
continuous and binary forest optimizers applying the archive
and region-based selection theories. Compared to the binary

strategy, a continuous approach has been demonstrated to be
preferable, and it reduced the classification rate by choosing
fewer features than other methods. Reference [71] proposed a
three-optimizer parallel mixed-group feature selection. Based
on the findings, it appears that the suggested technique has the
potential to improve forecast accuracy and execution time.

Improved PSO for tackling complex feature selection
problems has been proposed by [72]. In addition, a new explo-
ration method has been incorporated with the basic optimizer
to improve its capability to handle the given problems. The
findings confirmed that the suggested method is the best
compared to other methods in terms of text classification
and the confidence of various dimensions. Reference [73]
presented a catfish binary particle swarm optimizer to tackle
the weaknesses of the original optimizer and solve the feature
selection problems. The results revealed that the proposed
method simplifies the procedure efficiently and achieved
higher classification precision compared to other methods.
Reference [74] presented a hybrid feature selection technique
based on using an enhanced whale optimizer. The results
demonstrated that the proposed method’s classification
precision outperforms other well-known selection methods.
The problem of feature selection was addressed in [75]
by proposing a new wrapper-based selection method based
on the harris hawks optimizer, simulated annealing, and a
Bitwise mechanism. The proposed method obtained better
results and provided a better ability to solve the given prob-
lems compared to other selection methods. The following
section discusses the methodology, and the proposed binary
version of AOA is discussed in detail.

III. METHODOLOGY
The original AOA and the proposed BAOA are both briefly
discussed in this section.

A. ARITHMETIC OPTIMIZATION ALGORITHM (AOA)
In 2021, [44] devised this algorithm by combining several
mathematical equations and operators. The AOA algorithm,
like other metaheuristics, begins with a random sample of
solutions. The objective value of each solution is calculated
after each iteration. There are two controlling parameters in
this algorithm called Math Optimizer Accelerated (MOA)
and Math Optimizer probability (MOP) that should be
updated prior to updating the position of solutions as follows:

MOA(t) = MinMOA +t ×

(
MaxMOA − MinMOA

T

)
(1)

MOP(t) = 1 −

(
t
1
α

T
1
α

)
(2)

where t represents the current iteration, T defines the
maximum iteration, Max/Min denote the maximum and
minimum values used to constrain the MOA, and alpha
indicates a controlling parameter.

After updating MOA and MOP, a random number is
generated called r1 to switch between exploration and
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exploitation, which actually identify the feasible solution. For
exploration, the following equation is used:

xi,j(t + 1) =



best
(
xj
)

MOP+ ϵ
×
(
UBj − LBj

)
× µ + LBj if r2 < 0.5

best
(
xj
)
×MOP

×
(
UBj − LBj

)
× µ + LBj if r2 ≥ 0.5

(3)

where t is the current iteration, µ is a controlling parameter,
ϵ is a small number to avoid division by 0, and r2 is a random
number in [0, 1].

For exploitation, the following equation is used:

xi,j(t + 1) =


best

(
xj
)
−MOP

×
(
UBj − LBj

)
× µ + LBj if r3 < 0.5

best
(
xj
)
+MOP

×
(
UBj − LBj

)
× µ + LBj if r3 ≥ 0.5

(4)

Complete details of the AOA algorithm’s main inspiration
and mathematical model can be found in [44].

B. BINARY ARITHMETIC OPTIMIZATION ALGORITHM
(BAOA)
Feature selection is naturally known to be a discrete (Binary)
problem. As a result, the original AOA introduced in
Section III-A cannot simply be utilized to handle such
problems. This paper proposes the binary variant of the
AOA to be fit for the nature of the feature selection task.
Candidates in the original AOA [44] can roam the search
space continuously because their position vectors have a
continuous real value. It is necessary to adjust Eq. (3) in
order for candidates to work with binary data, as shown in
the following equation:

B1
(
xi,j(t + 1)

)
=

{
1 if sigmoid

(
xi,j(t + 1)

)
≥ rand

0 otherwise

(5)

where xi,j (t + 1) represents the original exploration stage
presented in Eq. (3), B1(x i,j (t + 1)) is an updated binary
position of the exploration phase at iteration t , a rand
is a number generated at random from the distributions
uniform ∈ [1, 0], and sigmoid (x) Binary transfer function
converts continuous search space to binary. Using the sigmoid
function, any input value can be translated mathematically
into an output between 0 and 1. Its S-shaped curve makes
it a suitable activation function for neural networks and
machine learning. The output approaches 0 when the input
is extremely negative and 1 when the input is extremely
positive. Because of this characteristic, the sigmoid function
is useful for tasks like binary classification, in which we
want to forecast the probability of an event occurring or

not occurring. In mathematics, sigmoid can be described as
follows:

sigmoid(x) =
1

1 + e−10(x−0.5) (6)

Similarly, the position updating of the exploitation phase in
Eq. (4) can be amended into the following equation:

B2
(
xi,j(t + 1)

)
=

{
1 if sigmoid

(
xi,j(t + 1)

)
≥ rand

0 otherwise
(7)

where xi,j (t + 1) represents the original exploitation stage
presented in Eq. (4) and B2(x i,j (t + 1)) is a modified
binary position of the exploitation phase at iteration t , rand
is a number generated at random from the distributions
uniform ∈ [1, 0], and sigmoid(x) is calculated as in
Eq. (6).

Algorithm 1 Pseudo-Code of the Proposed BAOA
1: Load dataset, divided into training and testing sets
2: AOA’ parameters initialization α, µ
3: Randomly initialize the positions of solutions (i=1, . . . , n) LOOP Process
4: while (t < T ) do
5: Calculate the objective function (fitness) as in Eq. (8)
6: Get the finest solution (obtained finest so far).
7: Modify MOA values utilizing Eq. (1).
8: Modify MOP values using Eq. (2).
9: for i = 1 to Solutions do

10: for j = 1 to Solutions do
11: Produce values randomly within the range [0, 1] (r1, r2, and r3)
12: if r1 > MOA then
13: Exploration stage
14: if r2 > 0.5 then
15: a) The division operation is utilized
16: Modify the positions of the ith solutions utilizing the 1st rule in Eq. (3).
17: Binarize the positions of the 1st rule of the ith solutions utilizing Eq. (5).
18: else
19: b) The multiplication operation is utilized
20: Modify the positions of the ith solutions utilizing the 2nd rule in Eq. (3).
21: Binarize the positions of the 2nd rule of the ith solutions utilizing Eq. (5).
22: end if
23: else
24: Exploration stage
25: if r3 > 0.5 then
26: a) The subtraction operation is utilized
27: Modify the positions of the ith solutions utilizing the 1st rule in Eq. (4).
28: Binarize the positions of the 1st rule of the ith solutions utilizing Eq. (7).
29: else
30: b) The addition operation is utilized
31: Modify the positions of the ith solutions utilizing the 2nd rule in Eq. (4).
32: Binarize the positions of the 2nd rule of the ith solutions utilizing Eq. (7).
33: end if
34: end if
35: end for
36: end for
37: t=t+1
38: end while
39: Return the finest solution (minimum features, maximum accuracy).

It should be noted that the solution representation in this
study is demonstrated in a vector with one dimension. The
length of this vector donates the number of features. This
binary vector’s 0 and 1 values are as follows: Nothing has
been selected when you see a 0 value. 1: a feature has
been selected. By definition, the feature selection issue is
a bi-objective problem with two goals, one is to obtain the
smallest number of features possible, and the second goal
is to improve classification accuracy. In order to consider
both goals, the following fitness function is utilized where
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TABLE 1. The details of datasets.

the K-nearest neighbor classifier (KNN) is used in this study:

fitness = αρR(Y ) + β
|K |

|N |
(8)

where ρR (Y ) denotes the error rate of the KNN classifier,
α = [0, 1] and β =(1−α) they are parameters, Besides, |K | is
the number of features selected and |N | is the original number
of features in the dataset.

The Pseudo-code of the proposed BAOA is outlined in
Algorithm 1. Figure 3 illustrates BAOA’s general methodol-
ogy.

IV. EXPERIMENTATION
In this section, the description of the datasets used, the
parameter settings, and the evaluation measures are clearly
presented.

A. DATASETS
The proposed Binary Arithmetic Optimization Algorithm is
validated using 18 benchmark datasets from the UC Irvine
Machine Learning Repository [76]. They are the same data
sets used by many researchers to evaluate various feature
selection approaches. A total number of instances ranging
from 73 to 5000 is included in this study for datasets.Table 1
lists the datasets in detail.

B. PARAMETER SETTINGS
The performance of BAOA is compared against four
well-known such as BDF, BPSO, BGA, and BCAT. For
assessment in this work, each dataset is separated using
cross-validation similar to the one used in [77]. K − 1 folds
are applied for validation and training in cross-approval
K-overlap, whereas the overlay’s remainder is applied for
testing. Note that, N times, the suggested method has been
repeated. The proposed method is then tested k × M times
across all datasets. Data for both validation and training are
approximated in the same way. The setting of parameters
utilized in BDF, BPSO, BGA, and BCAT are similar to

their own parameter settings. MATLAB R2021a is used to
code the algorithms, and all datasets are run on a computer
with a 2.3 GHz 8-Core Intel Core i9 processor, 16 GB
of DDR4 RAM, and MacOS Big Sur as the operating
system for 20 independent runs with a population of 10 and
100 iterations were set for each algorithm to have a fair
comparison. Remarkably, following the execution of multiple
experiments, we ascertained that the optimal values for
iterations and runs were 100 and 20, respectively. It was
observed that augmenting the number of iterations and runs
did not yield discernible enhancements in outcomes. The
following are the parameters of BAOA for this study:

• Number of populations is equal to 10.
• Number of iterations is equal to 100.
• MinMOA = 0.2, MaxMOA = 1
• µ=0.49, α =5

C. EVALUATION MEASURES
Validation, training, and testing data are randomly divided
into three equal parts. Separating the data is repeated several
times to ensure strong and measurable results. In each run,
the validation data is used to test the following statistical
measures:

1) MEAN OF CLASSIFICATION ACCURACY (MCA)
When the algorithm is run N times, this metric shows how
accurate a classifier is given a set of characteristics and the
following formula is used to determine it:

MCA =
1
N

N∑
k=1

AvgAcck (9)

where AvgAcck is the average gain in accuracy at k run.

2) AVERAGE OF SELECTED FEATURE (ASF)
when the algorithm is performed N times, this measure
reveals the ratio of the average picked features to the total
features and it is computed as follows:

ASF =
1
N

N∑
k=1

Avg Selection k

M
(10)

where AvgSelectionk denotes the average features chosen at
run k , and M denotes the total number of features in the
dataset.

3) MEAN OF FITNESS FUNCTION (MFF)
After N iterations, this metric represents the average fitness
function value, and The following formula is used to
determine it:

MFF =
1
N

N∑
k=1

g∗
k (11)

g∗
k is the average amount of fitness gained during run K .
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FIGURE 3. The methodology of the proposed BAOA.

4) BEST FITNESS FUNCTION (BFF)
To determine the fitness function’s minimum value after N
iterations, this indicator is calculated as follows:

BFF = Mink g∗
k (12)

where g∗
k denotes the minimum fitness value obtained during

run k .

5) WORST FITNESS FUNCTION (WFF)
It is a numerical representation of the fitness function’s
maximum value obtained after performing the operation N

times and is determined using the formula:

WFF = Maxk g∗
K (13)

where g∗
k denotes the worst fitness value obtained during

run k .

6) AVERAGE OF COMPUTATIONAL TIME (ACT)
It’s a measure of the computation time gained in seconds after
N iterations of the operation have been completed and are
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TABLE 2. The outcomes of the proposed BAOA method.

TABLE 3. The Classification accuracy of the proposed BAOA in
comparison to different methods.

determined using the formula:

ACT =
1
N

N∑
k=1

AvgCT k (14)

where AvgCT k is the value of computing time acquired
during run k .

V. RESULTS AND DISCUSSION
This section presents the outcomes of the comparison
approaches in accordance with the metrics employed. The
proposed BAOA’s results in terms of Average Accuracy,
Mean Fitness, Selected Features, and Computational Time
are shown in Table 2. This table can help in making fair
comparisons according to the given results. For instance, the
proposed BAOA, in dataset 1, got 0.98 average accuracies,
0.02 mean fitness, 3.60 selected features, and 5.08 time.
Another example, in dataset 2, the proposed BAOA got

TABLE 4. The average selected features of the proposed BAOA in
comparison to different methods.

TABLE 5. The mean fitness function of the proposed BAOA in comparison
to different methods.

0.98 average accuracies, 0.03 mean fitness, 9.65 chosen
features, and 5.11 time.

Table 3 shows the classification accuracy values for the
comparative methods (BDF, BPSO, BGA, and BCAT) using
18 datasets. The proposed BAOA got superior results by
getting 12 best out of 18 cases, followed by BDF getting
four best results out of 18, and BCAT getting three best
out of 18 cases. It is obvious that the proposed technique
(BAOA) is capable of discovering new best results, and the
results demonstrated the proposed method’s ability to solve
feature section problems. Moreover, the results illustrated a
clear difference between the comparative methods, especially
the proposed BAOA.Table 3 shows that the suggested BAOA
had the best overall average classification accuracy result
(0.91), followed by BDF (0.90), BCAT (0.89), BGA (0.83),
and finally, BPSO (0.82).
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FIGURE 4. Comparison of average accuracy in large data.

FIGURE 5. Comparison of selected features in large data.

Table 4 shows the average selected features by the
comparative methods (BDF, BPSO, BGA, and BCAT) using
18 datasets. The proposed BAOA got superior results by
getting the smallest features in all the tested cases. These are
promising results, and it is clear that the proposed BAOA got
the number of selected features in these problems efficiently.
For all examined instances, the proposed method (BAOA)
was found to find new best solutions, proving its effectiveness
in solving feature section problems. Furthermore, the find-
ings revealed a notable distinction between the comparison
techniques, particularly the suggested BAOA.Table 4 shows
that the suggested BAOA had the best overall average
selected features result of (104.35), followed by BDF
(285.47), BCAT (326.15), BGA (389.8), and finally, BPSO
(391.84).

Table 5 shows the mean fitness function values obtained
by the comparative methods (BDF, BPSO, BGA, and BCAT)
using 18 datasets. The proposed BAOA got excellent results
by getting the best fitness function values in 11 out of 18 test

cases, followed, BDF got 5 best results out of 18 test cases,
BPSO got 2 best results out of 18 test cases, BGA got 2 best
results out of 18 test cases, and BCAT got 1 best result out
of 18 test cases. This is a good outcome, and it is apparent
that the suggested BAOA successfully obtained the desired
number of chosen features in these cases. It is evident that
the presented technique (BAOA) can find new best outcomes
in all of the tested situations, and the results demonstrated the
proposed BAOA’s capacity to solve feature selection issues.
Furthermore, the results indicated a significant difference
between the comparison approaches, notably the proposed
BAOA. Table 5shows that the suggested BAOA had the best
overall average Mean fitness function result (1.59), followed
by BDF (1.62), BCAT (1.76), BGA (2.3), and finally, BPSO
(2.38).

Table 6 shows the best fitness function values obtained by
the comparative methods (BDF, BPSO, BGA, and BCAT)
using 18 datasets. Again, the suggested BAOA had the best
fitness function values in 10 of the 18 test instances that were
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FIGURE 6. Convergence curves for BAOA and other state-of-art methods for large datasets.

tested, followed, BDF got five best results out of 18 test cases,
BGA got four best results out of 18 test cases, BPSO got three
best results out of 18 test cases, andBCATgot three best result
out of 18 test cases. This is an excellent indication, and it’s
clear that the proposed BAOAwas influential in obtaining the
optimal number of selected features in these situations. In all

of the examined datasets, it is clear that the given approach
(BAOA) can identify new best outcomes, and the findings
proved the suggested BAOA’s ability to handle feature section
challenges. In addition, the results revealed a substantial
difference between the comparative techniques, particularly
the suggested BAOA.Table 6 shows that the suggested BAOA
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TABLE 6. The best fitness function of the proposed BAOA in comparison
to different methods.

TABLE 7. The worst fitness function of the proposed BAOA in comparison
to different methods.

had the best overall average best fitness function result (1.19),
followed by BDF (1.20), BCAT (1.46), BGA (1.69), and
finally, BPSO (1.77).

Table 7 shows the worst fitness function values obtained
by the comparative methods (BDF, BPSO, BGA, and BCAT)
using 18 datasets. It was shown that the proposed BAOA
performed better inmost of the tests based on theworst fitness
values; it got the best worst-fitness function values in 8 out
of 18 test cases, followed, BDF got eight best results out of
18 test cases, BGA got three best results out of 18 test cases,
BPSO got three best results out of 18 test cases, and BCAT got
three best result out of 18 test cases. Table 7 shows that the
suggested BAOA had the best overall average worst-fitness
function result (1.95), followed by BDF (1.97), BCAT (2.36),
BGA (3.04), and finally, BPSO (3.09).

TABLE 8. Comparison between the proposed BAOA and state-of-the-art
methods in term of computational times (Seconds).

The simulation time of BAOA compared to the existing
methods is shown in Table 8, inspecting the outcomes, the
BAOA is the best approach that has the lowest simulation time
among others. The total simulation time was 105.01, 147.11,
158.52, 173.71, and 150.76 seconds for BAOA, BDF, BPSO,
BGA, and BCAT, respectively. The proposed BAOA method
clearly saves processing time substantially. The statistical
data clearly show a robust feature selection procedure when
using BAOA. The suggested BAOA displayed an impressive
ability to choose fewer attributes while maintaining accuracy.
Furthermore, across all 18 datasets tested, the proposed
BAOA requires much less time in seconds to calculate than
other methods.

Figure 4 shows the results of the comparative methods
using six large datasets in terms of average accuracy. The
proposed method (BAOA) got better results in all test cases,
as shown in this figure when testing the large datasets.

Figure 5 shows the comparative methods results using six
large datasets in terms of the number of selected features.
The proposed method (BAOA) got the smallest number of
selected features in all test cases, as shown in this figure when
testing the large datasets. The number of selected features
is an attractive indicator to prove the proposed method’s
ability.

Figure 6 compares the convergence curve of the proposed
BAOA to other current methods. As can be observed from the
figure, the BAOA performs better than all algorithms while
handling the majority of big datasets. On several datasets,
including the BreastEW, PenglungEW, WaveformEW, and
KrvskpEW datasets, the behaviors of the BCAT, BDF, BPSO,
and BGA algorithms may be seen to exhibit premature
convergence. Based on the findings made thus far, it is
possible to infer that the BAOA has the capacity to strike
a good balance between the exploration and exploitation
stages. As a result, the algorithm’s premature convergence
and inactivity issues are significantly alleviated as compared
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FIGURE 7. Comparison of average accuracy in medium data.

FIGURE 8. Comparison of selected features in medium data.

to the BCAT, BDF, BPSO, and BGA optimizers. Figure 7
depicts the average accuracy of the comparative methods
applied to five medium-sized datasets. When testing medium
datasets, the proposed method (BAOA) achieved better
results in all test cases, as shown in this figure.

Using five medium datasets with varying numbers of
selected features, the results of comparative methods are
shown in Figure 8. This figure shows that the proposed
method (BAOA) generated the fewest selected features in all
cases when testing five medium datasets.

Figure 9 compares the convergence curve of the proposed
BAOA to other current methods in medium datasets. As can
be observed from the figure, the BAOA performs better than
most of the existing algorithms in handling the majority of
medium datasets. On several datasets, including the Zoo,
Vote, and CongressEW datasets, the BCAT, BDF, BPSO,
and BGA algorithms’ behaviors in these three datasets show
premature convergence. Therefore, the results show that
BAOA has the capacity to strike a good balance between

the exploration and exploitation stages compared to other
existing methods when dealing with medium datasets.

Figure 10 illustrates the results of the comparison tech-
niques utilizing seven small datasets in terms of average
accuracy. As demonstrated in this image, the suggested
approach (BAOA) produced better results in all test situations
when testing tiny datasets.

Comparing seven small datasets in terms of their number of
selected characteristics is depicted in Figure 11. This figure
shows that the suggested method (BAOA) obtained the least
number of chosen features in all test instances when testing
seven small datasets.

Figure 12 compares the convergence curve of the proposed
BAOA to other current methods in small datasets. The pro-
posed BAOA outperforms the existing methods in handling
most small datasets. On five small datasets out of seven,
including the Breastcancer, Exactly, Exactly2, Tic Tac Toe,
and WineEW datasets, the behaviors of the BCAT, BDF,
BPSO, and BGA algorithms in these five datasets are prone to
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FIGURE 9. Convergence curves for BAOA and other state-of-art methods for medium datasets.

premature convergence. Therefore, the results clearly indicate
the superiority of the BAOA in maintaining a good balance
between the exploration and exploitation phases compared to
other existing methods when dealing with small datasets.

Figure 13 shows the results’ conclusion for all the tested
methods using 18 datasets in different evaluation measures.

An additional observation is made to demonstrate the
method’s effectiveness in resolving feature selection issues.

A. STATISTICAL ANALYSIS ON SAMPLE DATASETS
This section performs an in-depth analysis to check the
effectiveness and superiority of the proposed method BAOA.
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FIGURE 10. Comparison of average accuracy in small data.

FIGURE 11. Comparison of selected features in small data.

TABLE 9. Statistical analysis based on classification accuracy using the
PengLung dataset.

This analysis is based on the analysis of variance (ANOVA)
test and Wilcoxon signed rank test. As seen from Table 9,
in the PengLung dataset, in terms of classification accuracy,
the proposed BAOA outperforms the state-of-the-art methods
on the following statistical measures: minimum, median,
maximum, range, mean, and std. the error of mean with
the values of 0.96, 0.96, 0.961, 0.001, 0.9601, and 0.0001,

TABLE 10. Analysis of variance test based on classification accuracy
using the PengLung dataset.

respectively. The ANOVA test was utilized to evaluate the
statistical significance of the variations in the classification
accuracy obtained from the proposed BAOA algorithm
and other optimizers. This analysis aims to determine
the independence of the results obtained from multiple
algorithms. The null hypothesis assumes no significant
difference exists between the classification accuracy obtained
from the proposed BAOA optimizer and other optimizers.
A significance level greater than 5 % confirms the null
hypothesis, while a significance level less than 5% rejects
it. In terms of significant difference using classification
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FIGURE 12. Convergence curves for BAOA and other state-of-art methods for small datasets.

accuracy as a measure, Table 10 shows that based on
ANOVA the proposed BAOA significantly differ from other

algorithms with a p-value (0.0001). Similarly, based on
Wilcoxon signed rank test in Table 11, there is a significant
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FIGURE 13. Total best, mean, and worst function values obtained from BAOA and other methods overall 18 datasets.

FIGURE 14. Average error of the results of the PengLung dataset.

FIGURE 15. Average error of the results of the waveform dataset.
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FIGURE 16. Histogram of the error in the results of the PengLung dataset.

FIGURE 17. Histogram of the error in the results of the waveform dataset.

FIGURE 18. Heatmap of the analysis applied to the PengLung dataset.

difference and the proposed BAOA is better in terms of actual
median and discrepancy. In addition, the visual representation

of the results of the ANOVA is also presented in terms of
a set of plots. Figure 14 shows the average error of the
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FIGURE 19. Heatmap of the analysis applied to the waveform dataset.

TABLE 11. Wilcoxon signed rank test based on classification accuracy
using the PengLung dataset.

results of the proposed BAOA (blue color) compared to those
existing in the literature, which indicates better performance.
Similarly, in terms of average accuracy, Figure 15 shows
better performance (0.96) of the proposed BAOA compared
to the existing algorithms. The heatmap in Figure 18,
illustrates clearly that the proposed BAOA surpassed the
existing algorithms on the PengLung dataset.

Similarly, in the Waveform dataset, as can be seen from
Table 12, the proposed BAOA shows better performance
than the other methods in terms of classification accuracy
for the following statistical measures: minimum, median,
maximum, range, mean, and std. the error of mean with
the values of 0.86, 0.86, 0.861, 0.001, 0.8601, and 0.0001,
respectively. In terms of significant difference using clas-
sification accuracy measure, Table 13 shows that based on
ANOVA the proposed BAOA significantly differ from the-
state-of-the arts in terms of classification accuracy with a
p-value (0.0001). Also, based on Wilcoxon signed rank test
in Table 14, there is a significant difference and the proposed
BAOA is better in terms of actual median and discrepancy.

TABLE 12. Statistical analysis based on classification accuracy using the
waveform dataset.

TABLE 13. Analysis of variance test based on classification accuracy
using the waveform dataset.

The graphic illustration of the results of the ANOVA is also
presented in terms of a set of different plots for theWaveform
dataset. Figure 17 shows the average error of the results of the
proposed BAOA (blue color) compared to those existing in
the literature, which indicates better performance. Similarly,
in terms of average accuracy, Figure 18 shows better
performance (0.86) of the proposed BAOA compared to the
existing algorithms. The heatmap in Figure 19, illustrates
clearly that the proposed BAOA surpassed the existing
algorithms for the Waveform dataset. Finally, we statistically
find the p-value based on classification accuracy for all
datasets as shown in Table 15. These statistical analyses
emphasize the effectiveness of the proposed BAOA, which
clearly indicates that BAOA can handle feature selection
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TABLE 14. Wilcoxon signed rank test based on classification accuracy
using the waveform dataset.

TABLE 15. P-values of the statistical analysis based on classification
accuracy for all datasets.

problems very effectively and achieve the main aim of feature
selection by reducing the number of features and maximizing
classification accuracy.

VI. CONCLUSION
In this study, the problem of feature selection was addressed
by a binary variant of the Arithmetic Optimization Algorithm
(BAOA). In order to verify the usefulness and efficiency of
the proposed method, 18 common benchmark datasets from
UCI were used. The proposed method was evaluated using
a set of evaluation measures. Binary Dragonfly Algorithm
(BDF), Binary Particle Swarm Optimization (BPSO), Binary
Genetic Algorithm (BGA), and Binary Cat Swarm Opti-
mization (BCAT), four feature selection algorithms, were
compared to the suggested method. The proposed method
outperformed a wide range of methods in terms of accuracy
and the number of features selected on the majority of

datasets. This method outperformed existing state-of-the-
art methods by a considerable margin when compared
statistically using the metrics Mean, Best, and Worst
Fitness, amongst others. The suggested BAOA method’s
superior results show it can manage the trade-off between
exploratory and exploitative tendencies during optimization
iterations.

In future studies, it would be worthwhile to apply real-
world problems, such as optimization in engineering issues
and different transfer functions, and see how BAOA behaves
accordingly. Additionally, the proposed technique can be
compared to other popular classifiers, SVM and Artificial
Neural Networks, which are significant competitors of KNN,
to determine whether performance remains constant or
differs.
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