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ABSTRACT Facial expression recognition (FER) is advancing human-computer interaction, especially,
today, where facial masks are commonly worn due to the COVID-19 pandemic. Traditional unimodal
techniques for facial expression recognition may be ineffective under these circumstances. To address this
challenge, multimodal approaches that incorporate data from various modalities, such as voice expressions,
have emerged as a promising solution. This paper proposed a novel multimodal methodology based on deep
learning to recognize facial expressions under masked conditions effectively. The approach utilized two stan-
dard datasets, M-LFW-F and CREMA-D, to capture facial and vocal emotional expressions. A multimodal
neural network was then trained using fusion techniques, outperforming conventional unimodal methods in
facial expression recognition. Experimental evaluations demonstrated that the proposed approach achieved
an accuracy of 79.81%, a significant improvement over the 68.81% accuracy attained by the unimodal
technique. These results highlight the superior performance of the proposed approach in facial expression
recognition under masked conditions.

INDEX TERMS Deep learning, multimodal fusion techniques, neural network, facial expression under the
mask.

I. INTRODUCTION
As artificial intelligence continues to advance rapidly, there
has been a noticeable shift towards emphasizing the impor-
tance of emotional intelligence. Nowadays, more and more
individuals emphasize developing and understanding their
emotional intelligence, in tandemwith technological progres-
sions [1], [2]. Facial expressions are incredibly informative
as they provide a window into a person’s emotions, char-
acter, and intentions. This knowledge has countless practi-
cal applications, including identifying health concerns and
spotting fraudulent behavior. Additionally, analyzing facial
expressions can help us understand a person’s temperament,
psychological state, and even the likelihood of engaging in
criminal activity. It is truly unique how much we can learn by
observing a person’s face [3].
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Emotion recognition is the most accurate when the whole
face is visible. During a global pandemic (Covid-19), people
are encouraged to wear masks that cover their mouths and
noses; it may be hard to recognize emotions [4].

In expression analysis, researchers have made significant
strides in identifying the association between distinct facial
regions and specific emotional categories. Specifically, it has
been observed that themouth plays a pivotal role in accurately
recognizing emotions such as happiness, surprise, sadness,
disgust, and anger [5]. According to research [6], [7], it has
been found that the success of emotion recognition in the
lower and upper facial is dependent on the specific emotion
being considered. The lower part of the face is better at rec-
ognizing happy expressions, but the upper portion of the face
seems to be crucial in recognizing afraid and sad faces [8],
[9], [10]. Overall, researchers concur that facial expression
recognition is reduced when facial features are hidden. The
mouth and eyes are the most significant facial features for
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interpreting facial expressions. The results indicate that visual
information from the lower parts of the face plays a vital role
in interpreting facial expressions.

Facial expression recognition is the identification of human
emotions based on facial expressions. Numerous factors, such
as facial characteristics, lighting, and head attitude, make it
a tough challenge. The study reveals that people can bet-
ter interpret the emotions of those whose faces are visible
than those whose faces are obscured. The study aimed to
determine if wearing a face mask affects how well emo-
tion recognition works. When the nose and mouth were
covered, it became more difficult to understand people’s
emotions [11].

According to recent research, individuals wearing masks
may be more challenging to identify with precision due to
the concealment of emotions such as happiness, sadness, and
anger. Studies have shown that participants are less accu-
rate at identifying emotions when the person is wearing a
mask [12], leading to a decrease in overall from 69.9% for
unmasked faces to 48.2% for masked target faces [6].

Research has found that deep learning-based facial expres-
sion recognition approaches outperform traditional machine
learning algorithms in accuracy. The proposed method
involves using a neural network with multiple layers to ana-
lyze facial images and learn expression characteristics. The
approach was tested on the FERET database, which did not
include masks, and the results show that it achieves better
recognition accuracy than other methods [13]. Furthermore,
deep learning has succeeded in single-domain datasets, and
current research combines multimodal inputs. Multimodality
involves a system that utilizes multiple sensors to extract and
combine important information. This results in a more com-
prehensive representation and better performance when the
objects are hidden or partially occluded [14], [15]. Instead of
relying only on the masked dataset, we can incorporate other
relevant information that complements the masked dataset.
The term ‘‘information modality’’ describes relying on one
or more senses other than sight and hearing to gather and
evaluate data before deciding. Compared to single-modal
methods, multimodal approaches yield better results [16],
[17]. The performance of multimodal deep learning systems,
which utilize many modalities, including text, picture, audio,
and video, is better than that of individual modalities (i.e.,
unimodal) systems [18].
Multimodal fusion technology is a powerful tool that can

help us make more accurate decisions by processing data
from various information sources. It has been used suc-
cessfully in many fields, including health monitoring, envi-
ronmental monitoring, machine diagnostics, and aerospace
engineering [19].

II. LITERATURE REVIEW
Researchers are increasingly turning to multimodal approac-
hes [20], which involve the integration of diverse data
sources. This method utilizes multiple data streams and
is gradually gaining prominence within the research

community. Several data sources are combined to form a
more accurate prediction. It may involve combining informa-
tion from various sources, such as multiple sensors, different
time periods, or different locations. The model can better
capture uncertainty and make more accurate forecasts by
incorporating data from various sources.

Experts in the field are exploring various methods to
enhance CNN accuracy when dealing with intricate data.
One such approach involves incorporating multiple modes
to improve accuracy. By incorporating additional hidden
characteristics, the accuracy of this technique can be further
enhanced. This is a promising area of research for improving
CNN accuracy with complex data [21].
The researcher explored a multimodal facial recogni-

tion approach incorporating low-level facial key point
features and a high-level self-learning feature. The exper-
iments revealed that this proposed method outperformed
single-modal features, demonstrating its effectiveness in
recognizing faces [22]. In a similar work, the Multichan-
nel Convolutional Neural Network (MCCNN) method was
proposed and tested on the FER dataset. The results show
that the proposed MCCNN works better than the traditional
CNN-based architectures.Moreover, the performance ofmul-
timodal deep learning systems, which utilize many modali-
ties, including text, picture, audio, and video, is better than
that of individual modalities (i.e., unimodal) systems [23].

In general, when it comes to multimodal fusion [24], [25],
[26], [27], different fusion levels can be achieved depending
on the objectives of the fusion. These levels typically include
data level, feature level, and decision level. The data level is
about integrating similar sensor data, while the feature level
integrates heterogeneous sensor data. Finally, the decision
level helps to obtain the final result through multi-source data
fusion.

Since it is less probable to identify facial features when
wearing a mask effectively—since some emotions and facial
expressions may be hidden and difficult to read—a multi-
modal method is presented in this work to recognize facial
expressions while wearing a mask. In recent years, multi-
modal facial expression feature extraction has emerged as
a new area of research and has garnered significant atten-
tion. Aiming at the problem of single-source facial expres-
sion, many researchers presented multimodal techniques to
improve the system even if the objects are hided or partially
covered. This paper proposes a multimodal approach to iden-
tifying facial expressions while wearing a mask.

III. DATASETS
To develop our multi-modal neural network and fine-tune
our model, we utilized the M-LFW-FER dataset [28] for the
masked dataset and the CREMA-D [29] dataset for the voice
expression dataset.

The details of both datasets are in the next subsection.

A. MLF-W-FER DATASET
The authors [28] have introduced the M-LFW-FER dataset,
a masked facial expression recognition dataset created by
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FIGURE 1. The M-LFW-FER dataset.

TABLE 1. Statistic of MLF-FER-W database.

manually labelling the M-LFW-FER dataset as mentioned in
Figure 1. It contains 9307 images of faces wearing masks
with labels for neutral, positive, and negative expressions.
The testing dataset has 1,155 pictures, with statistics shown
in Table 1.

B. CREMA-D
The CREMA-D (Crowd-Sourced Emotional Multimodal
Actors Database) dataset [29] trains and evaluates emotion
recognition models. The dataset contains audio recordings
of seven emotions: anger, contempt, fear, pleasure, sorrow,
surprise, and neutrality. CREMA-D has 7,442 images from
91 performers and actresses of various ages and ethnic back-
grounds [30]. These speech expressions are publicly accessi-
ble in Waveform Audio File (WAV) format.

The CREMA-D dataset is a valuable resource for training
and evaluating models for recognizing emotions in different
situations. It includes a wide range of emotions, such as
anger, disgust, fear, happiness, surprise, and neutrality. The
comprehensive dataset ensures that models can recognize and
differentiate between various emotional states. Researchers
and developers can use this diverse dataset to measure the
effectiveness of their approaches, making it a valuable tool for
advancing emotion recognition studies. With audio record-
ings from 91 performers and actresses of different ages and
ethnic backgrounds, this dataset offers a diverse range of
samples to ensure that trained models are more general-
ized and applicable to real-world scenarios where emotions
may be expressed differently across different individuals and
demographics.

IV. PROPOSED MODAL
A. PRE-PROCESSING AND DATA AUGMENTATION
The M-LFW-FER dataset only has three categories, namely
positive, neutral, and negative, whereas the CREMA-D
dataset has more categories, seven to be precise, includ-
ing happy, neutral, disgust, sad, surprise, and fear. How-
ever, we focused on only three voice expressions - happy,
angry, and neutral for our purpose. We ensured that the
categories’ names were consistent across both models. As a
result, we had to change the terms of two categories in the

FIGURE 2. Spectrogram conversion for the CREM-D dataset.

CREMA-D dataset, namely, happy to positive and angry to
negative. However, we left the name of the neutral category
unchanged.

CREMA-D recordings are inWAV format and transformed
into spectrogram images for voice dataset preprocessing.
Spectrograms [31] show voice frequency changes over time,
offering insights into pitch variations. The LIBROSA library
creates these mel-frequency spectrogram files, which are
subsequently cropped to remove unnecessary data and high-
light the relevant information as mentioned in Figure 2.
A spectrogram is a tool used to analyze the frequencies
present in a sound wave, with an amplitude representing
signal intensity and colors indicating different frequencies.
It is commonly employed in signal, speaker, and speech
recognition, and has been extensively used in speech analysis.
Research studies have identified the spectrogram as an effec-
tive technique for evaluating various acoustic characteristics
of speech [32], [33].

When using a multimodal approach, it is crucial to ensure
that both the M-LFW-FER (masked) and the CREMA-D
dataset have balanced expression classifications. To achieve
this balance, we applied an augmentation technique to
the CREMA-D dataset to increase the number of voice
expressions and match the number of expressions in the
M-LFW-FER dataset. We achieved this balance by apply-
ing an augmentation technique to the CREMA-D dataset,
increasing the number of voice expressions to match the
number of expressions in the M-LFW-FER dataset. Our
augmentation technique introduces random rotations to the
voice spectrograms, with a probabilit of 70%, limited to a
maximum of 10 degrees in clockwise and counterclockwise
directions. This technique enhances the variability of spec-
trogram representations, promoting robustness in emotion
recognition tasks. Additionally, we explored the use of zoom
augmentation with a probability of 50%, allowing for random
zooming in or out of voice spectrograms within the range
of 1.1 to 1.5. This technique simulates various perspectives
of the audio data, contributing to improved generalization
capabilities of emotion recognition models.

B. XCEPTION ARCHITECTURE
The Xception architecture, also known as Extreme Incep-
tion, is a deep learning model distinguished by its utiliza-
tion of 36 convolutional layers as mentioned in Figure 3.
To address computational efficiency, it utilizes a technique
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FIGURE 3. Basic architecture of the Xception model.

called depth-wise separable convolutions. This method per-
forms spatial convolutions individually for each chan-
nel, significantly reducing computational requirements [34].
Depthwise separable convolutions are comprised of two lay-
ers: depthwise spatial convolution and pointwise 1× 1 convo-
lution. The remarkable aspect of Xception is that it achieves
a speed enhancement of 9 times compared to regular con-
volutions while delivering similar levels of accuracy. This
architecture was made explicitly for the ImageNet dataset,
an extensive collection of 1.2 million images representing
1,000 distinct classes [35], [36].

C. PROPOSED UNIMODAL MODEL ARCHITECTURE
We applied several modifications to the model and proposed
to improve its performance. We combined Convolution2D
and Separable Conv2D with L2 regularization (0.0001) in
the entry flow, followed by three Separable Conv2D layers
in the middle flow, each with 512 kernel filters. The exit
flow included two Separable Conv2D layers with 750 kernel
filters, followed by a Max pool layer. The feature extraction
technique involved converting the resulting feature maps into
a single vector for further processing in the neural network,
as shown in Figure 4.

In addition, we incorporated a neural network component
consisting of three hidden layers, with 3048 neurons and a
dropout ratio of 0.3 in the first layer, 2048 neurons and a
dropout of 0.2 in the second layer, and 1028 neurons and
a dropout of 0.1 in the last layer. To address the issue of
overfitting and improve the model’s generalization ability,
we employed regularization techniques such as dropout and
ridge regression. These techniques prevent the model from
relying excessively on specific features and optimize its per-
formance. The Adam optimizer was used with a learning
rate of 0.0001, and this modified Xception architecture was
utilized across all three techniques: data level fusion, feature
level fusion, and decision level fusion.

D. INCORPORATING FUSION METHODS IN THE
PROPOSED ARCHITECTURE
In our pursuit of enhanced emotion detection, we employed
the capabilities of the Xception architecture through a range

of fusion methodologies. These encompassed data level,
feature level, and decision level fusion techniques, all metic-
ulously orchestrated to elevate accuracy. Central to this inno-
vation was integrating extracted features from the subject’s
concealed facial and voice expressions. This integration,
achieved through a dedicated feature fusion layer, catalyzed
amplifying accuracy, forging a harmonious synthesis of
multi-modal insights. By capitalizing on the strengths of
the Xception architecture and the strategic fusion of diverse
inputs, we aimed to push the boundaries of emotion detec-
tion, transcending traditional methods and charting a course
toward more precise and comprehensive results.

Additionally, regularization techniques such as dropout
and ridge regression have been integrated into the model to
prevent overfitting. Dropout [37] removes certain features
during training, promoting the discovery of multiple inde-
pendent representations and enhancing generalization, while
ridge regression [38] reduces model complexity and prevents
overfitting by adding a penalty term to the loss function that
encourages small weights.

The Xception architecture’s approach is advantageous over
traditional architectures like VGG16 or Inception due to its
significant reduction in parameters and computational com-
plexity. This reduction ultimately leads to faster training and
inference times, making it the optimal choice for various
applications. The main difference lies in the use of depthwise
separable convolutions, which allows for better efficiency and
parameter reduction, ultimately leading to improved perfor-
mance in terms of speed and sometimes even accuracy.

1) EARLY FUSION TECHNIQUE FOR DATA-LEVEL FUSION
In the first experiment, we merged the data from differ-
ent modalities and fused their features before passing them
through the neural network, as illustrated in Figure 5. The
early fusion technique is an intelligent way to deal with
the challenges of combining masked facial expressions and
voice expressions. This methodology provides a gateway to
interweave a spectrum of modalities at the feature level, with
the potential to augment the holistic efficiency of the system.
This mix of information is used right at the beginning of the
architecture before passing to the convolution of the modified
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FIGURE 4. Flow chart of the unimodal architecture.

FIGURE 5. Flow chart of the data level fusion using multimodal architecture.

FIGURE 6. Flow chart of the feature level fusion using multimodal architecture.

Exception architecture. This approach proved incredibly
effective in enabling us to integrate diverse modalities at the

feature level, ultimately leading to enhanced overall system
performance.
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FIGURE 7. Flow chart of the decision level fusion using multimodal architecture.

2) MIDDLE FUSION TECHNIQUE FOR FEATURE-LEVEL
FUSION
In the second experiment, we pursued an approach by merg-
ing features and combining feature maps from different
channels into a single unified feature map at the convolution
layer following the entry flow. Subsequently, we processed
this consolidated feature map in the middle of the network
before directing it to the exit flow for final computations. The
visual representation of this process can be seen in Figure 6.
Through this technique, we aimed to enhance the integration
and transformation of data as it moved through the net-
work’s different layers. Combining facial expressions under
masks with vocal expressions is a powerful approach that
can significantly enhance various human-computer interac-
tion applications, emotion recognition, and multimodal data
analysis. Moreover, by leveraging the connection between
visual and auditory cues, this technique has the potential
to provide highly accurate and comprehensive insights into
human emotional states and intentions.

3) LATE FUSION TECHNIQUE FOR DECISION-LEVEL FUSION
In our last experiment, we utilized a technique called
late fusion. This approach involved converging the outputs
from two networks at a more advanced processing stage.
We employed two separate models tailored to process their
respective datasets to accomplish this task. Subsequently,
we combined the outcomes generated by each model by
averaging the results generated by each network within their
final fully connected layers, as shown in Figure 7. This
approach would be highly effective in achieving our research
objectives.

TABLE 2. Accuracies for unimodal on MLF-W-FER Dataset.

V. RESULTS AND DISCUSSION
Our proposed architecture has demonstrated a remarkable
level of performance, surpassing other techniques by a sig-
nificant margin. It achieved an impressive unimodal accuracy
of 68.80% on the MLF-W-FER dataset, as illustrated in
Table 2. The comparison table highlights the accuracy of
alternative models employing unimodal techniques on this
dataset. Specifically, the MobileNet achieved an accuracy
of 66.41% for masked facial expressions, while the ResNet
50 model attained an accuracy of 56.80%.

Furthermore, we conducted experiments using the
CREMA-D dataset to evaluate the accuracy of our proposed
architecture. As shown in Table 3, our suggested architecture
achieved the highest level of precision at 72.39%. This out-
performed other models, with VGG-16 achieving an accuracy
of 60.17% and VGG-16 attaining 57.23%.

To enhance the recognition efficiency of masked facial
expressions, we conducted experiments in a multimodal
architecture and applied various fusion techniques to further
improve the model.

Our study involved three experiments that utilized early
fusion, middle fusion, and late fusion techniques. In the first
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FIGURE 8. Confusion matrix of multimodal model confusion techniques.

TABLE 3. Accuracies for unimodal on CREMA-D Dataset.

TABLE 4. Performance evaluation of the Fusion method (proposed
method).

experiment, we achieved an accuracy of 76.10% using the
early fusion or data level fusion technique. In the second
experiment, we used the middle fusion or feature level fusion
technique, which resulted in an accuracy of 79.81%. This
was better than the data level fusion and decision level fusion
techniques. In the third and final experiment, we utilized the
late fusion or decision level fusion technique, which achieved
a testing accuracy of 72.24%, as mentioned in Table 4. These
experiments demonstrate the effectiveness of our proposed
multimodal methodology based on deep learning in recog-
nizing facial expressions under masked conditions.

By applying feature-level fusion, the multimodal has been
improved by up to 4% to 6% with other fusion tech-
niques. Looking at the bigger picture, the improvement
of a multimodal technique enhances the overall test accu-
racy from 69.89% to 79.81%, which is a 10% increase in
MLF-W-FER and CREMA-D datasets as compared to uni-
modal techniques.

In our multimodal experiments, we use the confusion
matrix to calculate testing accuracies, allowing for a detailed
breakdown of predicted and actual labels. It facilitates per-
formance analysis and helps us evaluate accuracy based on

TABLE 5. Unimodal and multimodal facial expression recognition under
mask comparison between proposed and existing technologies.

the F1 score. These measures are crucial when assessing
the effectiveness of classification models. Figure 8 visu-
ally represents the confusion matrix from our multimodal
experiments.

Recent research has shown a growing interest in studying
the impact of masks on facial and voice expressions. For
instance, a study by the author [39] utilizing a multimodal
approach achieved an accuracy of 75.67. However, our study,
which used a refined multimodal fusion technique, yielded
a significantly higher accuracy of 79.81. These results high-
light the crucial role of considering multiple modalities and
utilizing advanced methods in analyzing expression patterns.
Ultimately, our findings contribute to a deeper understand-
ing of the complex relationship between masks and voice
expressions.

Table 5 provides an overview of the accuracies obtained
from the MLF-W-FER unimodal approach and the mul-
timodal approach applied to both the MLF-W-FER
and CREMA-D datasets. It is worth noting that when
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evaluating two different datasets with distinct image char-
acteristics, feature-level fusion demonstrates superior perfor-
mance.

VI. CONCLUSION
Our paper proposes a multimodal technique to enhance the
modal on complex datasets like MLF-W-FER. The approach
involves utilizing the voice emotions dataset of CREMA-D
to evaluate the masked facial expressions of MLF-W-FER.
We also employed various techniques to avoid overfitting
and enhance precision. By applying the right combination of
regularization and fusion techniques, the feature-level fusion
multimodal approach improved accuracy by up to 10% com-
pared to the single model technique. Our experiments with
M-LFW-FER and CREMA-D datasets yielded an accuracy
of 79.81%, making our proposed multimodal architecture a
promising solution for improving accuracy on complicated
datasets.

Despite the accuracy mentioned above, the work has some
limitations in the various orientation scenarios. In fusion tech-
niques, it is essential to consider that various modalities come
with distinct scales, units, or data types. These differences
can pose challenges for early fusion methods. If properly
preprocessed, these methods might avoid difficulties when
combining dissimilar data. Furthermore, it is crucial to realize
that the datasets employed for training and assessment might
carry biases toward specific demographics, cultural elements,
or emotional categorizations.

As we look to the future of facial expression analysis
under masks, it is essential to consider the impact of cultural
diversity. Different cultures may exhibit unique vocal tones
and facial expressions, which can affect the accuracy of our
models. To improve the effectiveness of our analysis, we need
to incorporate a broader range of expressions - both with
and without masks - to achieve more reliable and favorable
results. By doing so, we can ensure that our models are more
robust and inclusive of all cultures and communities.
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