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ABSTRACT In a Data-Centric AI paradigm, the model performance is enhanced without altering the model
architecture, as evidenced by real-world and benchmark dataset demonstrations. With the advancements of
large language models (LLM), it has become increasingly feasible to generate high-quality synthetic data,
while considering the need to construct fully synthetic datasets for real-world data containing numerous per-
sonal information. However, in-depth validation of the solely synthetic data setting has yet to be conducted,
despite the increased possibility of models trained exclusively on fully synthetic data emerging in the future.
Therefore, we examined the question, ‘‘Do data quality control techniques (known to positively impact
data-centric AI) consistently aid models trained exclusively on synthetic datasets? ’’. To explore this query,
we performed detailed analyses using synthetic datasets generated for speech recognition postprocessing
using the BackTranScription (BTS) approach. Our study primarily addressed the potential adverse effects
of data quality control measures (e.g., noise injection and balanced data) and training strategies in the
context of synthetic-only experiments. As a result of the experiment, we observed the negative effect that
the data-centric methodology drops by a maximum of 44.03 points in the fully synthetic data setting.

INDEX TERMS Korean grammatical error correction, synthetic data, noise injection, balanced data.

I. INTRODUCTION
In recent years, the natural language processing (NLP) field
has witnessed a surge in practical research on rapidly enhanc-
ing model performance without modifying the model in
real-world scenarios [1], [2], [3]. This trend has resulted in
an expansion of data-centric AI research. Numerous studies
are focusing on improving the model performance with-
out model modifications [4]. The research in this domain
encompasses a variety of topics such as data management
for generating training data [5], data quality control efforts
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like filtering [6], noise injection [7], [8], as well as data
augmentation techniques [4], [9].

Another data management method that is attracting
increasing attention is the use of synthetic data [10], particu-
larly as large language models (LLMs) continue to evolve.
The emergence of models such as GPT-3 [11], ChatGPT,1

and LaMDA [12] has enabled the generation of high-quality
synthetic data. Consequently, the likelihood of developing
models trained solely on synthetic data has increased steadily.

Table 1 presents examples of ChatGPT performing natural
language understanding tasks such as morphological analysis

1https://chat.openai.com/
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TABLE 1. Example of generating ChatGPT synthetic data. ‘‘User’’ and ‘‘ChatGPT’’ means user query and ChatGPT system response, respectively.

and syntactic parsing, as well as machine translation and
grammar correction. The sentences generated by ChatGPT
can be reused as synthetic data. This demonstrates a direct
link between ChatGPT’s generative capabilities and synthetic
data generation [13].

Although previous research has indicated a positive impact
on model performance, a question remains: have models
trained exclusively on synthetic data been validated? Previous
studies were predominantly based on human-constructed or
publicly available datasets [4], [14]. For Data-Centric AI, the
mainstream research has focused on efficiently generating
high-quality synthetic data [15] and humanlike data [16].
However, the in-depth validations of models trained solely
on synthetic data are relatively few.

In real-world scenarios, obtaining certain data types
such as documents containing personal information (e.g.,

identification cards, medical receipts, and prescription
receipts), voice phishing-related audio data for detecting
phishing attempts, and documents with substantial defense
information can be challenging [17], [18], [19]. Conse-
quently, researchers frequently rely on synthetic data to gen-
erate these datasets. Furthermore, with the increase in the
number of synthetic data studies based on self-supervised
learning [20], [21], [22] and the demonstrated effectiveness of
exponentially increasing the amount of data through scaling
laws [23], [24], [25], there is a pressing need for in-depth
validation of models trained exclusively on synthetic data.

Due to the advancements in LLM, the ability to gen-
erate high-quality synthetic data and the growing demand
for synthetic data in real-world, it is anticipated that we
will rely on models trained on fully synthetic data in the
future. However, there is a lack of research on whether the
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FIGURE 1. Process of research question. (a) indicates the process of noise injection. (b) indicates the process of balanced data. (c) indicates the process
of data-driven training strategies. The purple background represents the process of generating the DATSsrc , DATStgt . The orange background shows the
process of fine-tuning with the each DATS model BTS data.

current methodologies remain equally effective in this exclu-
sive synthetic data setting. In response to this, we conduct
pre-validation as a measure to address this trend. There-
fore, we investigated whether a data-centric approach can
exert a similar positive impact on models trained only on
synthetic data. To this end, we revisited and analyzed the
research on synthetic data. To the best of our knowledge, our
research represents the first comprehensive study that exten-
sively compares various data-centric methodologies known
to be effective in real-world datasets within a fully syn-
thetic data setting. We conducted experiments based on a
speech recognition post-processing (GEC) task. For per-
formance validation using only synthetic data, we adopted
a model based on the recently proposed back transcrip-
tion (BTS) methodology [26] to generate synthetic data
in GEC. Using this model as a foundation, we com-
pared and analyzed the positive and negative impacts on
the performance by applying data quality control measures
advocated in Data-Centric AI (i.e., noise injection [27] and
balanced data [28], [29]), as well as various data-driven
training strategies.We highlight the necessity for conduct-
ing research on utilizing data quality control in the con-
text of exclusive synthetic data settings through comparative
analysis.

Section II provides an explanation for the necessity of
research on exclusive synthetic data by showcasing the
advancements in LLM and presenting studies in domains that
require synthetic data. Section III describes the design of
three experiments aimed at validating whether Data-Centric
methodologies exhibit similar effects in both the exclu-
sive synthetic data and real-world data settings. Section
IV outlines the experimental setup, while Section V-A
analyzes the results when applying noise injection (per-
turbation) methods. Section V-B compares the results
when employing balanced data methods, and Section V-C

examines the results when implementing data-driven training
strategies.

The contributions of this study are as follows.
• We predict the emergence of models trained solely on
synthetic data due to the advancements in LLM and
the presence of personally identifiable information in
real-world datasets, and we conduct pre-experiments in
anticipation of this trend.

• We perform comparative research to investigate whether
data-centric approaches that have shown positive effects
in the real-data environment also exhibit the same effects
when applied to models trained solely on synthetic data.

• The experimental results demonstrate that the same
methodology has varying impacts on real-world and
synthetic data, thereby indicating the need for research
on utilizing data quality control in the only synthetic data
setting.

II. WHY SYNTHETIC DATA?
The objective of applying generative AI (GAI) techniques
(e.g., ChatGPT) in data generation is to make data more
efficient and accessible. This enables the generation of
high-quality synthetic data at a faster pace [30]. The GAI
has been utilized in various fields because of its capability to
identify the intent of the instructions provided and generate
appropriate content accordingly [31], [32]. With the increase
in the data volume and computational capability, several stud-
ies have attempted to utilize new technologies by applying
GAI algorithms. ChatGPT 1 is a notable example of this.
In November 2022, OpenAI released a novel AI-powered

chatbot called ChatGPT. It has attracted considerable atten-
tion within the research community. A study determined that
participants could differentiate between ChatGPT-generated
abstracts of scientific papers and those authored by humans
68% of the time [33]. Moreover, the chatbot attained the
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TABLE 2. Example of noise injection according to noise type.

passing threshold with 60% accuracy on US medical licens-
ing examinations even without specialized human input [34].
These observations indicate that synthetic data produced
by generative AI models may progressively gain substan-
tial influence, potentially supplanting real data in specific
domains.

Also, synthetic data are effective when real-world data are
significantly small or when sensitive data are unavailable. For
example, cybersecurity systems require labeled data to iden-
tify known malicious activities. However, these are gener-
ated manually and seldom released publicly. References [35]
and [36] discussed the effectiveness of using synthetic data to
evaluate an attacker’s capabilities and a system’s robustness
before system deployment in the simulation for evaluating
anomaly detectors.

Detecting small targets in infrared images is important
in military systems. However, it is challenging because the
non-availability of sufficient structural features may result in
false alarms for target discrimination. Reference [37] utilized
generative adversarial networks (GAN) [38] to obtain syn-
thetic data without modeling the imaging pipeline or physical
world.

Finance is a representative field that is difficult to research
owing to the personal information problems. Financial data
are confidential and contain personally identifiable cus-
tomer attributes. The sharing of data outside the business
for research purposes is limited stringently. Reference [39]
emphasized the importance of generating synthetic financial
data with attributes identical to those of real data while
protecting personal information. The guidelines for this are
presented in the laws of various organizations related to
education and medical data privacy protection, e.g., the
General Data Protection Regulation (GDPR) laws in the
European Union [40], and Family Educational Rights and
Privacy Act (FERPA) [41] and Health Insurance Portabil-
ity and Accountability Act (HIPAA) [42] in the United
States.

In addition, synthetic data may be effective in few-shot
settings. Typically, table-based question answering (QA) sys-
tems need to understand both the natural language (NL)
question and the table to produce an appropriate response in
few-shot settings. Reference [43] hind the disparity between
structured and natural language. Training on synthetic NL
questions can close this disparity, particularly when limited
annotated NL questions are available.

Given the advancements in LLMs such as ChatGPT, it is
imperative to emphasize research solely dedicated to syn-
thetic data generation. This is particularly crucial considering
the growing demand for high-quality synthetic data across
various domains and applications. The development of LLMs
has provided an enabling environment for creating synthetic
data of exceptional quality, further underscoring the need for
focused research in this area.

III. REVISITING SYNTHETIC DATA
We believe that the advancements in LLM have made it
easy to generate synthetic data and given the necessity of
synthetic data due to privacy concerns, we anticipate a future
where models trained solely on synthetic data will be utilized.
In this study, the primary objective was to determine whether
‘‘data quality control (known to be advantageous in conven-
tional cases) exerts a similar positive impact when applied to
models trained only on synthetic data.’’ For a more precise
inspection, we designed the following three experimental
setups:

A. HOW DOES THE STRENGTH OF NOISE INJECTION
IMPACT THE MODEL PERFORMANCE?
First, we aim to examine the effects of applying noise injec-
tion methods (i.e., , perturbation), a representative approach
for data quality control, in models composed only of syn-
thetic data. Figure 1(a) illustrates the noise injection process.
The dataset utilized is constructed with parallel sentences
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consisting of source and target sentence pairs, similar to those
in previous BTS studies.

For perturbations in synthetic data, such as BTS, we apply
six types of noise (separation, vowel transformation, pro-
nunciation, punctuation, loanword transformation, and neol-
ogism errors) to source sentences. Separation refers to a case
where the consonants and vowels in a character are separated.
Vowel transformation replaces a vowel within a character
with another vowel.Pronunciation is a casewhere eachword
is altered according to its pronunciation.

We conduct various case studies based on six
noise-injection intensities ranging from 0.1 to 1.0 (0.1, 0.2,
0.4, 0.6, 0.8, and 1.0). Noise is inserted according to the
proportion of noise set at the word level within each sentence.
For example, if the noise ratio was 1.0, noise occurred in each
word within a sentence. Using the generated data, the model
was trained to obtain a noisy injection model. We analyze
the impact on the performance when applying perturbation
to an environment with only synthetic data by comparing this
model with a baseline that does not undergo noise injection.

B. HOW DOES THE RATIO OF NOISY AND CLEANED TEXT
BATCHES AFFECT THE MODEL PERFORMANCE?
Second, we examine the effects of applying the balanced
data method to models using only synthetic data. Balanced
data refer to a methodology that constructs datasets by inten-
tionally setting the proportions of noisy and clean data for
use in training. Clean data represent unprocessed synthetic
data without additional modifications such as noise injection.
Meanwhile, noisy data refer to the BTS dataset with applied
transformation techniques. For example, if the set ratio is 5:5,
50% of the total data would contain noise. The transformation
techniques applied to the noised data are the same pertur-
bations as in Figure 1(a). The goal is to observe the effects
of varying the proportion of clean BTS data under identical
noise settings.

Figure 1(b) illustrates the process of obtaining balanced
data. The clean BTS data and noised data generated in (a)
are combined according to the ratio of the balance settings.
In order to observe the impact of the ratio of noisy data within
balanced data, we constructed balanced data using clean and
noisy data in five ratios (5:5, 4:6, 3:7, 2:8, and 1:9). For each
setting, we train a model using the generated balanced data.
By comparing the performance of the baseline model trained
on clean BTS data and the models trained on balanced data
using the applied method, we analyzed the impact of different
learning approaches based on noise and clean data ratios on
the performance of models trained only on synthetic data.’’

C. DO TRAINING STRATEGIES HAVE A POSITIVE IMPACT
ON MODEL PERFORMANCE?
Third, we examine the effects of applying various data-driven
training strategies to synthetic data. Figure 1(c) illustrates
the data-driven training strategy. The synthetic parallel data
used here consisted of source sentences containing errors and
target sentences without noise. This process demonstrates the

FIGURE 2. Architecture of BackTranScription (BTS).

generation of data-driven training strategy (DATS) models by
constructing various combinations of training strategies.

The purple section in (c) shows the process of constructing
parallel corpora using only data with identical characteristics.
To achieve this, we separate the parallel corpora with different
characteristics and reassembled pairs using sentences with
identical training characteristics. That is, we conduct training
using source-source sentence pairs from parallel sentences.
Conversely, we separate target sentences from parallel sen-
tences and conducted training using target–target sentence
pairs. This implies that we train the DATS models using
sentence pairs with identical characteristics, both containing
errors and those without, resulting in DATSsrc and DATStgt
models, respectively. This functions as a type of ablation for
the next step, i.e., fine-tuning on synthetic data.

The orange section in (c) illustrates the process of applying
additional fine-tuning to each DATS model using synthetic
data. This involves post-training, where the trained DATS
models are fine-tuned further using synthetic data composed
of source–target sentence pairs. That is, this strategy sequen-
tially trains data with both identical and different characteris-
tics. Through this process, we obtain fine-tuned DATSsrc and
fine-tuned DATStgt models.

We analyze the impact of different Data-Centric AI learn-
ing strategies on the model performance by comparing a
baseline model with a model trained using two data-driven
learning strategies.

IV. EXPERIMENTAL SETTINGS
A. SYNTHETIC DATA
We generate synthetic datasets for training data using
BTS [26]. Figure 2 shows the architecture for synthesizing
monolingual corpus into a parallel corpus using BTS. Train-
ing a post-processor (GEC) requires parallel corpora created
by human annotators, which are expensive and not scal-
able. To alleviate this problem, BTS combines text-to-speech
(TTS) technology and speech-to-text (STT) technology to
generate GEC task synthesized data for speech recognition
post-processor. The synthesized voice data generated by TTS
undergoes text-to-speech conversion through Navers CLOVA
Speech Recognition (CSR) API. This API employs the same
model utilized for Navers Voice Recognition Notes and
Searches, requiring less than 120 hours and 72 hours for con-
version, respectively. The voice data is synthesized using the
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FIGURE 3. Experimental results of noise injection. (a) is the result of inserting noise into synthetic data of AIHUB. (b) is the result of
inserting noise into synthetic data of TED. Note that the x-axis indicates the strength of noise injection.

TABLE 3. Statistics of the raw dataset in synthetic. Each value represents
the number of sentences included in the data. Dev. indicates the
development set.

WaveNet model, the same model employed by Google Assis-
tant, Google Search, and Google Translation, with conversion
times of less than 36 hours and 24 hours, respectively. The
process of building a parallel corpus involves the following
steps: 1) crawling the pre-built mono corpus in a convenient
manner; 2) transformation into speech using TTS; and 3) out-
putting the converted result as text using STT. Although BTS
may not encompass the field of synthetic data, BTS is a sim-
ple and efficient methodology for generating synthetic data.
Thus, we use it for experiments.We employ theAI-HUB [44],
which are representative Korean data platform, and the TED
Korean dataset,2 the same datasets used in prior BTS studies,
as raw data for generating BTS-based synthetic data. AI-HUB
and TED datasets, being well-curated and openly available,
are highly suitable for utilization as raw monolingual corpora
due to their ease of access. We use the BTS methodology to
create synthetic parallel data from raw monolingual corpus.
In addition, since the existing BTS research was also con-
ducted in Korean, this experiment also performs based on
Korean for a fair evaluation.

Table 3 shows the data statistics used in the experiment.
We utilize 92,000 sentences from AI-HUB data and 119,883
sentences from TED’s Korean Transcript data to generate
BTS-based synthetic data. In order to analyze the impact of
synthetic data on themodelmore accurately, wemaximize the
quantity of training data within the available resources. These

2https://www.ted.com/talks?language=ko

data are used as raw data for BTS, transformation into speech
using TTS and outputting the converted result as text using
STT. In other words, TST (Text-to-Speech-to-Text) technol-
ogy is utilized to generate a pseudo-parallel corpus, which
comprises synthetic data of (TTS result, original monolingual
corpus text) including generated noise during each phase of
the process.

B. IMPLEMENTATION DETAILS
In order to focus on the performance of the methodology
rather than the model itself, we employed the vanilla trans-
former [45] for model training. The hyperparameters set to
the values in [45]. Fairseq [46] is used for the implementa-
tion. For subword tokenization, we utilize SentencePiece [47]
and set the vocabulary size to 50,000 words. We evalu-
ate the BTS-based synthetic data models BLEU [48] and
GLEU [49]. A higher value for BLEU and GLEU indicates
better performance. These metrics are identical to those used
in previous BTS studies.

V. EXPERIMENTAL RESULTS
A. RESULTS FOR QUESTION 1: NOISE INJECTION
The experimental results applying noise injection (perturba-
tion) methods are shown in Figure 3. (a) Synthetic data gener-
ated based on AIHUB and (b) TED. The noise injection ratio
refers to the probability that tokens in sentences would be
inserted with noise. The baseline performances are 65.69 and
56.14 when trained with synthetic data from AIHUB and
TED, respectively. In most cases, the performance deterio-
rated, reporting the lowest performance of 63.82, 54.2 when
the noise ratio is 0.1, 0.8 and the highest performance of
65.37, 56.55 for the noise ratio 0.4, 0.2. In particular, the
performance of TED outperforms the baseline by a small
margin when the noise ratio is set to 0.2.

Compared with models trained on data using perturbation
methods, the performance tend to improve when the noise
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FIGURE 4. Experimental results of balanced data. Note that the x-axis indicates the ratio as (clean:noise).

ratio was low. However, the strong negative impact ratios are
0.1, 0.8, for AIHUB and TED, respectively, which cannot
specify the tendency. We infer that the ratio causing negative
impact is inconsistent. Perturbation methods in synthetic-
data-only settings have a negative impact on performance and
are out of control. We conclude that the positive impact of
the perturbation methods demonstrated in numerous previous
studies show a negative impact on the synthetic-data-only set-
ting. This indicates the need for research in environments that
consider only synthetic data, rather than relying on traditional
methodologies based on real-world data settings.

B. RESULTS FOR QUESTION 2: BALANCED DATA
The second set of experimental results, including the appli-
cation of the balanced data methods, is shown in Figure 4.
We provide a ratio according to the balance setting ratio to
clean synthetic data that do not require further processing and
noisy data to which perturbation methods have been applied.
We then train the model with the data. The clean-to-noise data
ratio is set to five as mentioned earlier. The noise injection
ratio is applied identically to Figure 3. The result reveals
performance degradation when the noise injection ratio is
over 0.6. Especially, AIHUB results deteriorate by 19.07%
(53.16) compared to the baseline when the ratio of clean and
noise data is 1:9 and the noise ratio is 1.0. The TED results
consistently showed no progress at 32.04% (38.15) below the

baseline. We find that the performance gap occurs when the
noise injection ratio increases and the ratio of clean data and
noise data is skewed towards the noisy data.

Meanwhile, progress is achieved in the noise injection
ratio 0.1–0.4 regardless of the ratio of balance setting. The
performance of AIHUB tended to improve when the clean
data ratio is smaller in the data with the ratios 0.1, 0.4.
We conjecture that when the noise ratio is low, the model
is robust regardless of the ratio of the balance setting and
an appropriate amount of noise is required. However, the
synthetic-data-only environment shows also a positive impact
as well as a negative, unlike the real-world environment.
This implies that it is necessary to determine an appropriate
balance ratio setting at a low injection ratio to effectively use
data quality control.

The experimental results show negative effect as the ratio
of balance increases in a situation where the ratio of noise
injection is high. Namely, we confirm that in an environment
composed of only synthetic data, data quality control may
have a less positive effect on the model. Through this, data
quality control, which is known to have a positive effect on
real-world data-based models, we conclude that a positive
effect is not always guaranteed in an environment made up of
only synthetic data. These results imply that real-world data
and synthetic data have distinctly different characteristics
and must be dealt with separately. Therefore, we suggest
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TABLE 4. Experiment results (%) of different models on AIHUB and TED datasets.

that beyond effective synthetic data generation, which is the
main focus of the existing Data-Centric AI, research must
be conducted to ensure that models using synthetic data can
produce sufficient performance.

C. RESULTS FOR QUESTION 3: DATA-DRIVEN TRAINING
STRATEGIES
The experimental results of applying the training strategy
are presented in Table 4. The DATSsrc and DATStgt models
are the results of learning only with data exhibiting identical
characteristics. In the case of DATSsrc (which are trained
by constructing data only with error sentences), AIHUB and
TED records 45.82 and 39.27 BLEU, respectively. These
represent reductions by −19.87 and −16.87 points, respec-
tively. In the case of the DATStgt model, AIHUB reduces by
−34.71 points to 30.98, and TED degraded by −16.87 points
to 39.27. Although the performance of DATSsrc shows a
smaller decrease than that of DATStgt , both models exhibit
a reduction from the baseline.

The fine-tuned DATSsrc and fine-tuned DATStgt models
indicate the results of applying a method of sequentially
training the data with identical and different characteristics.
We fine-tune the BTS data in addition to the previous model
and present the results. In the case of fine-tuned DATSsrc, the
BLEU score of AIHUB is 44.9 (−20.79 points lower than the
baseline) and that of TED is 39.23 (−16.91 BLEU lower).
The fine-tuned DATStgt model scores −44.03 points lower
than the baseline at 21.66 for AIHUB and −17.31 points
lower at 38.83 for TED.

This indicates that even when additional fine-tuning is
conducted with the synthesized data, it has an adverse effect
on performance improvement. In addition, similar to the sce-
nario before the additional fine-tuning, the performance of
the TED-based model is better than that of AIHUB. We infer
that the initial model training is important.

We experiment with learning strategies by constructing
various cases. However, the pure model without any applied
strategy exhibits the best performance. Thus, we verify the
occurrence of an adverse effect of applying a data-based
learning strategy in the context of synthetic data. This implies
that need to go beyond effective synthetic data generation
in the traditional Data-Centric AI field and conduct research

to ensure that models trained on synthetic data can achieve
sufficient performance.

VI. CONCLUSION AND FUTURE WORK
Recently, research has focused on improving the model per-
formance without modifying the model or using synthetic
data as an approach. This study investigated the research
question of whether data quality control (a Data-Centric AI
methodology known to have a positive impact) also yields
a positive impact when applied only to models trained on
synthetic data. To answer this question, we conducted exper-
iments by applying data quality control techniques such as
noise injection (perturbation), balanced data, and various
training strategies. The results revealed an adverse impact
in models trained only on synthetic data. Notably, when
employing the balanced data method, the AIHUB dataset
experienced a decline of 19.07% in performance compared
to the baseline when the ratio of clean and noise data is 1:9,
while the TED dataset consistently exhibited no improve-
ment, performing 32.04% below the baseline. This demon-
strated that data-centric methodologies do not necessarily
ensure a positive effect depending on the characteristics of
the data. This highlights the need for sufficient verification
of data-centric methodologies in synthetic data environments
and for research to utilize data quality control. We plan to
conduct additional analyses of the characteristics of syn-
thetic data environments by applying various data-centric
approaches.
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