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ABSTRACT Realization of situation-awareness for autonomous robotics applications in edge computing
environment is challenging. First, computing capabilities of edge devices are limited, which must be
considered in the execution of machine learning (ML)-based solutions. Second, many technologies are
available for realizing situation-aware capabilities, but comparison and integration of solutions creates
additional challenges. Third, existingML-based models are often not directly applicable for realizing custom
applications, and model(s) may need to be re-trained with new data. The contribution of this paper is
efficiency and feasibility evaluation of human pose recognition and object detection technologies in edge
computing environment. Several lessons learnt covering constraints are presented regarding feasibility of
the experimented technologies and data sets. The efficiency evaluation results indicated that simultaneous
human pose recognition (Google’s Movenet) and object detection (Yolov5) on Jetson AGX Xavier achieved
∼13-16 FPS, while GPU and CPU utilization remained at a medium level, and most of the memory remained
unused (< 44 %). Object concept and human pose concept activation algorithms may be considered as
an additional contribution. Realized architecture design of the prototyped system in multiple computing
environments can be considered as a partial evaluation of a ML-based big data reference architecture.

INDEX TERMS Movenet, Yolov5, Jetson AGX Xavier, inference, reference architecture, big data.

I. INTRODUCTION
For effective cooperation of people and machines in future
physical work, remotely operated autonomous robotic sys-
tems (e.g., automated guided vehicles (AGV)) should be able
to safely operate in the same physical space with human
employees without safety zones separating the two (e.g.,
collaborative robotics [1]). To achieve this, the robotic sys-
tems should have capabilities to perceive and comprehend
their surrounding operational context and take it into account
in the automated decision making as part of the missions
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or tasks execution. In other words, the future autonomic
robotic systems need to become situation-aware just like
humans, capable to perceive critical factors from their envi-
ronment, understand what those mean in relation to current
goals [2]. Accordingly, simple object detection is not suf-
ficient, but perception of concepts from the environment
is required to enable cognitive robotic systems [3]. For
example, let us consider a use case of underground mining,
where an autonomous mining vehicle is remotely given a
mission to move between places A and B within the mine
and perform fully automated ore hauling. To avoid physical
injuries and collisions with obstacles, the vehicle control
system and mission should automatically adapt if people or
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obstacles are detected on route. In this article, we evaluate
the potential technological enablers for such situation-aware
applications within edge computing environments. Next Gen-
eration Mining (NGMining)-project [4] aims at facilitating
safe and efficient underground mining with autonomous
connected and moving mining machinery. Our goal in the
NGMining-project was to design and develop an autonomous
cognitive robot platform for demonstration purposes. Partic-
ularly, the aim was to design and realize scenarios, where
an autonomous moving robot detects objects and recognizes
human poses, which may be utilized for in situ intelligent
decision making and operation of the robot. The challenge
was to realize the functionality by using edge computing
devices with limited computing power.

Especially, the research was motivated by:

• The lack of suitable models or training data sets for
detection of application-specific concepts (i.e., objects
and human poses) for the underground mining environ-
ment.

• The difficulty of decision making on technology selec-
tion for realizing object detection ([5], [6], [7], [8], [9],
and [10]) and human pose recognition ([11], [12], [13],
and [14]) on edge computing devices with heteroge-
neous resource-constraints (e.g., different device vari-
ants of NVIDIA’s Jetson devices).

• Lack of open source-based solution and architecture
simultaneously realizing object detection and human
pose detection functionalities.

The research question was: How feasible and efficient are
object detection and human pose recognition technologies
for enabling situation-awareness of robotics applications
in edge computing environment? The research was con-
ducted by applying the design science research methodology
(DSRM) [15]. The objective was to develop ML-based solu-
tion and architecture for facilitating robot operation in edge
computing environment with object detection and human
pose recognition service.

The contributions of our research are:

• Feasibility and efficiency evaluation of object detec-
tion and human pose recognition technologies for
edge computing environment. Especially, integration of
Yolov5-based object detection [6] and Movenet-based
human pose recognition [13] with object concept and
human pose concept activation algorithms (executed
with Jetson AGX Xavier) may be considered as a novel
contribution.

• Additionally, architecture design of the realized solu-
tions in multiple computing environments is presented,
which can be considered as a partial evaluation of the
ML-based big data reference architecture (RA) [16].

The document is structured as follows: In Section II a lit-
erature review is presented covering object detection and
human pose recognition technologies, andML-based big data
reference architectures. Research method and process are

presented in Section III. Design science-based research iter-
ations on ML for human pose recognition, object detection,
and their integration are described in Sections IV-VII. Par-
ticularly, the experimented architecture design is presented,
evaluated, and compared to related work. Finally, the results
are discussed (Section VIII) and concluded (Section IX). The
Appendix contains initial experimentation results on object
detection and human pose recognition (Iteration 1). Addition-
ally, application programming interface (API) description of
object and human pose concepts for the end user is presented.
Finally, edge computing devices’ SW configurations have
been included, which were essential for execution of the
experiments.

II. LITERATURE REVIEW
The literature of vision-based scene understanding in human-
robot collaboration [17] can be broadly categorized into
object perception, human recognition, environment parsing,
and visual reasoning. Specifically, we focused on object
detection and localization (as part of object perception [17]
research area), and human body pose recognition (part of
human recognition [17] research area).

Several Yolo-based approaches [5], [6], [7], [8], and [18]
have been developed for object detection purposes.
Yolov6 [7] improves on earlier approaches with a new neural
network design, and training techniques (self-distillation,
improved quantization). Yolov7 [8] applied new training
techniques (e.g., newmodel re-parameterization and dynamic
label assignment method) for improving accuracy with-
out affecting inference latency. However, Yolov6 achieved
higher processing performance in comparison to Yolov7 [7].
A selective frame-down samplingmethod has been developed
for improving Yolo-based object detection (people counting
application) performance with Jetson Nano-devices [10]. Par-
ticularly, Yolov5 models optimized with TensorRT achieved
∼63-108 ms inference latency. Yolov4 performance with
optimized models (TF-Lite, TensorRT) has been experi-
mented with Jetson Xavier-platform [9]. The models opti-
mized with TensorRT achieved ∼18-62 ms inference latency
with COCO and VOC data sets [9].
Partitioning of Yolov2-model between cloud (virtual

machine with Tesla P4 GPU) and edge computing resources
(Raspberry Piv3) has been studied for improving process-
ing performance [19]. The results indicated that a parti-
tioned model achieved lower performance when compared to
edge/cloud-only execution. Additionally, general approaches
for deep neural network (DNN) partitioning into a small
head-part (executed in edge-devices) and a large tail-part
(executed in cloud domain) are available ([20] and [21]).
BottleFit [21] achieved 55-89 % lower latency in split CNN
computing vs. cloud/edge-only execution approaches with
Jetson Nano and Raspberry Piv4 devices. By using a similar
approach, DNNs were split between edge (Jetson TX2 and
NVIDIADrive PX2 devices) and cloud domains [22]. Finally,
memory efficient patch-based inference for microcontrollers
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(with only hundreds KBs of RAM) has been proposed [23],
which reduces peak memory consumption of existing models
by 4-8x.

Google has published several convolutional neural net-
works (CNNs) in Tensorflow Hub for human joint keypoint
identification [13]. Models supporting single and multiple
human keypoint identification (up to six humans) are avail-
able. The identified locations of human keypoints can be
further used for training human pose recognitionmodels [24].
Accuracy of Movenet was compared to other models (Open-
Pose, PoseNet, MediaPipe Pose) [11]. Movenet had the best
performance in terms of percentage of detected joints in
figures and videos [11].

Many additional approaches have been studied for real-
izing human pose recognition. LitePose [25] is an efficient
single-branch solution, which has achieved low prediction
latency (22-97 ms) with Jetson Nano. A lightweight model
based on shrinking deconvolution via Darkpose, and dis-
tillation training achieved ∼16 ms inference latency with
COCO image dataset on Jetson Xavier [26]. OpenPose-based
human body joint prediction integrated with CNN-based
human posture (e.g., fall) recognition achieved 2.5 frames per
second (FPS) on Jetson Nano [14]. Yolo has been enhanced
for multi-person human pose recognition using object key-
point similarity loss [27]. PoseTed [12] utilized Yolov4 for
human recognition, and spatial transformer network (STN)
as a cropping filter for images and bounding boxes. Then,
a feed-forward network predicted human keypoints based on
features provided by a transformer encoder/decoder network.
PoseNet-based human pose recognition has been integrated
as part of a collision-free human-robot collaboration sys-
tem [28]. Finally, datasets have been published for train-
ing human pose classification models. Hierarchical data set
(Yoga82) [29] has been used for classification of yoga poses.
MPII Human Pose dataset [30] includes 410 human activities
in 25 K images covering over 40 K persons.

In addition to technology development, many architectures
of big data systems have been realized and published, which
increasingly focus on the utilization of ML in edge com-
puting systems [16]. Reference architectures ([31] and [16])
have been developed for facilitating the design of concrete
architectures, and communication between important stake-
holders. Reduced development and maintenance costs of
systems, and reduced risks [32] are additional benefits of
RAs. The learning curve associated with RA adoption [32] is
a drawback of RAs. Despite the development of RAs, only a
few of the RA proposals have been evaluated [16], [31], [33],
and [34] (at least partly) based on real-world implementations
of big data systems.

The review indicates that many Yolo-based [5], [6], [7],
and [8] object detection approaches have been devel-
oped. When targeting model execution on edge computing
devices with limited resources, the models may be opti-
mized/compressed (TF-Lite, TensorRT) [9] and [10] or par-
titioned [19], [20], [21], and [22] between edge and cloud

environments. Many solutions [12], [27], and [28] have been
developed for human pose recognition, also targeting exe-
cution on mobile devices [13] and [14]. Human pose data
sets [29] and [30] are available, which may be utilized for
ML-based model development. Thus, technologies and data
sets are available for designing and realizing an architecture,
which may facilitate object detection and human pose recog-
nition in edge computing environment.

III. RESEARCH METHOD AND PROCESS
The research was conducted by applying the DSRM [15]
(Fig. 1). Initially, there was a need for building a robot-
platform/architecture, which has an ability to detect objects
and recognize human poses in the context of underground
mining. Our objective was to develop a ML-based solution
and architecture, which provides a service for facilitating
object detection and human pose recognition in edge com-
puting environment. Five research iterations were realized
where ML-based solution and architecture was designed
and implemented, demonstrated, and evaluated. Especially,
the enabling ML-based solutions (technologies) were eval-
uated in terms of feasibility and efficiency. Additionally,
the realized architecture design has been mapped into the
architectural elements of the RA [16], which is important for
ensuring empirical validity of the RA (step 6 in empirical
RA evaluation [35]). Finally, a big data architecture (designed
based on the RA) is presented enabling object detection and
human pose recognition in edge computing environment.

Videos and images of human poses were used in the
research. Informed consent of the involved human (the cor-
responding author) was obtained for the research.

IV. DESIGN, DEVELOPMENT, AND EVALUATION: HUMAN
POSE RECOGNITION (ITERATION 2)
A ML-based architecture was designed and implemented for
human pose recognition. Movenet-based [24] human pose
recognition technology was chosen as the core ML-based
method for further development after initial experimentation
(see iteration 1 in the Appendix).

A. ARCHITECTURE
The architecture has been designed based on a Reference
Architecture for Big Data systems [16]. We utilized the
deployment environment view of the RA for architecture
design. Notation of the view is comprised of functionali-
ties (described with rectangles), data stores (ellipsis), and
data flows (arrows). The X-axis represents execution of
architectural elements in different deployment environments
(in-device computing, private cloud, public cloud etc.). The
Y-axis divides the elements into functional areas comprising
a big data pipeline, where data typically flows from data
sources towards the applications (upwards).

Fig. 2 illustrates theML-based architecture for human pose
recognition. Initially, the MPII Human Pose Dataset [30]
was used as a data source for training a ML-based human
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FIGURE 1. Our research was conducted by applying the DSRM [15].

FIGURE 2. ML-based architecture for human pose recognition.
Parentheses in architectural elements contain corresponding abstract
element in the RA.

pose recognition model. The dataset was downloaded into
a private cloud domain for model development purposes.
A new SW-component was developed for the extraction of
images related to specific categories and activities in theMPII
dataset (dbcollection-library [36] was used). Subsequently,
the extracted images were reviewed manually, and suitable
images were chosen for model training purposes.

However, the MPII Dataset did not include suitable data
for modeling all human poses of interest. Therefore, an addi-
tional dataset of human poses was created by manually
recording video with a camera (i.e., with a laptop). Human

TABLE 1. Collected dataset for human pose recognition.

pose images were extracted from the video files with VLC
video player [37].

The human pose images extracted from the MPII dataset,
and the manually collected images were pre-processed by
the Movenet-prediction model [13]. The location of human
keypoints in images were extracted and stored into comma
separated value (CSV)-format. A model was trained based
on the CSV-file for human pose classification. Finally, the
trained model was compressed into Tensorflow Lite format,
which was utilized for inference.

B. EVALUATION
1) EFFICIENCY EVALUATION
Table 1 presents the collected data set, which was utilized
for training a model for human pose recognition. The size
of the data set was 3807 images. The images were divided
into seven human pose classes. The general class contained
human poses, which were difficult to be distinguished from
each other (in italics in Table 1).
The data set was divided into training, validation and

testing data with 80 %/10 %/10 % split. A simple neural
network architecture was trained, which accepted seventeen
human keypoints as input, and predicted seven human poses
(see [24] for the detailed implementation). Each human
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keypoint included X and Y coordinates, and a confidence
score [13]. Thus, the size of input data was 51(17∗3).
The accuracy of the trained model was 92.7 %. The trained

Tensorflow-model (252 KB model file size) achieved 380 ms
inference latency with Jetson Nano (4 GB RAM), which
was insufficient for our purposes. The Tensorflow-model was
compressed into Tensorflow Lite format (27 KB model file
size), which achieved 89 % accuracy, and ∼2-3 ms inference
latency. Despite the slight accuracy decrease, the compressed
model is more suitable for inference purposes in edge com-
puting devices.

2) FEASIBILITY EVALUATION
The following lessons were learned during the development:

• Extraction of images from the MPII dataset was not
straightforward. dbcollection-library [36] had to be used
for extracting images per category from the data set.

• The quality of images in the MPII data set varied, and
some of the images had to be manually filtered out.

• Initial model training experiences indicated that similar
poses (e.g., walking, running, standing) were difficult to
be recognized from each other. Thus, such poses were
included under the general class.

• The trained Tensorflow Lite model was tested and evalu-
ated by using video files (including human poses), which
were not used for training of the model. Visual analysis
of the predicted human poses indicated that most human
poses were identified correctly. However, there was con-
fusion between some of the human pose classes. For
example, handsup-human pose was sometimes confused
with the general-class (which also includes handup-
human pose as a sub-category).

3) COMPARISON TO RELATED WORK
We utilized the Movenet-model [13] for recognizing human
keypoints, and adapted the implementation [24] for train-
ing a human pose classifier. We used some data from the
MPII Human Pose dataset [30] for training of the classifier
(Table 1). Additionally, we collected new images for identify-
ing custom human poses (Table 1). The combined latency of
the compressed (TF-Lite) human pose classification model,
and the Movenet-model was much lower (Table 8), when
compared to an alternative solution [38] on Jetson Nano-
device. Accuracy of the trained and compressed human pose
classification model against offline testing data was 89 %
(un-compressed model accuracy was 92.7%). In comparison,
PoseNet was trained for recognition of four human poses
(right handling, holding, stop, and left handling) and it was
integrated with a human-robot collaboration system [28].
We trained a classification model for recognition of 7 human
poses, which may explain differences in recognition accu-
racy (our un-compressed model accuracy was 92.7 % vs.
∼100 % [28]). Our work focused on experimentation with
edge computing devices, whereas the PoseNet-experiments
were performed in desktop PC environment [28].

FIGURE 3. ML-based architecture for object detection. Parentheses in
architectural elements contain corresponding abstract element in the
RA [16].

V. DESIGN, DEVELOPMENT, AND EVALUATION: OBJECT
DETECTION (ITERATION 3)
A ML-based architecture was designed and implemented for
object detection. Yolov5 was used as the core technology for
further development based on initial experimentation (see the
Appendix).

A. ARCHITECTURE
Fig. 3 presents the ML-based architecture for object detec-
tion, which was designed based on the deployment envi-
ronment view of the RA [16] (see Section IV-A.1 for a
summary of the notation). Three computing environments
were identified. Data collection was conducted with a mobile
phone (in-device computing [16]), and the collected data set
was annotated within the public cloud domain. The object
predictionmodel was trainedwithin the private cloud domain.

Two objects were of interest for our purposes: a robot, and
a simulated rock (cardboard box). New data was collected
for training an object detection model (based on Yolov5),
because the existing models did not contain our custom
classes (robot, simulated rock) of interest. Video camera of
a mobile phone (Samsung Galaxy A53) was utilized for
capturing video files (720p, 30 FPS) of the objects from
low/medium/elevated position in relation to the object of
interest. GOM-player [39] was used for extraction of JPG-
images from the video files. The data set was annotatedmanu-
ally with the Roboflow public cloud service [40]. Particularly,
Roboflow used auto-orientation, and resized the images to
640 × 640 format. Subsequently, objects in the images were
manually annotated by utilizing the Roboflow user interface
(web browser) with a laptop (HP Elitebook 840 G7). Finally,
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TABLE 2. Collected dataset for object detection.

a ZIP-file was downloaded into the private cloud domain. The
ZIP-file contained the processed images and annotations in
Yolo-format. Within the private cloud the images and object
annotations were used for training of the object detection
model, which was used for inference.

B. EVALUATION
1) FEASIBILITY EVALUATION
The following lessons were learnt during implementation of
the architecture:

• The Roboflow service became unresponsive at times
during annotation. Therefore, the web browser had to
be restarted to improve responsiveness. Additionally, the
images were annotated in several batches.

• The Yolov5-model was trained with a GPU (Tesla P100
[41]) with 3584 CUDA-cores and 16 GB of memory.
Thus, the GPU was more powerful, when compared to
the resources of edge computing devices. Model training
took ∼22 minutes. Batch size=64 was used in training,
because the model with a larger batch size (128) did not
fit into the memory of the GPU.

• Quality of the trained model was evaluated visually
by using Yolov5 for inferring objects from previously
unseen video files (not used in training). Both objects
were successfully detected from the video files, although
the probability of prediction was at times lower for the
simulated rock.

2) EFFICIENCY EVALUATION
The data set used for training of the object detection model
has been described in Table 2. The data set was split between
training, validation, and testing with a 70 %/20 %/10 %-ratio.

Themodel was trained for one hundred epochs with a batch
size of sixty-four. The small Yolov5 weights (yolov5s.pt)
were used as a starting point for training (transfer learning).
Fig. 4 illustrates the training statistics, which were produced
by Yolov5. Our medium average precision (mAP_0.5:0.95)
and loss metrics seem to improve until one hundred epochs,
when the training was stopped. mAP-metrics measure how
well the predicted bounding boxes overlap with the ground
truth (Intersection over Union (IoU) [42]: 50-95 %). Our
mAP statistics of the trained model were: mAP_0.5: 0.99497;
mAP_0.5:0.95: 0.88954 (see [42] for a description of the

statistical metrics). Thus, the metrics indicate that our trained
model can be used for accurate prediction of objects.

VI. DESIGN, DEVELOPMENT, AND EVALUATION:
INTEGRATION OF HUMAN POSE RECOGNITION AND
OBJECT DETECTION (ITERATION 4)
A ML-based architecture was designed and implemented for
executing both object detection and human pose recognition
in the same edge computing device.

A. ARCHITECTURE
1) ML-BASED BIG DATA ARCHITECTURE
Initially, the Yolov5-model and the Movenet-model, which
were trained earlier (Fig. 2 and 3) in the private cloud envi-
ronment, were transferred, and loaded intomemory of Yolov5
and Movenet-implementations (Fig. 5).
Video was streamed from a camera (Intel RealSense

D415) [43], which was connected via a USB-cable to Jetson
AGX Xavier-edge computing device (16 GB RAM) [44].
Yolov5 was utilized for video stream extraction (enabled
with OpenCV-library [45]). The video stream was transferred
internally from Yolov5 to the Movenet-implementation with
Python’s multiprocessing library [46]. Thus, the same live
video stream was processed at both components. Finally,
detected objects and recognized human poses were communi-
cated via a Message Queuing Telemetry Transport (MQTT)-
broker (Mosquitto [47]) for interested subscribers.

2) INTEGRATION OF OBJECT DETECTION AND HUMAN
POSE RECOGNITION
The functionality is illustrated in detail with the unified mod-
eling language (UML) sequence diagram (Fig. 6). The steps
are as follows:

• Steps 1-4: Human pose recognition initializes the
Movenet detector (human keypoint detection) and clas-
sifier (human pose recognition), and the pre-trained
models are read into memory.

• Steps 5-6: An internal gesture_processor-class is initial-
ized, which connects to the MQTT-broker.

• Steps 7-8: Yolov5 initializes an internal object_detector-
class, which connects to the MQTT-broker.

• Step 9: Yolov5 connects to theMovenet-implementation.
• Step 10: Yolov5 model is loaded into memory.
• Steps 11-13: Video frames are read from the camera.
The frames are processed internally and transferred to
the Movenet-implementation.

• Step 14: Objects are detected/inferred from the received
video frames.

• Steps 15-16: The detected objects and associated
probabilities are processed internally (see Fig. 7 for
details). When an object is detected, the event is indi-
cated/published to the MQTT-broker.

• Steps 17-18: At the Movenet-implementation, the video
frame is provided as a tensor to the Movenet-model.
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FIGURE 4. Yolov5-model training statistics. The reader is referred to [42] for a detailed description of the statistical metrics.

FIGURE 5. ML-based architecture for execution of object detection and
human pose recognition in the same edge computing device.

Keypoints of detected humans are provided as output (as
a coordinate list).

• Steps 19-20: For each human, the coordinate list is
provided as input to the human pose classifier. The

classified human pose and probability are received as
output.

• Steps 21-22: The human pose and the associated prob-
ability are processed internally (see Fig. 8 for details).
When a human pose is recognized, the event is indi-
cated/published to the MQTT-broker.

3) HUMAN POSE CONCEPT ACTIVATION ALGORITHM
Human poses are inferred in each video framewith a different
probability. Such real time information may be difficult to be
utilized directly for control and decision making of robotics
applications. Thus, activation of a higher-level human pose
concept was needed. The functionality has been illustrated
below with pre-defined constants, and a UML state diagram
(Fig. 7). Fig. 7 illustrates how human pose concepts are
activated based on the inferred ML-based human poses in
video frames. Each ML-based inference (per video frame) is
comprised of the detected human pose and associated proba-
bility. If probability of the human pose is higher than a pre-
defined threshold (trigger_threshold_pose_probability), the
pose will be considered for further processing. Additionally,
only after enough consecutive occurrences of human poses
have been detected (trigger_threshold_consecutive_poses),
a human pose concept is activated (POSE_OBSERVED),
and the detected pose is stored (current_pose in Fig. 7) The
described functionality has been implemented into human
gesture_processor-class (Fig. 6).
Pre-defined constants (comments after hashtags):
# Probability threshold of recognized poses.
trigger_threshold_pose_probability = 0.9
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FIGURE 6. A sequence diagram illustrating the execution of object detection and human pose recognition on the same edge computing device.

FIGURE 7. UML state diagram of human pose concept activation algorithm.

# Threshold of poses in consecutive video frames needed
# for human pose concept activation.
trigger_threshold_consecutive_poses = 4

4) OBJECT CONCEPT ACTIVATION ALGORITHM
Additionally, an object concept activation algorithm has been
designed and implemented (see Fig. 8 for a simplified view of
the implementation). Yolov5 provides either object detections
(and associated probabilities) or indications, that no objects
were detected in a video frame. If an object has been detected
with a probability, which exceeds a pre-defined level of
confidence (trigger_threshold_object_probability), a times-
tamp will be associated with the object (to be used even-
tually for expiration). Subsequently, if the object has been

detected earlier (object_exists==True), an object counter
is increased. When enough consecutive object detections
have been observed (trigger_threshold_consecutive_objects),
an object concept is activated (OBJECT_DETECTED).

If no objects have been detected for a pre-defined thresh-
old (trigger_threshold_no_detections) of frames, all inter-
nally saved/activated object concepts will be deleted/cleared
(clear_obj_detections()).

Additionally, if an object is detected with a prob-
ability, which is lower than a pre-defined threshold
(trigger_threshold_object_drop_probability), and enough
consecutive object detections with a low confidence
have been observed (trigger_threshold_consecutive_drop_
objects), the internally saved/activated object concepts will be
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FIGURE 8. Simplified UML state diagram of object concept activation algorithm.

deleted/cleared (clear_object_detection(object)). The event is
also indicated to end users (CLEARED_OBJECT).

The functionality described in Fig. 8 has been implemented
to the object_processor-class in Fig. 6.
Pre-defined constants (comments after hashtags):
# Threshold for consecutive ‘‘no detection’’-events in

video
# frames to trigger expiration of all detected objects.
trigger_threshold_no_detections = 8
# Probability threshold to trigger object concept activation.
trigger_threshold_object_probability = 0.6
# Threshold for consecutive object detections in video
# frames (with probability >

# trigger_threshold_object_probability) to trigger
# object concept activation.
trigger_threshold_consecutive_objects = 10
# Probability threshold to trigger deactivation of
# object concept.
trigger_threshold_object_drop_probability = 0.3
# Threshold for consecutive object detections in video
# frames (with probability <

# trigger_threshold_object_drop_probability) to trigger
# deactivation of object concept.
trigger_threshold_consecutive_drop_objects = 4

5) INTEGRATED ML-BASED BIG DATA ARCHITECTURE FOR
OBJECT DETECTION AND HUMAN POSE RECOGNITION
Fig. 9 illustrates the big data architecture, which enables
ML-based object detection and human pose recognition

as a service for end-user applications. The view has
been created by synthesizing earlier architectural views
(Figs. 2-3 and 5), which were realized as parts of the
integrated system.

B. EVALUATION
1) FEASIBILITY EVALUATION
The following lessons were learnt, when implementing the
architecture:

• The video stream had to be re-transferred fromYolov5 to
the Movenet-implementation, because OpenCVAPI did
not allow two processes to read from the video camera
at the same time.

• When 720p videowas streamed, Yolov5 scaled the video
automatically to 736 × 1280 due to the Yolov5-model
backbone stride size (32). Thus, the size of the video
frame had to be a multiple of 32.

• As the video stream was transferred synchronously
between the processes, the slower process became a bot-
tleneck (Movenet) in terms of processing performance.
It would also be possible to transfer a video stream
asynchronously. In this case the slower process would
lag (this approach was also experimented).

• It was discovered that Movenet-based human pose
recognition executed with CPUs had similar perfor-
mance (in terms of FPS), when compared to execu-
tion with a GPU. To save GPU-memory, human pose
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FIGURE 9. Big data architecture illustrating ML-based object detection and human pose recognition. Architecture design of different DSR-research
iterations has been separated with thick lines.

recognition was forced to be executed only by utilizing
CPUs of the device.

• It was apparent, that an abstract human pose recogni-
tion and object detection concept (Figs. 7-8) had to be
implemented to increase usability of the provided API
(see the Appendix). The functionality enables expiration
and filtering of detections/recognitions associated with
impermanence or low confidence.

2) EFFICIENCY EVALUATION
First, efficiency of human pose recognition was experimented
by streaming video from a file and from the camera. The
following parameters were utilized in the experiments:

• Video files: 3-minute video files: no humans (white
wall); one human with human poses

• Video resolution: High resolution (720 × 1280); low
resolution (480 × 640)
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TABLE 3. Efficiency evaluation results of human pose recognition
experiments with Jetson AGX Xavier.

• Video stream from a camera: no humans (white wall);
one human with human poses; 30 FPS

The following measurements were performed:
• FPSwasmeasured as an average across all the processed
video frames.

• GPU/CPUmemory consumption and CPU/GPU utiliza-
tion was measured with jetson_stats-library [48]. The
measurement tool recorded measurements every 0.5 s
during the experiment. Additionally, CPU-utilization
was calculated as an average across all CPUs (8).

a: HUMAN POSE RECOGNITION EXPERIMENTS
Efficiency evaluation results of human pose recognition
experiments are presented in Table 3. Both CPU memory
consumption (2.2 GB/16 GB) and CPU-utilization (35-41 %)
remained at a low level. When human poses are recognized,
performance decreases a few FPS to ∼15-17 FPS. There is
only a slight difference (∼0.5-1.5 FPS) in the processing
performance when different video resolutions are utilized in
human pose recognition.

b: OBJECT DETECTION EXPERIMENTS
Efficiency of object detectionwas experimented by streaming
video from a file and from the camera. The following param-
eters were utilized in the experiments:

• Video file: 3-minute video files: no objects (white wall);
two objects

• Video resolution: High resolution (720 × 1280); low
resolution (480 × 640)

• Video stream from a camera: no objects (white wall);
two objects; 30 FPS

Measurements were performed similarly as the human pose
recognition experiments. Efficiency evaluation results of
object detection experiments are presented in Table 4.
GPU-utilization was quite high (∼62-78 %). However,

CPU utilization stayed at a low level (∼15-17 %). Total
RAM (5-7 GB/16 GB) and GPU memory consumption
(1.1-2.5 GB/8 GB) was low. There was a slight drop in

TABLE 4. Efficiency evaluation results of object detection experiments
with Jetson AGX Xavier.

processing efficiency (∼1.5-5.5 FPS) when objects were
inferred. When video is streamed from a video camera,
more GPU-memory is utilized (1-1.4 GB), when compared
to streaming from a file. There is a significant difference in
processing performance (∼20-25 FPS) when high resolution
video is processed.

c: SIMULTANEOUS HUMAN POSE RECOGNITION AND
OBJECT DETECTION EXPERIMENTS
Efficiency of simultaneous object detection and human pose
recognition was experimented by streaming video from
the camera. The following parameters were utilized in the
experiments:

• Video resolution: High resolution (720 × 1280); low
resolution (480 × 640)

• Video stream from a camera: 3 minutes video stream
with two objects and one human with poses; 30 FPS

The experiments were performed five times. Measurements
were performed similarly as the human pose recognition
experiments. Efficiency evaluation results of simultaneous
object detection and human pose recognition experiments
are presented in Table 5. CPU-utilization (∼40-44 %) is
only slightly higher, when compared to human pose recog-
nition results (Table 3). However, GPU-utilization is lower
(∼27-59 %), when compared to the object detection results
(Table 4). This can be explained by the lower processing
performance of human pose recognition, which is a bottle-
neck in the architecture. Thus, Yolov5 processes video at a
suboptimal rate (see Table 4), and GPU utilization is also
lower. There is a slight increase (∼0.4-0.5 GB) in RAM-
usage, when compared to object detection (Table 4). In over-
all, ∼13-16 FPS can be processed while keeping CPU/GPU
resource consumption at a low/moderate level.

d: COMPARISON TO RELATED WORK
The integrated ML-based architecture was designed and
realized for object detection (Yolov5) and human pose
recognition (Movenet). A similar approach has not been
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TABLE 5. Efficency evaluation results of simultaneous object detection
and human pose recognition experiments with Jetson AGX Xavier.

published earlier according to the authors’ best knowledge,
where processing performance (FPS) and HW resource con-
sumption (Table 5) has been evaluated on Jetson AGX
Xavier-platform. Particularly, new functionality was imple-
mented for integrating Yolov5 and Movenet with the MQTT
broker (Fig. 6), for realizing transfer of video camera
frames with inter-process communication (Fig. 6), and for
abstracting object and human pose concepts (Figs. 7 and 8)
to the end user (see the Appendix). Gomes [10] also
utilized Python’s multiprocessing-library for inter-process
communication between Yolov5-related components. How-
ever, we used Connection-class for communication between
Yolov5 and Movenet-implementations instead of using the
Queue-class [10]. Object detection (based on R-CNN) and
human pose recognition (based on CNN) were integrated for
facilitating skill transfer inmanufacturing systems [49]. How-
ever, the performance of the models was not experimented
simultaneously with edge computing devices in real time,
which was part of our contribution.

During the development of the integrated ML-based archi-
tecture, we learned that inference latency of the Movenet-
model could not be improved with execution on a GPU (vs.
execution on CPUs). TheMovenet-model [13] was originally
developed for consumer-devices (i.e., laptops, cell phones
without a powerful GPU), whichmay explain similar process-
ing performance on CPU/GPU-devices.

In terms of processing efficiency, the time required
to detect a new or a changed concept (object/human
pose) can also be estimated. In our implementation,
concept detection time is dependent on the configura-
tion of constants (trigger_threshold_consecutive_poses, trig-
ger_threshold_consecutive_objects), which are used for
determining how often an object/human pose must appear
in consecutive video frames (see Fig. 7 and 8). Thus, con-
cept detection time can be calculated based on the afore-
mentioned constant divided by FPS.

The realized ML-based architecture (Fig. 9) may be con-
sidered as an evaluation of the deployment environment view

of the RA for big data systems [16]. Especially, the real-
ized architectural elements/components were mapped to the
abstract elements defined in the RA [16], which is important
for ensuring empirical validity of the RA [35]. Also, the
architectural elements were placed into different deployment
environments and functional areas of a big data pipeline [16].
The deployment environment view of the RAwas suitable for
designing the implementation architecture, as all the existing
elements could be mapped to the RA. The presented archi-
tecture (Fig. 9) can be considered as an additional partial
evaluation (see other evaluations: [33], [50]) of the deploy-
ment environment view of the RA.

VII. DESIGN, DEVELOPMENT, AND EVALUATION: FINAL
OBJECT DETECTION EXPERIMENTS (ITERATION 5)
After the initial object detection experiments with Yolov5
(Iteration 1 in the Appendix), a more extensive evaluationwas
conducted with the most recent technologies. The purpose
of the experiments was also to evaluate, if object detection
without human pose recognition could be realized with a
more resource-constrained edge computing device (Jetson
Nano [51], 4 GB RAM). Also, the goal was to find out the
most promising technologies from processing performance
point of view.

A. EFFICIENCY EVALUATION
Object detection performance with Jetson Nano was experi-
mented as follows:

• A HD video file (720p; length: 1 min 03 s) was used for
object detection.

• The inferred video frames were not visualized nor saved
into a file.

• Each experiment was executed five times.
• Processing performance was measured (FPS). All
implementations (except Yolov4) were instrumented for
FPS measurement with timestamps.

Yolov4 was not instrumented for measurements (C-based
implementation). Instead, FPS measurements (for each video
frame) reported by Yolov4 was provided as an average. For
mcunet [23], the original code (eval_det.py) was modified
for enabling video streaming from a file (the original only
enabled inference of an image). Additionally, image and
bounding box scaling/rescaling was performed between 720p
video file (1280 × 720), and video frame size (160 × 128),
which was used for inference.

The results of the experiments are presented in Fig. 10.
Yolov4 [5] achieved the highest processing performance.
TensorRT optimized Yolov5-models enabled ∼28-42 %
higher processing performance, when compared to un-
optimized models. TinyML approach of mcunet [23] was
the third fastest. Lower precision/reduced model versions
(e.g., Yolov5n and Yolo6n) enabled higher performance as
expected. The results indicated that object detection may be
realized without human pose recognition also with a less
powerful edge computing device (Jetson Nano).
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FIGURE 10. Object detection performance results with Jetson Nano.

TABLE 6. Accuracy (AP) and computational complexity(flops) of object
detection models (as reported in the literature [7], [8], [52], [53], and [56]).

Accuracy and computational complexity of the experi-
mented models (except mcunet [23]) was evaluated based
on the literature (Table 6). The fastest models (Yolov4_tiny,
Yolov6n) seem to be associated also with a lower accuracy.
Likewise, the most accurate models (Yolov6s, yolov7_tiny)
achieved slowest processing performance in our experi-
ments (Fig. 10). Computational complexity has been eval-
uated based on the number of floating-point operations
required per second (as billion FLOPS). The most accurate
model (Yolov6s) is associated with the highest computa-
tional requirements. Respectively, the least accurate models
(Yolov4_tiny, Yolo5n) are associated with lower computa-
tional requirements. mcunet has the lowest computational
requirements, but accuracy with COCO 2017-dataset has not
been reported (to the authors’ best knowledge).

B. COMPARISON TO RELATED WORK
The results indicated that Yolov4 was faster than Yolov5
(Fig. 10). We achieved a similar result with Yolov4_tiny
executed on Jetson Nano (16.6 FPS), which has been reported
in an earlier study (16 FPS) [52]. Thus, Yolov4 could also
have been selected for realizing object detection from effi-
ciency point of view. However, Yolov5 has been implemented
with Python and Yolov4 has been implemented mostly with
C/C++. The modifications needed for integrating Yolov5

with Movenet and MQTT, and for realizing new function-
ality (Figs. 5 and 6) was easier to the main author with
Yolov5/Python. mcunet (TinyML) [23] may alternatively be
used for realizing object detection (third fastest processing
performance). Finally, TensorRT may be used for improving
Yolo performance [9], [10]. We were able to improve pro-
cessing performance by ∼28-42 % by compressing Yolov5-
models with TensorRT. Our results are at a similar range,
when compared to an earlier study [10], where TensorRT-
optimization of Yolov5 was experimented with Jetson Nano
(50 % improvement in latency). However, we needed to
export TensorRT-models with half-precision (FP16) due to
memory constraints of Jetson Nano.

When we compared accuracy of the experimented object
detection models (based on the results reported in the lit-
erature) to the processing performance, we noticed that the
fastest models are typically associated with a lower accu-
racy and computational requirements (as expected). How-
ever, accuracy of the mcunet-model has not been compared
to Yolo-based models in related work (with COCO-data
set) according to the authors’ best knowledge. The tradeoff
between processing speed and accuracy should be consid-
ered, when making a technology choice for object detection.
Mean average precision of our Yolov5-model was close to
99.5 % (mAP_0,5: 0.99497) against offline testing data. The
high accuracy may be explained by having only two objects
(simulated rock and robot) of interest for modeling purposes.

When models are compressed (e.g., with TensorRT), accu-
racy may be affected. In earlier experiments, TensorRT-
optimized Yolo-based models in edge-devices (Jetson AGX
Xavier, Jetson Nano) have led to a small decrease in accu-
racy [10] or to improved accuracy [9]. As an additional test,
we optimized our trained Yolov5-model with TensorRT, and
tested accuracy with validation data of our image data set
on Jetson Nano. However, there was no difference in accu-
racy (mAP_0,5:0.995), when compared to the uncompressed
Yolov5-model.

VIII. DISCUSSION
Even though the architecture was originally designed for
the underground mining context, it may also be applied in
other edge computing contexts, where object detection and
human pose recognition functionalities need to be realized.
Especially, the object concept and human pose concept algo-
rithms can be adapted by configuration of the constants (see
Sections VI-A.3-A.4) based on the situation. Additionally,
different strategies may be specified (e.g., lowly/highly sen-
sitive configuration of a set of constants) to the algorithms.

We evaluated the computational complexity of object
detection models (in Table 6) based on published results.
Computational complexity of Movenet-based human pose
recognition is mostly dependent on the performance of multi-
ple human keypoint detection (see Table 8 in the Appendix).
Multiple human keypoint detection uses MobileNetV2 image
feature extractor with Feature Pyramid decoder followed by
CenterNet prediction heads [13]. The reported complexity
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of MobileNetV2 is 300-585 million multiply-add opera-
tions/second (depending on version of MobileNetV2) [58].
Applicability of the architecture may be limited by inabil-

ity to generate a custom data set of objects and human poses
for model training purposes. Also, GPU-equipped devices
must be available for training of models (Tesla P100 was
used), and realizing inference-related (Jetson AGX Xavier
was used) functionality. Feasibility evaluation of human pose
recognition (Section IV-B2) indicated the limitation in clas-
sification of human poses. Especially, the modeled human
poses should differ significantly from each other to achieve
better accuracy. Finally, sensor-based measurements (e.g.,
distance sensors) may also be needed for supporting safe
and reliable decision-making in autonomous robotics appli-
cations due to inaccuracy of ML-based predictions.

Future work may include partitioning of models between
edge/cloud deployment environments, which may improve
processing performance. Only few of the model partitioning
approaches [19], [20], [21], and [22] have been published as
open-source solutions [54]. Additionally, local models may
be trained by collaborating nodes using a dedicated dataset.
In this approach, the local models are used for aggregating
a global model. Such federated learning has privacy bene-
fits [55]. Processing performance of human pose recognition
may be improvedwith an alternativemodeling approach (e.g.,
Yolo-based [27] and [12] or LitePose [25]). Additionally,
hand gestures may be recognized [57], which can be con-
sidered as complementary/replacement to the recognition of
human body poses. Another item for future work is further
research related to the service API (see API description in
the Appendix), which is provided for facilitating decision
making of robotics applications. We experimented with a live
video camera by visually viewing activated human pose and
object concepts provided by the API. However, new research
is needed for integrating our study with a robotics applica-
tion with reliability requirements, which may also increase
technology readiness level (TRL) of our solution (current
TRL level=4/5). A related future challenge is accuracy of the
prediction models in a real underground mining environment.

IX. CONCLUSION
The research question focused on evaluating feasibility and
efficiency of object detection and human pose recognition
technologies for enabling situation awareness of robotics
applications in edge computing environment. Feasibility and
efficiency evaluation of Yolov5-based object detection and
Movenet-based human pose recognition on Jetson AGX
Xavier-platform may be considered as an answer to the
research question, and as a new contribution. Object con-
cept and human pose concept activation algorithms may be
considered as an additional contribution. Several feasibility
related challenges regarding the experimented technologies,
datasets, and services had to be solved, which were presented
as lessons learnt in the evaluation. In terms of efficiency,
Yolov5 and Google’s Movenet models enabled simultaneous
human pose recognition and object detection on Jetson AGX

Xavier edge computing platform with acceptable processing
performance (∼13-16 FPS). Additionally, GPU-utilization
(∼27-59 %) and CPU-utilization (∼40-44 %) remained
at a medium level, and most of the memory remained
unused (< 44 % total memory consumption) for other pro-
cesses. Further object detection experiments on Jetson Nano
edge computing device indicated potential for improvements
with alternative technologies (Yolov4, mcunet/TinyML) or
with TensorRT-based optimizations. Additionally, architec-
ture design of the realized solutions in multiple computing
environments can be considered as a partial evaluation of the
ML-based big data reference architecture [16].

APPENDIX
A. INITIAL OBJECT DETECTION AND HUMAN POSE
RECOGNITION EXPERIMENTS (ITERATION 1)
Object detection and human pose recognition technologies
were initially reviewed and selected for further experi-
mentation. The goal was to experiment efficiency of the
technologies for further development in edge computing
environment.

TABLE 7. Efficiency evaluation results of YOLOv5 object detection
technology with Jetson Nano.

1) EVALUATION
a: EFFICIENCY EVALUATION OF OBJECT DETECTION
Table 7 presents efficiency evaluation results, when
Yolov5 object detection technology was experimented
with Jetson Nano (4 GB RAM) [51] and a virtual
machine with Tesla P100-GPU [41]. HD video file (720p)
was processed, and processing efficiency was evalu-
ated. Yolov5 achieved adequate processing performance,
which led us to continue further experimentation with the
technology.

b: EFFICIENCY EVALUATION OF HUMAN POSE
RECOGNITION
Table 8 presents efficiency evaluation results, when sin-
gle/multiple human pose recognition models were exper-
imented with Jetson Nano. A HD video file (720p) was
processed, and inference latency was evaluated. Two ML-
based models are needed for realizing human pose recog-
nition based on Movenet. First, the human keypoints are
detected from the video frame. Subsequently, the pre-
dicted human keypoints are input to a human pose clas-
sifier. The results indicated that human keypoint detection
is significantly more time-consuming, when compared to
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human pose classification. The smaller (and less accurate)
multiple human Movenet-model achieved a lower inference
latency.

Additionally, mmpose [38] was experimented for compar-
ison. However, a low processing performance was achieved
(0.4 FPS).

TABLE 8. Efficiency evaluation results of human pose recognition models
with Jetson Nano.

Finally, Yolov5 and Movenet-based multiple human key-
point detection methods were experimented simultane-
ously with Jetson Nano. The processes competed for the
same GPU-resource, and the processing performance of
both technologies dropped significantly (to ∼5-7 FPS).
Also, sometimes the device became unresponsive, and
had to be rebooted. Thus, Jetson Nano did not provide
enough processing performance for our goal of integrat-
ing object detection and human pose recognition on one
device.

B. API DESCRIPTION
When abstract events of objects were detecte and human
poses were recognized (as described in sections VI-A3
and VI-A4), the events were notified to subscribers (e.g.,
robot application) via a MQTT-broker. A separate MQTT-
topic was used for indicating different detection events. The
MQTT-API for human pose events contained the recognized
human pose class (Table 1). TheMQTT-API for object detec-
tion events:

‘‘detectedobject_identifier’’, where identifier is an integer
(e.g., rock_0).

‘‘cleared detectedobject_identifier’’, where identifier is an
integer (e.g., cleared rock_0).

‘‘cleared all’’, when all previous objects detections were
deleted/cleared.

C. DEVICE SW-CONFIGURATIONS
Table 9 describes SW-configurations of edge computing
devices, which were used in the experiments. Jetson Nano
needed Python v3.6 for installation of TensorRT (v8.2.1.8).
Additionally, Python v3.8 was required for execution of
Yolov8. However, TensorRT installation packages were not
available for Python v3.8 on Jetson Nano. Thus, two execu-
tion environments (Python v3.6/v3.8) were used for execution
of the experiments on Jetson Nano. The latest available

JetPack (v4.6) enabled support for both Python v3.6 and v3.8,
which were needed for creating execution environments for
TensorRT/Yolov5 and Yolov8.

TABLE 9. Edge computing devices’ important SW-configurations.
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