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ABSTRACT In recent years, artificial intelligence has led to rapid development and application across
various industries. One of the significant developments is the improvement of transportation methods.
Accidents involving vehicles frequently result in a high number of fatalities as well as economic damage.
Road detection is one of the applications that can be used by self-driving cars. Traffic accidents happen, but
artificial intelligence is used in many nations to construct smart cities and apps for self-driving cars. Since
public road sign datasets have been used in significant research for road sign identification and analysis,
these datasets are particularly significant for training autonomous vehicles. This study records the roads
of various cities in Taiwan through road driving. It manually collects traffic signs in Taiwan to create a
data set of road signs in Taiwan in daytime environments as well as nighttime environments. Since there
is currently no data set of road signs in Taiwan, this study is necessary to create a data set of road signs
in Taiwan. The YOLO model is utilized in this work to design road signs in Taiwan for mark detection.
The techniques of Contrast Stretching (CS), Histogram Equalization (HE), and Contrast Limited Adaptive
Histogram Equalization (CLAHE) are evaluated in a nighttime setting and compared to the original image
captured at night. The experimental results show that the best model during the day is YOLOV4 (no flip), the
test set mAP is 86.77%, the Precision is 82%, the Recall is 87%, the F1-score is 84%, and the IoU is 63.92%.
At night, the CLAHE image method works best in the YOLOv5x model, with a mAP of 86.40%. YOLOv5
can be used in mobile devices or embedded devices, so this study recommends using CLAHE’s YOLOv5x
as the best model at night and used to improve the effect of road sign detection at night.

INDEX TERMS YOLO, road sign detection, CLAHE, CNN, deep learning.

I. INTRODUCTION
Road marking identification is an essential task in computer
vision and autonomous driving. These tasks aim to identify
and track road markings, such as lane lines, crosswalks, and
stop lines, in real time using sensors and cameras mounted
on vehicles. This information is used to aid in navigation,
obstacle avoidance, and overall safety of the vehicle and its
passengers [1], [2]. Road marking detection involves identi-
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fying road markings in an image or video frame. This can
be done using various computer vision techniques, such as
edge detection, Hough transforms, and deep learning-based
methods. Once the presence of road markings is detected, the
next step is to recognize the type of road marking, such as a
solid or dashed line or a crosswalk.

The following step in roadmarking recognition categorizes
the detected roadmarking. Support vector machines, decision
trees, and convolutional neural networks (CNNs) are com-
mon machine learning methods used for this purpose. The
classification algorithm is trained on a large dataset of labeled
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road markings and can accurately recognize the marking in
real time [3].

Both road marking detection and recognition are critical
components of autonomous driving systems, as they pro-
vide valuable information for the vehicle to navigate safely.
However, these tasks can be challenging due to variations
in lighting conditions, weather, and road surface conditions.
Thus, ongoing research is being conducted to improve the
accuracy and reliability of road marking detection and recog-
nition algorithms [4].

Machine learning, deep learning, image processing, and
computer vision algorithms are only a few approaches to
road sign detection. Some common techniques used in road
sign detection include color-based segmentation, shape anal-
ysis, edge detection, and feature extraction. There are several
places where the ability to recognize road signs may be
useful, including ADAS, driverless cars, and ITS. There will
be fewer accidents and more efficient traffic flow as drivers
can better recognize speed limits, stop signs, yield signs, and
other crucial road indicators [5].

Road marking sign identification has several benefits,
including: (1) Improving road safety: Accurately identifying
road marking signs can help drivers to follow traffic rules
and regulations, such as speed limits and lane markings,
which can reduce the risk of accidents and enhance road
safety. (2) Enhancing traffic efficiency: Road marking sign
identification can help drivers to navigate through complex
road networks, including highways and intersections, which
can improve traffic flow and reduce congestion. (3) Enabling
autonomous driving: Road marking sign identification is an
essential component of autonomous driving systems, which
rely on computer vision algorithms to interpret real-time traf-
fic data andmake driving decisions. (4) Supporting intelligent
transportation systems (ITS): Road marking sign identifica-
tion can provide valuable data for ITS, such as traffic flow
patterns and congestion levels, which can help traffic engi-
neers optimize traffic management and reduce travel time [6].

YOLO (YouOnly Look Once) is a popular object detection
system in computer vision and image processing. Moreover,
YOLO is known for its real-time performance, as it can detect
objects in an image with high accuracy and speed [7], [8].
Some of the benefits of the YOLO (You Only Look Once)
object detection system are: (1) Real-time object detection:
YOLO is designed to process images in real-time, which
means it can detect objects in a video stream at a high
frame rate. This makes it a suitable algorithm for applications
that require real-time object detection, such as autonomous
vehicles, security cameras, and robotics. (2) High accuracy:
YOLO has achieved state-of-the-art results in object detec-
tion benchmarks, demonstrating high accuracy in detecting
objects of various sizes and orientations. (3) End-to-end sys-
tem: YOLO is an end-to-end system that combines object
detection and classification into a single network, which sim-
plifies the training and deployment process. (4) Lowmemory
requirements: YOLO is designed to operate on a single net-
work, which reduces its memory requirements compared to

other object detection systems that require multiple networks.
(5) Flexibility: YOLO can be trained on custom datasets and
can be fine-tuned for specific applications, making it a versa-
tile algorithm that can adapt to different use cases [9], [10].

The following is a brief overview of the study’s most
important contributions: (1) This study collects actual driv-
ing videos. It establishes the Taiwan Road Marking Sign
Dataset at night (TRMSDN) for road markings. (2) Differ-
ent YOLO models are tested to find the best version for
identifying Taiwan’s traffic signs on the road. (3) Under
nighttime driving conditions, the study compares and dis-
cusses changes in original images, Contrast Stretching (CS),
HistogramEqualization (HE), and Contrast Limited Adaptive
Histogram Equalization (CLAHE). (4) The effectiveness of
detecting actual road markings in Taiwan is tested using the
recognition system established in this study across different
YOLO versions. (5) Experiments show that CLAHE can
improve all models’ performance.

This paper will proceed as described below. In Part II,
we discuss some similar work. In Section III, we detail our
proposed methodology. The procedure and findings are pre-
sented in Section IV. Section V presents a comprehensive
analysis and discussion of our results. In Section VI, we draw
some conclusions and suggest further research.

II. RELATED WORKS
A. ROAD SIGN DETECTION
Recent years have seen the effective implementation of
real-time traffic sign recognition in autonomous vehicles and
driver-aid systems. YOLO-based road sign recognition has
also shown significant interest, and several papers have been
written on the subject. Warning, speed limit, directional,
and prohibited signs comprise the CSUST (Chinese Traf-
fic Sign Detection Benchmark) dataset, which was used to
evaluate YOLOv3 and YOLOv4 by Yang and Zhang [11].
YOLOv4 did better in the experiments in target detection
than YOLOv3, especially when recognizing road signs and
finding little things. Another technique for traffic sign iden-
tification utilizing YOLOv3 and a unique image dataset
was proposed by Miji et al. [12]. To assist management in
meeting social demands for traffic safety, Gatelli et al. [13]
suggested a vehicle classification approach applicable in
Brazil. They used YOLOv4 as the target detector. Mohd-
Isa et al. [14] used the YOLOv3 framework, which includes
Spatial Pyramid Pooling (SPP), to detect Malaysian traffic
signs and recognize minor signs in real-world environments.
Ye et al. [15] used YOLOv2, RM-Net, Faster R-CNN, and
SSD to detect road signs and proposed a two-stage network
based on YOLOv2 to address distortion in road detection,
as well as mean average Precision and Recall.

Tai et al. [16] used DCGAN, LSGAN, and WGAN to
synthesize high-quality images of prohibited road signs. They
used synthetic images to improve the IoU (Intersection over
Union) and performance of the YOLOv3 and YOLOv4 mod-
els. Dewi et al. [17] proposed a deep learning-based method
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for detecting and recognizing various prohibitory signs using
YOLO and YOLOv3 SPP. The best average classification
accuracy achieved was 99.0%. Dewi et al. [18] developed a
CNN-based traffic sign classification solution, combining
synthesized and original images to enhance the dataset and
verify the effectiveness of synthetic data.

B. IMAGE ENHANCEMENT
Image enhancement refers to improving the visual quality
of a digital image. It involves applying various techniques
to an image to make it more visually appealing or extract
more information. Image enhancement techniques can be
broadly classified into two categories: spatial domain tech-
niques and frequency domain techniques [19]. Spatial domain
techniques involve manipulating the pixel values of an image
directly. In contrast, frequency-domain techniques include
transforming the image into its frequency domain using
techniques such as Fourier transforms and manipulating the
frequency components to enhance the image.

Some common techniques used in image enhancement
include brightness and contrast adjustment, histogram equal-
ization, noise reduction, sharpening, and color correction.
These methods can be implemented either by hand via picture
editing tools or automatically via custom-built algorithms.
Image enhancement is widely used in various fields, such as
photography, medical imaging, satellite imaging, and video
processing [20].

C. CONTRAST STRETCHING
Contrast Stretching (CS) is a simple image processing tech-
nique used to enhance the contrast of an image by increasing
the dynamic range of pixel intensities. The goal of contrast
stretching is to improve an image’s brightness and contrast
to appear clearer and more vibrant. Further, CS known as
normalization, is a simple image enhancement technique
that tries to increase the dynamic range of gray intensity
by using piecewise linear transformation to stretch the gray
levels, sacrificing the gray levels from 0 to r1 and from r2
to L-1 [21], [22].
CS increases the range of gray levels from s1 to s2 to

improve image contrast and quality. The formula for contrast
stretching is shown in Formula (1) [23], where J is the original
gray level image value, J_min is the minimum gray level
image value in the entire Image, J_max is the maximum gray
level image value in the whole image, and J_new is the final
output new gray level image value.

Jnew =
J−Jmin

Jmax − Jmin
×255 (1)

D. HISTOGRAM EQUALIZATION (HE)
Histogram equalization (HE) is a technique used in image
processing to enhance the contrast of an image. The basic
idea behind HE is to transform the pixel values of an image
so that they are more evenly distributed across the entire
range of possible values [24]. In HE, the image’s histogram

is first computed, a graphical representation of the frequency
of occurrence of each pixel value in the image [25]. Then,
the histogram is equalized by redistributing the pixel values
in a way that results in a more uniform distribution of values
across the entire range of possible values [26].

The HE processes involves two steps: (1) computing the
cumulative distribution function (CDF) of the image and
(2) mapping the pixel values of the image to a new range
using the CDF [27]. The CDF is computed by summing up
the histogram values from the leftmost bin to the rightmost
bin. Then, the pixel values are mapped to the new range by
multiplying the CDF value by the maximum pixel value and
rounding off to the nearest integer. HE can be applied to
grayscale and color images. However, it may not be suitable
for all types of images, especially those with a narrow range
of pixel values or with extreme brightness or contrast vari-
ations. In such cases, other image enhancement techniques
may be more appropriate. The HE f1ormula is as follows: Let
I be the input image with M rows and N columns and let h(k)
be the histogram of I with k in the range of 0 to L-1 (L is
the number of intensity levels). (1) Compute the normalized
histogram as seen in Formula (2).

p (k) =
h (k)
M × N

, for k = 0, 1, . . . ,L − 1 (2)

(2) Compute the cumulative distribution function (CDF) of
the normalized histogram with Formula (3).

CDF (j) = SUM (p (k)) , for k = 0, 1, . . . , j,

and j = 0, 1, . . . ,L − 1 (3)

(3) Compute the new intensity values for each pixel with
Formula (4).

s = round (L − 1) × CDF(I )) (4)

(4) Replace each pixel in the input image with its cor-
responding new intensity value. The HE formula maps the
original image’s intensity values to new values based on
the cumulative distribution function of the histogram. This
spreads the intensity values over the entire range of intensi-
ties, resulting in an image with improved contrast.

E. ADAPTIVE HISTOGRAM EQUALIZATION (AHE)
Adaptive Histogram Equalization (AHE) is a variation of
the histogram equalization technique used to enhance an
image’s contrast, particularly in areas of the image that have
low contrast or are affected by uneven illumination [28].
Unlike traditional histogram equalization, which applies the
same equalization function to the entire Image, AHE applies
different equalization functions to different image regions
based on the local image statistics. The AHE process involves
dividing the image into small regions or tiles, computing
each tile’s histogram, and equalizing each tile’s histogram
independently. This ensures that the contrast enhancement is
applied only to the regions that require it rather than to the
entire image. One of the main advantages of AHE is that it
preserves the local contrast of the image while enhancing
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the overall contrast. This makes it particularly useful for
images with complex textures, such as medical or satellite
images [29].

However, AHE has some limitations. It can introduce arti-
facts in regions where the local histogram is very narrow,
such as in uniform image areas. This can lead to a visible
grid-like pattern in the output image, known as the ‘‘halo
effect.’’ Various modifications of AHE have been proposed
to overcome this limitation, such as contrast-limited adaptive
Histogram Equalization (CLAHE), which limits the contrast
enhancement in each tile to avoid the halo effect.

F. CONTRAST LIMITED ADAPTIVE HISTOGRAM
EQUALIZATION (CLAHE)
Contrast LimitedAdaptiveHistogramEqualization (CLAHE)
is a modification of the Adaptive Histogram Equalization
(AHE) technique used to enhance the contrast of an image
while avoiding artifacts such as the ‘‘halo effect’’ that can
occur in AHE [30]. In traditional AHE, the contrast enhance-
ment can be excessive in image regions with a narrow
histogram [31]. This can lead to the over-amplification of
noise and artifacts in those regions, resulting in a visible
grid-like pattern around the edges, known as the ‘‘halo
effect’’. CLAHE overcomes this limitation by limiting the
contrast enhancement in each image tile. The limiting is done
by clipping the histogram at a predefined value called the
‘‘clip limit’’. This ensures that the contrast enhancement is
not excessive in regions with a narrow histogram and avoids
the over-amplification of noise and artifacts.

The CLAHE process involves dividing the image into
small regions or tiles, computing the histogram of each tile,
and then clipping the histogram at the clip limit. The clipped
histogram is then equalized, and the resulting pixel values
are used to reconstruct the image. The clip limit is chosen
empirically based on the characteristics of the image and can
be adjusted to achieve the desired level of contrast enhance-
ment. CLAHE has been widely used in medical imaging,
particularly in X-ray and CT scans, where it can enhance the
image’s contrast and reveal subtle details that the human eye
may miss. It is also useful in other fields, such as satellite
imaging and computer vision.

G. YOLO
The YOLO algorithm has gone through several versions,
including YOLOv1, YOLOv2, YOLOv3, and YOLOv4 [32].
Each version has introduced improvements to the origi-
nal algorithm, such as better accuracy, faster processing
speed, and improved handling of small objects and object
occlusion [34].

YOLOv2was proposed by Joseph Redmon andAli Farhadi
in 2017 [33]. It uses a new architecture, Darknet-19, which
includes 19 convolutional layers and 5 max-pooling layers,
designed similarly to VGG16, using 3× 3 convolutional lay-
ers and 2× 2 max-pooling layers. Compared with YOLOv1,
the main improvements are higher recall and localization

capabilities. This version no longer uses dropout but instead
adds batch normalization after each convolutional layer to
improve the convergence speed of the model and reduce
overfitting. This version increases the resolution of image
classification (High-Resolution Classifier) and introduces the
Anchor box from Faster RCNN. The former uses a 224 ×

224 image classifier in YOLOv1, which has low resolu-
tion and is not conducive to model detection, so YOLOv2
increases the resolution to 448 × 448. The latter is removed
from the previous generation’s fully connected layer (Fully
Connected Layer) and uses Anchor Box to predict bounding
boxes, as YOLOv1 is more difficult to adapt to different
shapes, resulting in less accurate detection positions. To find
more suitable Anchor Boxes and enable the model to predict
accurate bounding boxes more easily, YOLOv2 uses k-means
clustering to analyze the bounding boxes in the training set.

YOLOv3was proposed by Joseph Redmon andAli Farhadi
in 2018 [40]. This version introduced a new backbone called
Darknet-53, which consists of 53 convolutional layers and
additional ResNet (Residual Network) layers from layer 0 to
layer 74. Compared to the previous version, Darknet-19,
Darknet-53 removed all the max pooling layers and added
many 1×1 and 3×3 convolutional layers. However, increas-
ing the number of layers in the network can lead to the
problem of vanishing or exploding gradients, so Darknet-
53 incorporated the ResNet network to solve the gradient
problem. YOLOv3 uses the Feature Pyramid Network (FPN)
method and multiple scales of feature maps to detect objects
of different sizes, enhancing the prediction ability for small
objects. This version also uses logistic regression to predict
the confidence of bounding boxes and uses the IoU between
the bounding box and the ground truth as the evaluation
criterion.

Complete YOLOv4 specifications are explained as fol-
lows: (1) Bag of Freebies (BoF) [35] Backbone: CutMix [36]
and Mosaic data augmentation, DropBlock [37] regulariza-
tion, and Class label smoothing. CIoU-loss, CmBN, and
DropBlock regularization are used in the detector. Enhanc-
ing mosaic data, self-adversarial instruction, getting rid of
the grid, Sensitivity, relying on various sources to estab-
lish a common ground or reality, Timetabler for Cosine
Annealing [38], Optimal hyperparameters, and Random
training shapes. (2) The Bag of Specials, also known as
BoS Mish activation, Cross-stage partial connections (CSP),
and Multi-input weighted residual connections (MiWRC)
make up the backbone of the algorithm. Detector compo-
nents are mish activation, SPP-block, SAM-block, PAN path-
aggregation block, and DIoU-NMS.

YOLO algorithm [34] is a typical end-to-end net-
work construction. This algorithm is shorter than the R-
CNN [39], [40]. The YOLOv4 head employs the YOLOv3
model as a one-stage dense prediction. In addition, YOLOv3
segments the input image into squares of the same size by
dividing it into S×S grids [41], predicts bounding boxes and
possibilities to every grid cell. In addition, YOLOv3 uses
multiscale fusion to make predictions about the entire image.
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The whole image is preprocessed using a single CNN using
this technique. Clusters are used to evaluate the boundary
lines.

YOLOv5 is the latest YOLO object detection system ver-
sion, released in 2020 by Glenn Jocher and developed by
Ultralytics. YOLOv5 is based on the EfficientDet object
detection framework and uses a single-shot detector (SSD)
architecture, like previous versions of YOLO. One of the
critical improvements of YOLOv5 over previous versions is
its speed and accuracy. YOLOv5 is faster and more accurate
than previous versions due to the use of a more efficient
backbone network and improved training techniques. The
new architecture is alsomore flexible, allowing for easier cus-
tomization and transfer of learning. YOLOv5 can be trained
on a smaller dataset and still achieve high accuracy, making
it more accessible to researchers and developers with limited
data [42], [43].

YOLOv5 is available in several versions, including
YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x, which
differ in model size and performance. YOLOv5s is the small-
est and fastest version, while YOLOv5x is the most extensive
and accurate [44], [45].

III. METHODOLOGY
A. RESEARCH WORKFLOW AND EXPERIMENT SETTING
In this experiment, we classify our dataset into 4 groups:
Dataset 1, Dataset 2, Dataset 3, and Dataset 4, as seen in
Table 1. Dataset 1 consists of the original image without an
image enhancement method. The original image and the CS
contrast stretching improvement are included in Dataset 2.
In addition, Dataset 3 combines the original and HE images.
Dataset 4 is the final one, including the CLAHE-enhanced
original image.

TABLE 1. Dataset combination setting.

An overview of system approaches can be seen in
Figure 1 (a) Research Workflow. After preparing the dataset
with the image enhancement, we trained our dataset with
the YOLO model. The YOLO model includes YOLOv2,
YOLOv3,YOLOv4,YOLOv4-csp, YOLOv4-tiny, YOLOv4-
mish, YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, and
YOLOv5x. Then, we compare the outcomes of the various
models.

The BBoxmark tool [46] was adopted to create a bounding
box for all signs. The labeling procedure is carried out for
each class. Multiple marks may be assigned to a single image.

During the detection phase, only one class detector model
was used, and each class label was associated with a separate
training model. The bounding box labeling tool’s return val-
ues are object coordinates (x1, y1, x2, y2). These coordinates
of items are distinct from the input value of Yolo. Instead,
the Yolo input value is the center point, width, and height
(x, y, w, h). As a result, the system must adjust the bounding
box coordinates in the Yolo input format. The modification
process is based on Formula (5) – (10).

dw = 1/W (5)

x =
(x1 + x2)

2
× dw (6)

dh = 1/H (7)

y =
(y1 + y2)

2
× dh (8)

w = (x2 − x1) × dw (9)

h = (y2 − y1) × dh (10)

Image dimensions are as follows: H = image height, dh =

absolute image height,W = image width, and dw= absolute
image width. This means that the range for the picture’s width
and height (dw, dh) can be from 0.0 to 1.0 in float form.

The YOLO architecture is shown in its most basic form in
Figure 1(b). One-stage object detection was implemented in
YOLOv1 as a response to the slow calculation performance
of the two-stage object detection. One-stage object detection
can achieve a processing speed of 45 FPS (frames per sec-
ond), which satisfies real-time requirements. The GoogLeNet
model serves as the foundation for YOLOv1’s convolutional
neural network architecture, which includes 24 convolutional
layers and 2 fully connected layers. The former is primarily
utilized for feature extraction, whilst the latter is principally
utilized for the prediction of probability and coordinate place-
ments. The tensor formula for YOLOv1 is written as S S
(B 5 + C), where S denotes the input dimension, B denotes
the number of bounding boxes in each grid, 5 denotes the
five prediction values for each bounding box, specifically the
center point (x, y), width and height (w, h), and confidence,
and C denotes the number of classes that are associated with
the object.

The architecture of YOLOv5 is depicted in Figure 1(c).
The input, the backbone, the neck, and the output are the
four primary components that make up YOLOv5. The major
responsibility of the Backbone Model is to identify signifi-
cant pieces for analysis from inside the input image. Cross
Stage Partial Networks (CSP) and Spatial Pyramid Pooling
(SPP) are the fundamental building blocks that Yolov5 uses
when it comes to extracting rich and crucial attributes from
input photographs. This is accomplished with the help of
Yolov5. When it comes to the accurate generalization of a
model for object scaling, it is essential to correctly recognize
the same item in numerous sizes and scales. SPP is help-
ful in this endeavor. The development of the neck network
makes use of the feature pyramid architectures of the Feature
Pyramid Network (FPN) and the Path Aggregation Network
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FIGURE 1. An overview of the system (a) Research workflow, (b) Default YOLO architecture, and (c) YOLOv5
architecture.
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TABLE 2. Training parameter value for YOLO v2, YOLO v3, and YOLO v4.

TABLE 3. YOLO v5 Series model training parameter values.

(PANet). The FPN structure contains potent semantic features
dispersed across its entirety, beginning at the top feature
maps, and making their way down to the lower feature maps.
These features progress through the structure from top to
bottom. During this time, the PAN structure must ensure that
trustworthy localization features are sent from lower feature
maps to higher feature maps. Yolo version 5 makes use of
PANet as a neck, which enables the development of a feature
pyramid.

Table 2 shows the training parameter values for var-
ious models, including YOLOv2, YOLOv3, YOLOv4,
YOLOv4 csp, YOLOv4-tiny, and YOLOv4x-mish. During
the setup, the input size was adjusted to improve the detection
accuracy of small objects, and the number of subdivisions
was adjusted to provide enough memory space for train-
ing under the memory capacity limit of the graphics card.
The remaining parameters were set to their default values.
Our experiment set the input image size to 512 × 512 and
batch 64.

Moreover, Table 3 shows the training parameter values for
YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, YOLOv5x,
and other models. Due to limited memory size, the batch size
was set to 16, and the epoch size was determined to be the best
training iteration through experimentation. We implemented
100 epochs in the experiment during training. Figure 2 con-
tains information that provides a summary of all YOLOv5’s
models. This summary includes the inference speed on both
the CPU and the GPU and the number of parameters with
an image size of 512 × 512 pixels. Moreover, YOLOv5s
(Small): This is the smallest variant of YOLOv5, designed
for faster inference and deployment on resource-constrained
devices. It has fewer layers and parameters compared to other
variants, making it faster but potentially sacrificing some
accuracy. Further, YOLOv5m (Medium): YOLOv5m strikes
a balance between speed and accuracy. It has amoderate num-
ber of layers and parameters, making it suitable for a wide

range of applications. Next, YOLOv5l (Large): YOLOv5l
is a larger variant that offers higher accuracy but is slower
than the smaller variants. It has more layers and parameters,
allowing it to capture more intricate details in the detected
objects. YOLOv5x (Extra Large): YOLOv5x is the largest
variant of YOLOv5. It has the highest accuracy but is the
slowest in terms of inference speed. YOLOv5x is suitable
for applications where accuracy is paramount and inference
speed is not the primary concern.

Furthermore, Table 4 describes our Experiment Speci-
fications. The hardware specifications used in the experi-
ment include an Intel Core i7-11700 CPU with 8 cores and
an RTX 3080 GPU accelerator, along with 32GB DDR4-
3200 RAM.

TABLE 4. Experiment specifications.

B. IMAGE ENHANCEMENT RESULT
Nighttime environments have low brightness and contrast,
making distinguishing traffic signs from the background dif-
ficult. This reduces the quality of photos used for training
and recognition. As a result, before running image recog-
nition, the original nighttime road dataset is preprocessed
with image enhancement to make the target area in the
photographs easier to recognize. Adjustment results utilizing
three different Image-enhancing techniques are displayed in
Figure 3. This experiment’s primary goal is to detect road sur-
face markings better using three different picture-enhancing
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FIGURE 2. Overview of the Yolo V5 model.

FIGURE 3. Example of the image enhancement methods with (a) . Original image, (b) CS, (c) HE, and (d) CLAHE.

algorithms and evaluate which is the most effective. The three
image enhancement methods are: (1) Contrast Stretching

exhibits in Figure 3(b). (2) Histogram Equalization is shown
in Figure 3(c). (3) CLAHE, shown in Figure 3(d).
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FIGURE 4. Taiwan road marking sign dataset at night (TRMSDN) sample
class. (a) Turn right, (b) Turn left, (c) go straight, (d) Turn right or go
straight, (e) Turn Left or Go Straight, (f) Speed limit(60), (g) Speed
limit(60), (h) Speed limit(60), (i) Speed limit(70), (j) Zebra crossing,
(k) Slow sign, (l) Overtaking prohibited, (m) Barrier line, (n) Cross hatch,
and (o) Stop line.

IV. EXPERIMENT RESULTS
A. DATASET
Furthermore, we conducted our experiment using actual traf-
fic signs on general highways in Taiwan, including those for
turning right or left, speed restrictions, zebra crossings, and
stop lines. Vehicles should modify their actions or be limited
when they see these signs. In this experiment, we addressed
the challenge of road sign recognition by recording the
roads of different cities in Taiwan from the driver’s per-
spective and manually collecting Taiwan’s traffic signs on
the road to create a unique dataset, namely Taiwan Road
Marking Sign Dataset at Night (TRMSDN). We amassed
4386 individual photos for training purposes, splitting them
between 15 distinct classes and allocating 80% to the train-
ing set and 20% to the testing set. A 512 × 288 pixel
picture is used. The collection includes pictures of traffic
signs, as shown in Figure 4. Moreover, these speeds were
not included due to a lack of 40, 50, and 70 mph speed
limit signage on the highways from which the night dataset
was compiled. The training and testing labels for each road
marking sign type are displayed in Figure 4 and Table 5,
respectively. Besides, Figure 5 describes the Taiwan Road
Marking Sign Dataset at Night (TRMSDN) instances. The
TRMSDN dataset has an average of 399 to 409 instances
per class. Our dataset can be accessed online through
this link: https://drive.google.com/drive/u/1/folders/1U2qlw-
ViqdW1pny77aJGLUIEf0B-HKzZ.

B. TRAINING RESULTS
Our research improves the YOLOv2, YOLOv3, andYOLOv4
models during training by employing a 0.001 learning rate

TABLE 5. Taiwan road marking sign dataset at night (TRMSDN).

FIGURE 5. Taiwan road marking sign dataset at night (TRMSDN) instances.

for analysis, a 0.1 learning rate decay at each epoch, and
a momentum of 0.9. Our experiment used cross-validation
and early halting to address the over-fitting issue. The out-of-
sample prediction error is often obtained by the tried-and-true
method of 5-fold cross-validation. The number of iterations
that can be performed before the learner over-fits can be
determined with the help of early stopping criteria. This
experiment appliesmax_batches= 24000 iterations, policy=

steps, scales= 0.1,0.1, momentum= 0.949, decay= 0.0005,
and mosaic = 1. Further, the scale (0.1, 0.1) and the current
iteration number 0.001 batches are used in the training pro-
cess. Calculating the current learning rate becomes learning
rate× scales [0]× scales [1]= 0.00001, and the learning rate
value will be updated regularly.

The training results for one of the YOLOv5 models that
were developed using PyTorch are presented in Figure 6.
This model is known as the YOLOv5x model. The training
results for each category are displayed as a function of the
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FIGURE 6. YOLOv5x nighttime CLAHE training results. (a) Precision and recall curve, and (b) Training and validation graph.

number of times the neural network was iterated. This
includes the results of the box loss function, the target recog-
nition accuracy loss function, the classification error loss
function, test accuracy, and test omission rate. The mean
absolute percentage for this model is 86.4%, indicated in
Figure 6(a). After more than 30 training cycles, the various
loss functions began to decline, indicating that the training of
the network’s parameters had converged. All the loss func-
tions went in the same direction and gradually got smaller,
indicating that the network parameters were trained correctly.
This is illustrated in Figure 6(b).

IoU calculates the overlap ratio between the boundary box
of the prediction (pred) and ground truth (gt), as shown in
Equation (11) [47], [48].

IoU =
Areapred ∩ Areagt
Areapred ∪ Areagt

(11)

Nevertheless, the output examples can be classified into
three classes. True positive (TP) is the number of correctly
recognized samples; false positive (FP), which assigned to
the number of samples with incorrect identification; true
negative (TN) is the number of unrecognized samples.
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FIGURE 7. Training batch 0 with dataset 3.

Precision and Recall are represented by [49] and [50]
in Equation (12)-(13).

Precision(P) =
TP

TP+ FP
(12)

Recall(R) =
TP

TP+ FN
(13)

Another evaluation index, F1 [51], [52], [53], is shown in
Equation (14).

F1 =
2 × Precision× Recall
Precision+ Recall

(14)

Yolo loss function based on Equations (15) [33].

λcoord

∑s2

i=0

∑B

j=0
lobjij

[(
xi − x̂i

)2
+

(
y− ŷi

)2]
+ λ coord

s2∑
i=0

B∑
j=0

lobjij

×

[(
√
wi −

√
ŵi

)2
+

(√
hi −
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ĥi

)2
]

+

s2∑
i=0

B∑
j=0

lobjij

(
Ci − Ĉi

)2

+ λnoobj

s2∑
i=0

B∑
j=0

lnoobjij

(
Ci − Ĉi

)2
+

∑s2

i=0
lobji

∑
cϵclasses

(
pi(c) − p̂i(c

)
)2 (15)

where lobjij denotes if the object appears in cell i, and lobjij
denotes that the j th bounding box predictor in cell i is
responsible for the prediction. Next,

(
x̂, ŷ, ŵ, ĥ, ĉ, ând p

)
are represented as the predicted bounding box’s center coor-
dinates, width, height, confidence, and category probability.
Those symbols without the cusp are true labels. Furthermore,
our works set the λcoord to 0.5, indicating that the width and
height errors are less effective in calculating. Then, λnoobj
= 0.5 is introduced to weaken the influence of many grids
without objects on the loss value.

A machine learning model absorbs new information dur-
ing the training phase by studying previously collected
data [54]. During the training phase of the process, the
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FIGURE 8. Validation process batch 0 with dataset 3.

TABLE 6. Comparison of the YOLO model results on TRMSDN with CLAHE during training.

model is exposed to a substantial quantity of labeled data,
and it makes incremental adjustments to its internal param-
eters to reduce the number of errors in its prediction. The
available data are typically partitioned into training and val-
idation sets before the training process begins. The model
is educated with the training set, while the validity set
is used to assess how well it functions. YOLOv5 exper-
iment during training batch 0 with dataset 3 is shown
in Figure 7.

Validating a model entail evaluating it using a distinct data
collection, the validation set. It is possible to assess how well
the model will generalize to data that has not been observed
before using the validation set. During the validation pro-
cess, the predictions made by the model are compared to the
actual values contained within the validation set, and various
performance metrics such as accuracy and mean squared
error are computed. Next, the validation process batch 0 with
dataset 3 is described in Figure 8.
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TABLE 7. Comparison of the YOLO model results on TRMSDN CLAHE during testing.

TABLE 8. Training Result on TRMSDN with Image Enhancement.

Training performance result of YOLO models with
TRMSDN Dataset and CLAHE Image shown in Table 6.
Further, YOLOv4-csp (No Flip) achieves the highest per-
formance with 94.1% mAP during training, followed by
YOLOv4 (No Flip) with a mAP of 92.21%. For the YOLOv5
series, YOLOv5x got the maximum mAP of 89.8%. A com-
parison of the YOLO model during testing is exhibited in
Table 7. YOLOv4-csp achieves the highest performance of
83.66% mAP. Furthermore, YOLOv5x got the maximum
mAP of 86.4% in the YOLOv5 series.

V. DISCUSSIONS
The enhanced images at night and the originals are compared
in Table 8. Table 5 demonstrates how the values of the training

set and testing set can be improved by employing image
enhancement techniques, including CS, HE, and CLAHE.
Further, CLAHE exhibits the best mAP during training, with
an average mAP of 88.10%, followed by CS with 87.98%.
Next, HE got an average mAP of 87.85%, and the original
image got 87.707% of mAP.

Table 9 shows the testing result on TRSMDN with image
enhancement. The experiment result shows a similar trend.
Image enhancement methods can improve the performance of
the original images. CLAHE exhibits the best average mAP
with 82.09%, followed by HE with an mAP of 81.94%.

CLAHE is a popular image enhancement technique
that offers several benefits, including: (1) Improved
Contrast: CLAHE enhances the contrast of an image,
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TABLE 9. Testing result on TRMSDN with image enhancement.

FIGURE 9. The recognition results using YOLOv5x.

making it easier to see details that may be difficult to
discern in the original image. (2) Local Contrast Enhance-
ment: CLAHE enhances the contrast of an image in small
regions rather than globally, allowing it to preserve local
details. (3) No Over enhancement: Unlike standard histogram
equalization, CLAHE uses a limiting function to prevent

over-enhancement of the image, which can result in noise
and artifacts. (4) Customizable Parameters: CLAHE offers
several parameters that can be adjusted to fine-tune the
enhancement for a particular image, such as the block size
and the clip limit. (5) Widely Used: CLAHE is a well-
established technique widely used in various applications,
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FIGURE 10. The recognition results using YOLOv4-csp (No Flip).

including medical imaging, remote sensing, and computer
vision.

Overall, CLAHE can be a powerful technique for enhanc-
ing an image’s contrast and visual quality while preserving
local details and avoiding over-enhancement.

Figure 9 represents the result of YOLOv5x. Furthermore,
the original image in Figure 9(a) cannot detect all the signs
in the image. It only detects one class P3 with 70% accu-
racy. CLAHE result is shown in Figure 9(d) and exhibits the
optimum accuracy for all classes. YOLOv5x can detect all
the classes in the image very well, with an accuracy of 67%
(Class P5) and 84% (Class P3).

Moreover, Figure 10 explains the recognition result using
YOLOv4-csp (No Flip). As a result, we can conclude from the
test results shown in Figure 10 that every model can correctly
identify all classes despite differences in the bounding box
coordinates and degrees of accuracy. CLAHE recognition
results with YOLOv4-csp (No Flip) are shown in Figure 10(d)
with 96% and 97% accuracy for class P8. The mAP may be
reduced due to the direction category (such as turning left and
right). In addition, In the test environment, the performance
of the model may be affected by weather conditions (such as
rain and fog).

The research only focuses on road sign detection in Taiwan
and may not be comparable to other countries and regions
because their road conditions and sign designs may dif-
fer. Further, only limited image enhancement techniques are
considered; we can add more image processing methods in

future works. The impact of weather conditions (such as rain
and fog) on model performance is not considered. In real
scenarios, weather conditions can significantly affect the vis-
ibility of road signs, and additional preprocessing steps may
be required to improve the model’s performance.

VI. CONCLUSION
This paper mainly discusses how the image enhancement
method can improve the performance of the original image.
Our work combines the original image with image enhance-
ment methods such as CS, HE, and CLAHE.We use different
numbers and sizes of images for training. Our work analyzes
and examines CNN models combined with various backbone
architectures and extractor features, specifically YOLOv2,
YOLOv3,YOLOv4, andYOLOv5, for roadmarking recogni-
tion in the night. In this experiment, we examine key charac-
teristics of the detector, such as its detection time, workspace
size, and number of BFLOPs. Our results demonstrate that the
road marking sign recognition performance can be improved
by employing image enhancement of the original photos in
the dataset for training.

Further, we drew the following conclusions from our
experiments: (1) Experimentally, the best dataset is Dataset 4,
which is the original image enhanced by CLAHE. (2) This
research supports using CLAHE’s YOLOv5x as the optimal
model. (3) Increasing the noise during training will lengthen
the training process and reduce the number of general errors.
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Therefore, improving object identification performance can
be accomplished by combining the dataset with CLAHE
photos and the original pictures.

In the future, one of our goals is to improve our dataset
in Taiwan, particularly by collecting data in a variety of
environments than just at night. To highlight the benefits of
image enhancement, we shall evaluate it compared to other
road marking sign standards. In the future, researchers plan
to investigate the combination of Explainable AI (XAI) and
other picture enhancement methods with additional detection
methods.
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