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ABSTRACT The rapid development of Internet money funds (IMFs) may become the main development
direction of money funds in the future. For the characteristics of IMFs return time series data with solid
nonlinearity and poor smoothness, this study uses long and short-term memory (LSTM) neural network
to predict IMFs return. By constructing a 1DCNN (one-dimensional convolutional neural network) and a
self-attentive mechanism, the LSTM feature extraction capability is optimized, and an XGBOOST model is
built after the output layer to construct a prediction error sequence to compensate for the original prediction
sequence to achieve a correction effect. Finally, the trained model is applied to rolling forecast the 43-day
return data of the actual trading days in the next two months, and the VaR method is applied to realize the
IMF risk measure. The results displayed the following: (1) The 1DCNN-LSTM-SAM-XG has a significant
improvement in accuracy compared with models such as LSTM neural network and SVR, and the MAPE
values are reduced by 1.372% and 2.887%, respectively, indicating that the model established in this study
is characterized by high accuracy and robustness. (2) According to the VaR methodology, the FUND series
has the highest risk, the BANK series has the second highest risk, and the THIRD series has the lowest risk.

INDEX TERMS Internet money funds, return rate forecasting, 1DCNN-LSTM-SAM-XG, risk
assessment, VaR.

I. INTRODUCTION
In recent years, mobile Internet technology has developed
rapidly. While the financial system is developing, it is grad-
ually integrating with the Internet, and Internet financial
products are rapidly expanding and developing. Unlike tradi-
tional money funds, Internet Money Funds (IMFs) rely on the
Internet for direct marketing, which reduces the management
costs of banks and other channels and improves the yield of
the products. With the advancement of the national Internet
strategy, Internet money funds will be the main development
direction of money funds.

The associate editor coordinating the review of this manuscript and
approving it for publication was Parikshit Sahatiya.

IMFs are money funds issued by fund companies using
the Internet platform, which collect the idle funds of indi-
vidual investors and then invest by fund companies to obtain
income [1]. Among them, Tianhong Yu’E Bao and other
products have attracted attention by their high yields and
convenient transaction methods. As of March 2023, the scale
of the Tianhong Yu’E Bao fund has reached 689.274 billion
yuan, and China’s Internet money fund has shown explosive
growth.

However, the rapid growth of integratingmoney funds with
the Internet, the instability of yield changes, and whether it
will pose a risk to the financial market are significant issues
facing the industry’s development. An analysis of China’s
Internet Money Funds (IMFs) yields reveals that the current

VOLUME 11, 2023 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 94205

https://orcid.org/0009-0000-1071-5251


W. Tengxi: Research on Forecasting and Risk Measurement of Internet Money Fund

IMF yields are generally characterized by ‘‘high volatility,
strong series nonlinearity, sharp peaks and thick tails in the
distribution, and seasonal non-stationary series.’’ These char-
acteristics are difficult to analyze and solve, which makes
accurate forecasting and risk measurement of IMFs yield
a problem that the financial market must face, and also a
significant direction for research.

To summarize, the model in this paper must overcome the
impact of IMFs yield features and improve the LSTM neu-
ral network to make the long-period series prediction more
accurate and the model more robust to provide a practical
method for Internet money fund yield prediction. In this
paper, we first apply the construction of the CNN-LSTM-
SAM model to realize the yield prediction, then introduce
the XGBOOST module as an error correction layer to further
reduce the error and carry out the yield prediction in the next
two months, and finally apply the VaR method to realize the
risk metrics of IMFs. The innovations and research work of
this paper are as follows:

(1) In this study, 22 representative IMFs yield data are
obtained, from January 1, 2018, to February 28, 2023, totaling
1519 time series data after preprocessing. The LSTM neural
network is optimized by establishing 1DCNN (Convolutional
Neural Network) with SAM (Self-Attentive Mechanism) to
improve the prediction accuracy. Based on the establishment
of the model to predict the yield, and the test set results are
compared with the SVR model used by similar researchers,
the results show that the model proposed in this paper has a
higher prediction accuracy.

(2) The XGBOOST model is established by intro-
ducing the XGBOOST algorithm as an error correction
layer, taking the LSTM prediction results as input and
the actual value of the IMFs returns as output. Based
on the difference between the training XGBOOST pre-
diction results and the actual value of yield, the residual
sequence is constructed, and then the residual sequence is
compensated with the 1DCNN-LSTM-SAM prediction to
achieve the correction effect. According to the correction
results, it can be seen that the model accuracy is further
improved.

(3) The model built above is used to predict the return of
the next two months on a rolling basis, excluding non-trading
days totaling 43 days. The VaR method is introduced to
measure the risk of IMFs, and the risk value of each IMF yield
is derived.The remainder of this paper is organized as follows.
In Section II, summarize the related literature. in Section III,
obtain the return rate data of 22 IMFs and preprocess them for
descriptive statistical analysis. In Section IV, we propose the
model principles of CNN, LSTM, Self-Attention mechanism,
XGBOOST algorithm, VaR method. In Section V, we build
a CNN-LSTM-SAM model for predicting IMFs’ returns and
use XGBOOST for error correction to improve the accuracy,
and then roll back to predict two months’ returns and apply
the VaR method for risk measurement.In Section VI, present
the conclusion.

II. LITERATURE REVIEW
The current market share of Internet Money Funds (IMFs) is
proliferating. It has become the main development direction
of money funds. However, its instability and randomness and
whether it will cause risks to the financial market are the
industry development problems [1]. At the same time, [2], [3],
[4], [5], [6], [7], [8] pointed out that the healthy and upward
development of the industry requires reasonable planning and
supervision, so this paper will take the idea as a theoretical
guide and focus the research direction on the prediction of
IMFs yield and risk metrics, in order to determine the future
development trend of the IMFs yield and the risk of loss that
the development of the industry may cause as a reminder of
the development of the industry with a role in supervision.

Accurate prediction of IMFs yield is the basis for risk mea-
surement. Statistical methods, machine learning, and deep
learning are the main models to realize the prediction. Statis-
tical methods include the Autoregressive Integrated Moving
Average model (ARIMA) [9]. Machine learning and deep
learning mainly include Artificial Neural Networks (ANN),
Support VectorMachines (SVR), Recurrent Neural Networks
(RNN), and Long Short-Term Memory Neural Networks
(LSTM) [10], [11], [12], [13].

Although statistical methods can predict time series data,
model architectural limitations such as ARIMA only apply to
linear time series. The accuracy is poor when facing unstable
and nonlinear time series [14]. At the same time, when apply-
ing them to the rolling prediction of future data, the error will
accumulate with the prediction step, resulting in a significant
error in the results [15].

Machine learning and deep learning have developed
rapidly in recent years, providing the basis for more accurate
and convenient methods in classification, control, and predic-
tion [16], [17]. In the area of prediction, Jin et al. [18] realized
stock price prediction by building models such as SVR,
ANN, ARIMA, etc. The results showed that the accuracy of
a single model is relatively low when applied in the field of
stock price prediction, but the accuracy of SVR is relatively
high. Yan et al. [19] applied LSTM to realize prediction of
rapidly fluctuating financial data, compared with the tradi-
tional recurrent neural network (RNN), LSTM Compared
with traditional recurrent neural network (RNN), LSTM neu-
ral network is less likely to suffer from gradient explosion
and gradient disappearancewhen dealingwith long-term time
series data, and the accuracy is higher than that of RNN.
Adhikari and Agrawal [20] applied stochastic wandering
(RW) optimized artificial neural network (ANN) for financial
time series data prediction. The linear portion of the dataset
was processed by applying the RW model. ANN processed
The remaining non-linear residuals in parallel to obtain the
output results. Su [21] andWu [22] established ARIMA-SVR
model and AdaBoost-LSTM integrated learning model to
predict the financial market, respectively, and the results
show that the application of fusion methods can make up
for the original shortcomings of the model to improve the
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prediction accuracy, for example, the ARIMA-SVR model
has a decrease of 5.0961% in the MSE index compared
to SVR. The MSE indicator of the ARIMA-SVR model is
decreased by 5.0961% compared to SVR. Meanwhile, the
prediction stability is more substantial. And Li and Sun [23]
used SVR as the base model, optimized the SVR parameters
under multiple kernel functions by optimization algorithms
such as network search method, and the experiments showed
that the optimization algorithm optimized the parameters,
enhanced the applicability of the model, and the prediction
index R reached 98.59%, and the MSE was 0.001, which
was an excellent prediction result. In summary, artificial
intelligence methods are gradually replacing the traditional
statistical methods, LSTM compared to the traditional RNN
and machine learning models with higher accuracy, will
optimize the model parameter selection or combination of
prediction models to optimize the data feature extraction,
improve the prediction accuracy has become the focus of
research. Since the optimization algorithm can only improve
the accuracy of the LSTM neural network’s full connection
layer, it is decided to use LSTM as the basic predictionmodel,
apply an iterative method to debug network parameters, and
add network modules to improve the prediction accuracy of
the model.

CNN (Convolutional Neural Network) is often used in
image recognition due to its strong ability to capture local-
ization [24], [25]. Meanwhile, in the field of natural language
processing, Zheng et al. [26] designed a deep fusionmatching
network including a coding layer, a dependent convolutional
layer, and an inference prediction layer. Through the analysis
of the network structure, it can be seen that the CNN network
directly carries out detailed structural extraction along the
linguistic sequences, which improves the interpretability of
the data. The experimental verification of the CNN plays a
more significant role in this deep network, and the overall
correctness of the model reached 89.0%. CNN not only has
a robust feature extraction ability in recognition and natural
language processing but also has a robust nonlinear feature
extraction ability in quantitative data; the fusion of CNN
and the time series model perfects the temporal extraction
ability that CNN does not have and improves the prediction
accuracy of the combined model [27]. Wu et al. [28] added a
convolutional neural network (CNN) before the LSTM layer
for optimization; through the convolutional neural network
(CNN), the LSTM layer is optimized. CNN before the LSTM
layer for optimization, extracted the feature vectors in the data
through convolutional pooling as inputs into the LSTM, and
then optimized the prediction accuracy of the LSTM. The
results showed that the prediction accuracy was better than
that of the LSTM, RNN, and SVR models. Yang et al. [29]
optimized the LSTM by building a three-dimensional CNN
without the pooling layer to retain more data information
about the vectors inputted to the LSTM, and the experi-
ment showed that the prediction accuracy of the proposed
model was higher. Showed that the prediction accuracy of the

proposed model is higher. In summary, applying a convolu-
tional neural network (CNN) to extract data feature vectors
as LSTM inputs effectively improves the overall prediction
accuracy of the model.

It is an essential direction for many researchers and schol-
ars to integrate the attention mechanism with the model to
improve the feature extraction ability of themodel to optimize
the model accuracy [30], [31]. The attention mechanism is
often used in fields such as image segmentation [32]. How-
ever, it has been proved that combining the attention mecha-
nism with the time series model helps to extract the features
that cannot be noticed by the time series model and then opti-
mize the prediction accuracy of the time series model [33].
Gao et al. [34] optimized a multivariate LSTM neural net-
work with a variable attention mechanism by measuring the
importance of each variable to the target and then optimizing
the network by assigning weights to it, and the results showed
that the LSTM optimized by the attention mechanism has
higher prediction accuracy. Ren et al. [35] proposed a weight
adjustment model similar to the attention mechanism based
on the traditional model to balance the short-term trend of the
traffic flow with the weights of the observed state, ensuring
the model’s versatility and sensitivity to the emergence of
emergencies. In summary, this paper selects the self-attention
mechanism optimization model by learning the overall corre-
lation weights of the input sequences. Further, it enhances the
data feature extraction capability by weighting the sequences
to optimize the network prediction accuracy.

Because the model feature extraction ability is not enough
or the model exists randomness and other factors lead to the
error can not be eliminated, the introduction of the predicted
value and the actual value of the residuals of this parameter to
achieve error correction, optimization of prediction accuracy
is an effective method [36], [37], [38], [39]. Li et al. [40] use
the SVRmodel of the prediction results of the residuals of the
training by predicting the residuals of the value of the correc-
tion of the LSTM prediction value of the temporal order of
the accuracy of the optimization. Sun et al. [41] constructed a
random forest model to realize the pseudo-range error predic-
tion and correction of the Global Navigation Satellite System
(GNSS) and realized the correction of points (PBC) and
grids (GBC) through the user’s location points and regions,
and then realized the accuracy enhancement through the
Least Squares Method (LSM). Song et al. [42] established
a regression error correction equation after outputting the
prediction results, and through the prediction value and the
actual values to construct a standard equation, and bring the
error correction results into the prediction model to optimize
the prediction accuracy. In summary, this paper establishes
the XGBOOST model as a residual correction model, which
further approximates the actual value by training the pre-
dicted value and then constructs the residual series to achieve
the optimization purpose.

After obtaining the return of IMFs, it is necessary to
calculate the possible risk of IMFs quantitatively, and this
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TABLE 1. Information on IMFs.

risk value will effectively prove the riskiness of IMFs [43],
[44]. Applying the VaR method to measure the risk is a
prescribed use and effective method by researchers and orga-
nizations such as investment banks [45]. Shen [46], Jorcano
and Novales [47] and Bouri et al. [48] established the VaR
method to measure the risk of the financial sector they belong
to, which proves the accuracy and effectiveness of the VaR
method. For IMFs for the Internet financial industry, this
paper should select the VaR method to measure the IMF risk.

In response to the above review, this paper selects CNN
(Convolutional Neural Network) and Self-Attentive Mecha-
nism with strong feature extraction ability. It applies these
two parts to optimize LSTM neural network to improve the
prediction accuracy. At the same time, XGBOOST is intro-
duced to improve the prediction accuracy by correcting the
residuals of the prediction results. Finally, the VaR method
is applied to the predicted returns of IMFs to realize the risk
measure.

III. DATA PROCESSING
A. DATA SELECTION
IMFs are classified into three categories according to the
nature of the enterprise to which they belong: IMFs estab-
lished by third-party enterprises (THIRD), IMFs established
by banks (BANK), and IMFs established by foundations
(FUND) [1]. In this study, we select the more typical IMF
products in each category, a total of 22 IMFs, as shown
in Table 1.

As shown in Table 1, there are 22 IMFs in total. To ensure
the reasonableness and rigor of the data, the seven-day annu-
alized return and the 10,000-fold fund return from January 1,
2018, to February 28, 2023, are selected for the study.
To ensure the accuracy of the subsequent modeling, this study
preprocesses the data by excluding the null values according
to the nature of the product cycle of IMFs ‘‘Sunday does not
generate income.’’ Finally, we obtained 1519 items for each
IMFs and 33418 items for 22 IMFs.

B. DATA ANALYSIS
Descriptive statistical analysis of the returns was performed
to obtain the mean of the returns, the variance indicating
stability, the skewness indicating whether the returns are
symmetric, and the kurtosis of the data, as shown in Table 2.

Using Table 2, the kurtosis of Gongyin Xinjin A(000528)
is less than 0, and the abnormal reason is that the volatility of
return is stronger than other IMFs. And the average returns of
the selected IMFs are distributed between [2.1590, 2.9016].
By averaging the returns of each type of IMF, we can obtain
the average return of THIRD as 2.5453, BANK as 2.5229,
and FUND as 2.4092. In summary, the THIRD series has
the highest return, the BANK has the second highest average
return, and the FUND has the lowest return.

IV. METHODOLOGY
A. DATA STANDARDIZATION
To eliminate data dimensions and accelerate network training
process, this study first normalizes the data.

X∗
=

X − Xmin
Xmax − Xmin

(1)

where, X∗ represents the normalized result, X represents the
original data, Xmax represents the column’s maximum value,
and Xmin is the minimum value of the column to which it
belongs.

B. IMFs FORECAST MODEL FOR RETURN RATES
1) LSTM NEURAL NETWORK MODEL
LSTM neural network is improved from the standard Recur-
rent Neural Network (RNN), which solves the problem that
RNN cannot handle long time series by internal complex gate
operation and cellular state so that it can effectivelymemorize
temporal data features [48], [49], [50].

The purpose is to measure the value-at-risk of IMFs with
high periodicity, so it is more critical to avoid the error
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TABLE 2. Descriptive statistical analysis of IMFs.

accumulation of traditional methods and make the predic-
tion results accurate [51]. Therefore, LSTM neural network
is chosen for IMFs return forecasting. The structure of the
LSTM model is visualized in Figure 1.

FIGURE 1. Structure of LSTM neural network.

Figure 1 shows the interior of the cell structure of the
LSTM network, ⊗ for the dot product operation ⊕ for the
addition operation, Ct−1, ht−1 and xt−1 represent the input
information at moment t-1. Ct, ht and xt represent the output
information at moment t . The LSTMmainly consists of three
gating structures controlling memory cells and a cellular
state. The gating structure consists of an oblivion gate ft ,
an input gate it and an output gate ot .

The forgetting gate serves to decide which information to
discard or save. It will be defined as equation (2).

ft = σ
(
Wf · [ht−1, xt ] + bf

)
(2)

where, Wf weight matrix, bf bias vector, ht−1 is the input at
t-1, xt denotes the input at moment t , and σ sigmoid function.
The role of the input gate is to select the information that

needs to be saved at the current moment of control and to

decide which cell states to update.

it = σ (Wi · [ht−1, xt ] + bi)

C̃t = tanh (WC · [ht−1, xt ] + bC ) (3)

where, Wi and WC is the weight matrix, bi is the bias vector,
C̃t is the information state through the input gate, and tanh is
the hyperbolic tangent function.

The updated cell state equation (4) is as follows:

Ct = f ∗
t Ct−1 + i∗t C̃t (4)

where, Ct−1 is the state of the cell at the previous moment,
C̃t is the state of the information through the input gate.
The function of the output gate is to determine the next

state that should output information, and the output part is
determined by the sigmoid function. Then the predicted value
of the model is obtained by multiplying the information state
through the input gate and the output part by tanh.

Ot = σ (Wo [ht−1, xt ] + bO)

ht = O∗
t tanh (Ct) (5)

where,Wo is the weight matrix, bO is the bias vector, ht is the
output at the current moment, Ct is the cell state at the current
moment.

2) CNN (CONVOLUTIONAL NEURAL NETWORK)
The core of CNN is a weighted summation of data to extract
data feature values, which is commonly used in the field of
image recognition and later found that the combination of
a one-dimensional convolutional neural network (1DCNN)
and time series model is optimized for data feature extrac-
tion [52], [53]. This study establishes a convolutional neural
network (1DCNN) to quickly and efficiently extract feature
information from IMFs time-series data.
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CNN comprises a convolution layer, a pooling layer, and
a full connection layer [54]. The input data is first passed
through the convolutional layer to extract the features. Then
the pooling layer is used to reduce some of the data features,
reduce the dimensionality of the extracted features, reduce the
computational effort of the network, and prevent the network
from overfitting to some extent. Finally, the global features
are obtained through a fully connected layer by accumulat-
ing the global features according to the weights given. The
Sigmoid function is chosen as the activation function of the
convolutional layer, which has the advantages of robustness
and low influence by data noise. The expression of the func-
tion is (6).

σ (x) =
1

1 + e−x
(6)

3) SELF-ATTENTIVE MECHANISM
The core of the attention mechanism is to make the network
nodes focus on crucial information at a particular time [28],
[55] and suppress irrelevant information to improve predic-
tion accuracy while ensuring that the input and output data
dimensions do not change. The Self-attention mechanism
is a variant of attention [56], which is good at capturing
the internal relevance of the input data. It has been exper-
imentally shown to be effective in improving the accuracy
and robustness of the network by adding it to the LSTM
network [57], [58].

Introducing the self-attentivemechanism aims to obtain the
importance of temporal data at different stages of IMFs. The
structure of the self-attentivemechanism is shown in Figure 2.

FIGURE 2. Self-attention mechanism structure.

The primary mechanism is to map the input to different
spaces to get the query vector (query), key vector (key),
and value vector (value). Then the correlation coefficients of
the query and key are calculated, and the sequence weights
are obtained by softmax. Finally, the sequence weights are
weighted and summed with the value vector (value) to obtain
the output vector. The calculation procedure is shown in

equations (7)-(10).

Q = XW q (7)

K = XW k (8)

V = XW v (9)

Attention(Q,K,V ) = soft max
(
QKT
√
Dk

)
V (10)

where,Q, K and V are the query matrix, key matrix and value
matrix, respectively, and Dk denotes the matrix dimension.

4) XGBOOST PREDICTION MODEL
The XGBOOST (eXtreme gradient boosting) algorithm is
a boosted tree model that performs a second-order Taylor
expansion of the loss function based on the GBDT algorithm
while explicitly adding a regular term to control the complex-
ity of the model and preventing overfitting while processing
the feature selection in parallel, which is faster and inter-
pretable [59], [60], [61]. The purpose of introducing the
XGBOOST algorithm in this study is to improve model error
correction and improve model accuracy. The objective func-
tion of the XGBOOST algorithm is equation (11).

L(j) =

n∑
i=1

l(yi, ŷ
j−1
i + fj(xi))l(·)� (11)

where, l(·) is the loss function. ŷj−1
i denotes the output of the j-

1th tree.�(fi) is a regular term used to control the complexity
of the model.

5) OPTIMIZATION OF 1DCNN-LSTM PREDICTION MODEL
BASED ON RESIDUAL CORRECTION AND SELF-ATTENTION
MECHANISM
Based on CNN-LSTM, this study added SAM(Self-Attention
Mechanism) into the designed model to further optimize the
prediction accuracy. The model is composed of input layer,
convolution layer, maximum pooling layer, full connection
layer, Dropout, LSTM layer, attention layer, full connection
layer, XGBOOST error correction layer and output layer,
each layer has its own weight. Set the convolution kernel of
1DCNN to 64, add the maximum pooling layer, and apply
the Sigmoid function as the activation function. Input to
the LSTM layer through the fully connected layer sets the
number of neurons to 200 and introduces Dropout=0.4 to
prevent overfitting. Input continues backward to the attention
layer for further optimization and through the full connection
layer to the correction layer for output. LSTM selects Adam
optimizer for training, which updates step size and automati-
cally adjusts the learning rate.

The overall process is summarized as follows: firstly, the
data is input into themodel, and the data features are extracted
through the convolution, pooling, and full connection layer of
1DCNN and then converted into a one-dimensional matrix to
input the LSTM layer. Secondly, the LSTM layer extracts the
dependency relationship in the timing data, inputs it into the
attention layer to extract the important features of the data,
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and then enters the error correction layer through the full
connection layer. Finally, the residual difference between the
real and the predicted value and the predicted value of IMFs
were put into the XGBOOST layer to correct the error of the
training network. The predicted value of the corrected result
was summedwith the predicted value of LSTM to get the final
predicted sequence. Figure 3 is the model structure diagram.

C. IMFs RISK MEASUREMENT MODEL FOR RETURN RATES
1) VAR(VALUE AT RISK) MODEL
Value at Risk, abbreviated as the VaR model, is commonly
used to quantify the value at risk that may arise in the financial
sector, which represents the maximum possible loss of IMFs
return at a certain time in the future at a certain confidence
interval [1]. In this study, the VaR method was used to calcu-
late the risk of the 43-day backward forecast of IMFs’ returns.
VaR can be expressed as (12).

Prob(1P < VaR) = α (12)

where, 1P is expressed as the loss of IMFs return during the
holding period, and VaR is expressed as the value of loss at
the α confidence level, α is expressed as the confidence level.
In this study, we assume that IMFs return volatility is only

market related [62], while defining IMFs return volatility as
value at risk, σi as in equation (13).

σi =

√√√√√ N∑
t=1

(xit − µi)2

N − 1
(13)

where, xit denoted as the current IMF return,µi is the average
return, and N is the number of days.

The VaR value is (14).

VaRi = P0 ·

(
zc · σi ·

√
1t

)
(14)

The confidence level is set to 95%, corresponding to
zc = 1.96. P0is the initial value. Because the selected IMFs
are daily returns, set 1t = 1.

D. PERFORMANCE INDEX
In this study, we useMAE, RMSE,MAPE, andR2 tomeasure
the accuracy of IMFs’ return forecasts. The above indicators
are defined in equations (15)-(18).

MAE =
1
n

n∑
s=1

|ys − ŷs| (15)

RMSE =

√√√√1
n

n∑
s=1

(ys − ŷs)
2 (16)

MAPE =
1
n

n∑
s=1

∣∣∣∣ys − ŷs
ys

∣∣∣∣ (17)

R2 = 1 −

n∑
s=1

(ys − ŷs)
2

n∑
s=1

(ys − ys)
2

(18)

where, ŷs is the predicted value of IMFs return, ys is the actual
value of IMFs return, and ȳs is the mean of the actual value
of IMFs return.

V. FORECASTING AND RISK MEASUREMENT FOR IMFs
The obtained returns of IMFs are predicted according to the
CNN-LSTM-SAM prediction model. The return’s of IMFs
are predicted based on the trained network rolling backward
for 43 trading days in the next two months, while the risk
measure of IMFs’ returns is performed according to the VaR
method to obtain the possible risk index of each IMF.

A. FORECASTING IMFs RETURNS
1) CNN-LSTM-SAM ESTABLISHMENT
In this study, the Keras framework was used to build the
model. Regarding parameter setting, the traditional LSTM
was first used to predict the rate of return. The experiment
showed that the number of LSTM neurons was 200, and the
prediction accuracy and stability were the best. Secondly, the
data extracted by convolutional pooling is used as LSTM
input, then set the number of convolutional cores is 64, and
the convolutional step is 3, activate the function to select the
Sigmoid function, and then add Self-AttentiveMechanism for
attention allocation. The weight of attention and the weighted
output sum enter into the full connection layer and become
a one-dimensional vector for output. Finally, the residual
difference between prediction and true value is predicted and
optimized by the XGBOOST algorithm to realize the forecast
output.

For model training, the first 80% of the training set is
selected to train the network model, and the last 20% is the
test set to verify the feasibility of the model. The training step
of the LSTM network is 6, the batch size is 64, the training
times are set to 100, the initial learning rate is 0.001, the
optimizer is Adam optimizer, and the Dropout mechanism
is introduced to prevent overfitting, and the parameter is set
to 0.4. LSTM neural network model parameters are shown
in Table 3.

TABLE 3. LSTM parameter Settings.

In this study, we optimize the prediction accuracy of the
LSTM neural network through 1DCNN and self-attention
mechanism and construct the residual sequence to fur-
ther approximate the true value through the XGBOOST
algorithm. 1DCNN specific feature extraction is performed
by, sliding the convolution kernel in the return’s data, cal-
culating elemental multiplications, learning various local
relationships in the sequence, and aggregating the results to
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FIGURE 3. Structure of CNN-LSTM-SAM-XG forecast model.

generate a featuremap.Meanwhile, the linear activation func-
tion Sigmoid is applied after the convolution operation tomap
the output of the convolution operation into a nonlinear space
so that the model better captures the complex and nonlinear
relationships in the input data and extracts nonlinear features.
The self-attention mechanism optimizes the feature extrac-
tion capability by capturing the dependencies between any
pair of positions in a sequence. Enabling the model to focus
on important elements and better understand the relationships
between them, specifically according to the mechanism to
weigh the importance of different elements in the sequence
based on their correlations, thus generating attention weights.
In turn, each sequence element’s query, key, and value are
calculated and the attention weights are computed by per-
forming similarity calculations between the query and the
key vectors. The softmax function is then applied to obtain
the normalized weights. The weights are multiplied with the
values to generate a weighted sum indicating the attention
between the query and the input sequences to represent the
extracted feature relationships to help optimize the accuracy
of the model.

2) TEST SET PREDICTION ACCURACY VALIDATION
According to the current situation of domestic and foreign
research, it can be known that a support vector machine
(SVR) is often applied to economic prediction [18]. LSTM,
CNN-LSTM, CNN-LSTM-SAM, and SVR are established in
this study respectively. Results are based on the THIRD series
Tianhong Yu’E Bao (000198), BANK series Jiaoyin Xian-
jin Bao A (000710), and FUND series Fuguo Fuqianbao A
(000638) as examples.

Table 4 shows the performance indexes of each model
established, and Figure 4 shows the visualization of each
model with actual values.

The analysis of Figure 4 shows that the accuracy of the
proposed IMFs return prediction model is higher than that

of the traditional model and more advanced approaches, and
the local feature extraction capability is more robust, which is
higher for the prediction accuracy improvement. The follow-
ing analysis results can be obtained by evaluating the indexes.

MAE(Mean Absolute Error) represents the closeness
between predicted and actual data. The smaller the value,
the better the fitting effect. In the THIRD series, the CNN-
LSTM-SAM value is the lowest, which is reduced by 1.144%
compared with traditional LSTM and 2.369% compared
with similar research models. Compared with traditional
LSTM and similar research models, CNN-LSTM-SAM in
the BANK series decreased by 1.446% and 3.278%, respec-
tively. Compared with traditional LSTM and similar research
models, the model proposed by the FUND series is reduced
by 1.984% and 6.595%, respectively. From the above anal-
ysis, it can be seen that the model proposed in this paper
has the highest approximation to the true value under the
three IMFs categories and the greatest improvement in the
FUND series.

MSE (Mean squared error) represents the degree of data
variation, and the smaller the value, the closer it is to the
true value. The CNN-LSTM-SAM has the lowest value in all
IMFs series and the result is the closest to the true value.

RMSE (Root Mean Square Error) represents the deviation
between the predicted and observed. The CNN-LSTM-SAM
has the lowest value among the three IMFs, with 0.967%,
1.440%, and 1.861% improvement compared with the tra-
ditional LSTM, and 2.537%, 3.554%, and 5.477% improve-
ment compared with the similar research model (SVR),
respectively.

MAPE (Mean Absolute Percentage Error) represents the
percentage difference between the actual value and the
observed value, and the lower the value, the better the fit-
ting effect. The CNN-LSTM-SAM has the lowest values
in all three IMFs categories, which are 0.00636, 0.00637,
and 0.0152.
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TABLE 4. Modeling performance comparison.

FIGURE 4. Structure of CNN-LSTM-SAM-XG forecast model.(a) Comparison of the predicted and true values of the four models(000198).
(b) Comparison of the predicted and true values of the four models(000710). (c) Comparison of the predicted and true values of the four
models(000638).

R2 (Coefficient Of Determination) represents the model
goodness of fit. The IMFs return prediction model proposed
in this study is the closest to 1 in all three series because the
value of the selected IMFs return in the FUND series has a
higher intensity of variation, and the value is lower than the
THIRD and BANK series.

3) XGBOOST ERROR CORRECTION MODEL FOR IMFS
RETURN’ S FORECASTING
In order to further reduce the error and improve the accuracy
of the model, this paper introduces XGBOOST model as the
error correction layer to optimize the prediction results of
1DCNN-LSTM-SAM, and further approximate the real value
on the basis of the prediction. At this time, the predicted value
of 1DCNN-LSTM-SAM output is used as the XGBOOST
input, and the real value of IMFs return is used as the output
to build the XGBOOST model. The residual sequence is
constructed according to the difference between the predicted
results of training XGBOOST and the real value of the return
rate, and then the residual sequence is compensated with
the predicted value of 1DCNN-LSTM-SAM to achieve the
correction effect.

Set the first 80% of data in the XGBOOST model to the
training set and the remaining 20% to the test set to build
the model. The XGBOOST model parameters are shown in
the Table 5.

TABLE 5. XGBOOST parameter Settings.

According to the XGBOOST prediction results can be
found that most of the values are closer to the true yield.
The 1DCNN-LSTM-SAM predicted value and the real value
of the return rate make a difference, and the XGBOOST
predicted value and the real value make a difference to obtain
the residual sequence, at this time, the XGBOOST residual
sequence is the compensation residual sequence. Comparison
of the two residual series can be learned after the XGBOOST
model approximation of the true value of the compensated
residual series is reduced by a larger magnitude, that is, the
application of this method to compensate for the model will
effectively improve the model prediction accuracy. Table 6
compares predicted IMFs return indicators before and after
the introduction of residual correction, and Figure 5 shows
the visualization of residuals before and after residual correc-
tion. To summarize, the error of each node is reduced more
obviously compared with the original data, i.e., the residual
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FIGURE 5. (a) Comparison of absolute values of errors before and after residual correction(000198). (b) Comparison of absolute values of errors before
and after residual correction(000710). (c) Comparison of absolute values of errors before and after residual correction(000638).

TABLE 6. Comparison of evaluation indicators after introducing residual correction.

TABLE 7. Seven-day annualized return forecast results for 22 IMFs.

correction helps to improve the model prediction accuracy.
At the same time, the correction effect of the THIRD series

of IMFs (000198) and the BANK series of IMFs (000710) is
better than that of the FUND series (000638).
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TABLE 8. IMFs VaR values.

In conclusion, this study builds a CNN-LSTM-SAM-XG
model to forecast the IMF’s return rate in the next two
months.

4) FORECAST RESULTS
Using the CNN-LSTM-SAM-XG model to forecast the
returns of 22 IMFs, we obtain seven-day annualized returns
from March 1 to April 30, 2023, for 43 days due to the
exclusion of weekends. IMFs’ return forecasts are shown
in Table 7.

B. APPLYING VaR METHODS TO IMPLEMENT RISK
METRICS FOR IMFs
The model achieves a total of 43 days, IMFs return forecast,
and the risk measure is achieved by applying the VaR model,
and the quantitative results of the risk measure for 22 IMFs
are shown in Table 8.

IMFs return VaR value represents the risk of the fund, the
more significant the VaR value, the higher the risk.

FromTable 8, among the 22 IMFs selected in this study, the
THIRD series VaR value is 0.03576, the BANK series VaR
value is 0.04973, and the FUND series VaR value is 0.05413.
It shows that the risk value of investing in the THIRD series
is lower than that of the BANK and FUND.

Among the THIRD series, Tianhong Yu’E Bao (000198),
Jiashi Huoqianbao A (000581), and Huitianfu Quan’E Bao
A (000397) have relatively small VaR values with low risk.
Other IMFs have relatively larger VaR values and higher
riskiness.

Among the BANK series, Jiaoyin Xianjin Bao A (000710)
and Gongyin Xinjin A (000528) have low risky VaR values.
The VaR values of the returns of other IMFs are relatively
large and risky.

Among the FUND series, Xingquan Tianli Bao (000575)
and Boshi Tiantianzengli A (000734) have low VaR risk. The
VaR values of the other IMF returns are relatively large and
risky.

In summary, the THIRD series IMFs have the lowest risk,
the BANK has medium risk, and the FUND has the highest
risk. The main reasons as follows: THIRD series transaction
mode is ‘‘T+0’’; the buyer can redeem or use it the same
day of purchase consumption, which is very convenient; the
BANK series is usually ‘‘T+1’’ mode, which can not do
the same day purchase the same day of redemption, the
investment funds can only be received the next day. The
FUND series is set up by various funding companies, usu-
ally for bond funds, and is considered to have high-risk
characteristics.

VI. CONCLUSION
In this study, we establish a 1DCNN-LSTM-SAM-XGmodel
to predict the return of IMFs more accurately and predict the
actual 43 trading days return data in the next 60 days based
on the model. The VaR method is also applied to measure
the risk of the prediction results and obtain the more suitable
types of IMFs for investment. A summary of the above leads
to the following conclusions.
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(1) Firstly, the LSTM neural network is optimized accord-
ing to the 1DCNN and Self-Attention module, which has a
solid ability to obtain time-series data features, improving
the LSTM network accuracy. The IMFs data are brought in
for training, and the CNN-LSTM-SAM is compared with the
traditional LSTM and SVR models to learn that the model
established in this study has higher prediction accuracy and
is suitable for long-period IMFs return prediction.

(2) Secondly, based on the original model, XGBOOST
model is introduced as the residual correction layer to further
optimize the prediction accuracy. According to the difference
between the training XGBOOST prediction result and the
actual return rate, the residual sequence is constructed, the
residual sequence is compensated with the 1DCNN-LSTM-
SAM prediction to achieve the correction effect.

(3) Finally, the CNN-LSTM-SAM-XG model is applied
for the future prediction of returns of 22 IMFs with a pre-
diction period of 60 days and actual trading days of 43 days.
The risk measure of different IMF returns by introducing
the VaR method. According to the VaR value, we can know
that among the three IMFs series, the THIRD series is less
risky, the BANK series is higher, and the FUND series is the
riskiest. And the most suitable IMFs for future investment are
Tianhong Yu’E Bao, Jiashi Huoqianbao A, Huitianfu Quan’E
Bao A, Jiaoyin Xianjin Bao A, Gongyin Xinjin A, Xingquan
Tianli Bao, Boshi Tiantianzengli A, and other IMFs products.

In this study, the CNN-LSTM-SAM-XG model and VaR
method are used to predict the return of IMFs andmeasure the
risk of future IMFs’ return, but the current study still needs
to be improved. First, the number of selected data is limited,
the number of products under the three categories of IMFs is
significant, and only 22 IMFs return data are selected in this
study, which cannot support the conclusion of risk assessment
well, so future research needs to expand the sample of more
IMFs to make the conclusion more meaningful guidance.
Secondly, the attention mechanism and time series forecast-
ing models are still developing, and expert experience also
has a guiding role for IMFs return forecasting, so combining
more advanced and accurate models with expert experience
in the future is essential. Finally, this paper selects the VaR
method to realize the risk measure of IMFs’ future yield,
which is a more direct method in the field of financial risk
measurement, in order to carry out a more accurate risk
measure of IMFs yield, the VaR method can be improved in
the future by combining with the risk characteristics of the
yield.
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