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ABSTRACT Sentiment classification of social media posts is among the most challenging and time-
consuming tasks for analysts. This is particularly true when applied to languages that employ scriptio
continua, such as the Thai language, in which there are no spaces between written words and where there is
no end of sentence punctuation. Thai is considered a scarce-resource language as few datasets are available
to researchers. Although machine-learning (ML) and deep-learning (DL) algorithms can identify sentiment
classification polarity, the performance of the existing classification models are still inadequate. This study
proposes a novel stacking ensemble learning technique for identifying sentiment classification polarity in
the Thai language, SETAR. Our stacking ensemble strategy utilized the pre-trained Thai language model
(WangChanBERTa), based on a Robustly Optimized BERT Pretraining Approach (RoBERTa) architecture to
form a feature vector. This feature was combined with three distinct feature vectors obtained from three well-
known categories, namely Word2Vec, TF-IDF, and bag-of-words, as a new hybrid sentence representation.
The base learners were trained using seven chosen complex heterogeneousML algorithms, including support
vector machine (SVM), random forest (RF), extremely randomized trees (ET), light gradient boosting
machine (LGBM), multi-layer perceptron (MLP), partial least squares (PLS), and logistic regression (LR) to
enable the development of the final meta-learners. The results revealed that our proposed stacking ensemble
model outperformed the baseline models of all classification metrics among the training and test sets, as was
determined by extensive benchmarking, carried out on the four datasets, which included our developed
sentiment corpus that domain experts annotated.

INDEX TERMS Deep learning, ensemble learning, sentiment analysis, text classification, transfer learning.

I. INTRODUCTION
In the past decade, the amount of textual data that has
been generated by social media has increased exponentially,
as have the number of users. Social media has continuously
evolved into an essential channel of communication between
business owners and customers. Customers typically share
their thoughts and opinions about their product-purchasing
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experiences in social media posts, and discussion forums,
as well as in online articles and reports [1]. The abundance
of user-generated content of textual data found on social
media platforms, particularly textual data in product review
e-commercials, has piqued the interest of researchers and
business owners in sentiment discovery [1], [2]. However,
the language used in social media is informal and generally
written in slang, making pre-processing problematic, and
identifying sentiment from a large amount of unstructured
textual data is a complex challenge and considered a laborious
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task for humans. Thus, the automation of such a process
that can perform on par with a human identification capacity
would be highly beneficial.

The computational predictive models used for various
practical and intelligent applications typically utilize Natural
Language Processing (NLP). Within this context, sentiment
analysis (SA) has been developed and employed to automate
the process [3]. SA has advanced by way of certain syntax-
driving techniques, such as word-counting, to establish
a genuine comprehension of human language. Recently,
grammatical, contextual, and both semantic and syntactic
constraints were taken into account to bridge the gap
between human and computer interaction. The successful
application of SA such as sentiment classification has gone
well beyond listening to people’s emotions with regard to
the sale of products. The insight gained from effective
SA could then be expanded to include the stock market
within the financial domain. Furthermore, it could also
be successfully applied as a social listening technique in
politics or even to detect depression within a medical
domain [4], [5], [6].

It has been determined that through the use of ML
based models exhibited an adequate level of classification
performance and outperformed the lexicon-based models [7].
Modern data-driven techniques, such DL along with state-of-
the-art transformers, have demonstrated significant potential
for sentiment classification [8], [9]. Recently, with ensemble
learning techniques, a collection of learning models are
generated either in parallel or sequentially, and wherein
separate predictions are merged [10], have been employed
in sentiment classification which demonstrates strong gen-
eralizability gains [11], [12]. Nonetheless, the number of
studies that have employed ensemble learning in sentiment
classification is still limited, especially when it comes to
examination of the robustness of the model. In addition,
a selection of computational models to establish base-
learners, along with investigation of model performance
when combined with available DL models or pre-trained
language models in ensemble techniques, remain to be
explored [13], [14].

With regard to sentiment classification in the Thai
language, the same challenges must be confronted in the text
of social media posts as with other languages, particularly in
the development of quantity and quality corpus. To determine
the appropriate degree of sentiment in a sentence, language
experts are required. Concerning the examination of scarce-
resource languages, such as Thai, only a few studies have
been conducted, and there are a limited number of publicly
available quality datasets. Only three datasets annotated by
qualified annotators are publicly accessible and employable
for bench-marking purposes in order to perform a Thai
language sentiment classification task. These datasets include
data that were obtained from Wisesight [15], Thai toxic
tweets [16], and Thai tales [12]. The remaining datasets that
have been appeared in studies, have been kept private and
dataset details have not disclosed. Moreover, many of them

contain a very small number of trainable examples, such as
Thai sentence Wiki [17], which is comprised of 600 samples,
and Thai depression dataset with only 944 samples [5].

To the best of our knowledge, there is a lack of
comprehensive analysis of SA in the Thai language, such
as an evaluation of text representations of machine learning
(ML) algorithms. Only two research studies have done a
limited comparison study [18] compared nine traditional
MLmodels with term frequency-inverse document frequency
(TF-IDF) and Word2Vec on a private dataset, without
the results of an independent test dataset having been
evaluated. Reference [12] only compared two DL models
with three embedding methods (e.g., POS-Tagging, Sentinet,
and Word2Vec). To construct a robust classifier capable of
achieving this desired standard in the Thai language, it is
necessary to address all three above-mentioned concerns.
This involves developing a comprehensive Thai sentiment
analysis dataset with language experts, conducting an exten-
sive comparison of ML and DL models with well-known text
representations, and exploring ensemble learning strategies
to increase the robustness and accuracy of the sentiment
classification model.

In an attempt to respond to the abovementioned challenges,
a novel stacking ensemble learning model for Thai sentiment
analysis, named SETAR (Stacking Ensemble learning for
Thai sentiment Analysis using RoBERTa and hybrid feature
Representation), is proposed to improve the classification
performance of the sentiment classification task in Thai
language. The main contributions of this research study can
be summarized as follows.

1) SETAR is the first stacking ensemble model in senti-
ment classification in the Thai language and was con-
structed from seven selected complex heterogeneous
ML algorithms to provide accuracy and robustness. The
base-learners used a pre-trained Thai language model
(WangchanBERTa) as the DL based feature. This fea-
ture was then integrated with three text representations
included Word2Vec with average embedding, TF-IDF
unigram, and bag-of-words (BOW) unigram to form a
new hybrid text representation. This resulted in a new
state-of-the-art model for a variety of Thai sentiment
classification datasets.

2) Systematic bench-marking experiments were con-
ducted. Eleven well-known ML algorithms that utilize
five various types of text representations were targeted
for investigation. The text representations include
BOW (unigram, bigrams, and 1-2 grams), TF-IDF
(unigram, bigrams, and 1-2 grams), Word2Vec with
average and TF-IDF embedding vector, Dictionary-
based constructed from a list of negative and positive
words for both BOW and TF-IDF, and part-of-speech
tagging (POS-tagging). We analyzed and investigated
the performance of eleven ML algorithms, including
SVM, MLP, RF, ET, PLS, LR, decision tree (DT),
k-nearest neighbor (KNN), extreme gradient boosting
(XGB), light gradient boosting machine (LGBM), and

VOLUME 11, 2023 92823



P. Thiengburanathum, P. Charoenkwan: SETAR: Stacking Ensemble Learning for Thai Sentiment Analysis

naive bayes (NB) on both training and testing dataset
while employing four state-of-the-art DL algorithms,
including CNN, BiLSTM, BERT, and Wangchan-
BERTa. All the models were then evaluated using four
classification metrics, including accuracy rate (ACC),
precision (PRE), recall (REC), and F1-score (F1),
on our developed dataset, and three publicly available
datasets.

3) We collected and annotated our own comprehensive
sentence-level Thai sentiment analysis corpus. To the
best of our knowledge, our dataset is the largest
Thai sentiment social media dataset that has been
annotated by Thai language experts. Moreover, our
developed dataset is the first short-sentence dataset in
Thai sentiment analysis.

The organization of this paper is as follows. Section II
reviews related research works. Section III discusses the
datasets, text representations, and all the baseline models that
were used in this study. Section III also presents the proposed
novel stacking-ensemble in detail. The experimental results,
and the evaluation analysis are discussed in the end of
this section. The last section offers a tentative conclusion
and outlines future research work. Link to the source
code of the experiment can be found at https://github.com/
preenet/SETAR.

II. BACKGROUND AND RELATED STUDIES
A. MACHINE-LEARNING AND DEEP-LEARNING
TECHNIQUES IN SENTIMENT ANALYSIS
Traditional and diverse ML algorithms have been broadly
applied in sentiment analysis tasks by many researchers. For
example, [2] compared threeML algorithms, including SVM,
RF, and NB, on the Amazon product review dataset, and
POS-tagging was used as a sentence representation. Another
recently conducted research study investigated the efficacy
of five different ML algorithms, namely RF, LR, SVM, NB,
and DT in identifying the sentiments present in tweets about
COVID-19 [19].
Textual datasets which typically contain a large number

of samples and features are being employed. To achieve
better model performance for such a dataset, DL-based
models have the potential to extract better features than
traditional ML-based models, has recently gained a lot of
attention. Convolutional neural network (CNN), recurrent
neural network (RNN), long short-term memory (LSTM),
and gated recurrent units (GRU) architectures have been
studied, as has been evidenced by the existing range of
published works [19], [20], [21]. CNN [22] has performed
admirably with image data. Recently, it has begun to be
successfully applied in the field of NLP, as well as in the
sentence classification task. The CNN model has provided a
pooling layer which is a key feature that can be used to reduce
the size of the text features.

To handle the gradient explosion and disappearances in
RNN. LSTM [23] presents the input, output gates, and cell
unit. BiLSTM is an extension of LSTM, and has a new

mechanism, in which both forward and backward input
sequences x are learned with regards to time t can be
defined as x = x {x1, x2, . . . , xt }. The forward of input for
LSTM from the left can be defined as h⃗t = f

(
x, h⃗t−1

)
.

For the opposite direction is
←

h t = f
(
xt ,
←

h t−1
)

. This
mechanism improves the network’s information flow. GRU
is an extension of LSTM that is simpler and faster
to train. Recently in SA, DL techniques that operate
in conjunction with the convolution CNN, LSTM, BiL-
STM, and GRU have been investigated to produce an
even more accurate model, as can be seen from the
work [24], [25], [26].Word embedding, involvingWord2Vec,
fastText, and Glove, was successfully applied in sentiment
classification studies, in order to capture sufficient sentiment
information [26], [27].

A number of research studies have also been conducted
that combine DL-based models (CNN-LSTM-GRU) and
ML-based models. For example, [29] applied BiGRU as
a feature extractor and then used conditional random field
(CRF) as a head classifier. The model was found to
outperform the conventional neural network (NN) based
models. Reference [30] created a hybrid NN of CNN-
BiLSTM, where CNN was used as a feature extraction
mechanism. Lately, researchers have started to modify NN
architecture in order to increase classification performance.
For instance, [31] utilized a Glove embedding vector with
multi-layers of BiLSTM. This model resulted in a 3%
improvement in performance when compared with previous
research studies.

Even though LSTM-based models have shown remarkable
success across several fields, the models still have some limi-
tations. These include the significant lengthier amount of time
required to train themodel when compared to CNN andGRU,
as well as a certain amount of data-loss that occurs whenmore
training is required. Pre-training of Deep Bi-direction Trans-
former [32] can be used in sentiment classification task. For
instance, a pretrained language model (BERT) was applied
to SA task in aspect-based and sentence level, with a fine-
tuning method [9], [33]. The transformer based model is the
current state-of-the-art model in sentiment analysis, such as in
analyses that employ the pre-trained language models BERT,
RoBERTa [34], GPT-2 [35].

B. ENSEMBLE TECHNIQUE IN SENTIMENTAL ANALYSIS
Bagging [36], also known as bootstrap aggregation, samples
the population for training utilizing random sampling with
replacement (i.e., cases can be taken several times for
the sample, and they are not ignored from the dataset
once selected). The remaining non-selected samples were
allocated to the validation set. To determine the final
prediction, either majority vote or plurality voting was
performed. Boosting [37], the idea behind the boosting
approach is to construct a strong learner from a sequence of
weak learners. Boosting technique operates by successively
training a group of classifiers sequentially and combining
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them for prediction. The latter learner strengthens and
concentrates more on the errors of the earlier learners. Both
ensemble learning techniques have been investigated for
use in SA tasks, mainly to enhance predictive accuracy.
There are a few available of ensemble learning studies
that appear in the SA literature. Reference [13] compared
three traditional ensemble strategies: bagging, boosting, and
random subspace, employing five traditional ML algorithms
as base-learners [13]. Random subspace with SVM provided
the best accuracy (ACC) on four benchmark datasets.

Recently, the Stacking ensemble appeared in the SA task.
Stack ensemble introduced by [38], is a supervised learning
method comprised of learners that typically consist of two
levels including base learners and meta learners models.
Stacking ensemble generates a final prediction from the
meta-learner by combining the predictions of the base-
learners that trained from the same set of a dataset. For
instance, [14] demonstrated various type voting stacking
ensemble strategies. The authors employed six traditional
ML algorithms along with CNN and LSTM as base-learners,
with BOW text representation, and employed LR as only
one option for meta learner. The results revealed a 5.5%
improvement in terms of ACC on three product reviews and
one banking survey dataset.

Lately, a research study was conducted that employed
ensemble learning with a language model. Currently, there
is a fusion between language model, DL, and traditional
ML to improve classification performance. For example,
the authors [39] proposed a stacking ensemble of DL
models, involving RNN, LSTM, and GRU for the Arabic
language. Three meta-learners were investigated including
LR, RF and SVM. The results showed that Stacking-LR
provided the highest ACC of the three cases. In a recent
study [28], the authors combine linguistic-based analysis
with ensemble learning techniques to analyze Tamil text
found in YouTube comments. The text representations were
generated by employing a combination of data stemming
and the utilization of the MuRIL pre-trained transformer
developed by Google. These representations were then used
in an ensemble-learning approach, where the majority vote of
different ML was employed to make predictions.

C. METHODS IN THAI SENTIMENT ANALYSIS
It is commonly recognized that the Thai language has
specific challenges with regard to performing basic NLP
tasks, such as word and sentence segmentation. At present,
a number of these obstacles have been overcome as current
advancements in word tokenization has reached a reasonable
degree of prediction. However, sentiment classification can
be enhanced for improvement in terms of the model’s
robustness, generalizability, and practicality.

Aside from the limitations of the established datasets
developed for the Thai language that we have mentioned;
a few studies have attempted to provide a comparison of
ML and DL based models. For instance, [40] combined a

genetic algorithm with four traditional ML algorithms that
consist of SVM, DT, NM, and KNN on private Thai online
product reviews, and collected 4k samples from agoda.com
and booking.com. The results revealed that SVM with GA
achieved the highest predictive performance in terms of
ACC at a level of 0.88. Reference [18] developed a private
hotel review dataset from agoda.com and booking.com that
was comprised of 16k of labeled samples. The authors
made comparisons of the two feature extraction methods:
TF-IDF and word embedding with nine traditional ML
algorithms, including SVM, BNB, DT, LR, RF, stochastic
gradient decent (SGD), ridge regression (RR), passive
aggressive (PA), and AdaBoost (ADA). The findings of the
experiments indicate that SVM employing the Delta TF-IDF
approach was the most effective, with an ACC of 0.89 on
training set.

Previously, there were two pre-trained language models
that supported the Thai language including mBERT [32]
and XLMR [41]. Both models were trained on multi-
language and only includes the Thai wiki dataset. Simul-
taneously, WangchanBERTa [42], a Thai language model
was constructed using the RoBERTa model architecture,
a robustly optimized form of the BERT [34]. Wangchan-
BERTa employed SentencePience [43] as tokenizer, and was
trained with fewer steps than its original, used dynamic
masking and was trained on longer sequences through the use
of a combination of existing training corpuses. The resulting
data was investigated for sentiment analysis and other related
tasks.

Recently, [12] proposed a hybrid of deep-learning models
with a voting ensemble strategy in pursuit of Thai sentiment
classification performance. Different combinations of CNN
and BiLSTM were applied across three text representations,
involving Word2Vec, POS-Tagging, and Sentic-Tagging
with different voting mechanisms, such as soft voting and
concatenation. Their experimental results revealed that a
combination of BiLSTM and CNN with soft voting achieved
a decent level of classification performance on three different
Thai language corpuses. In terms of the performance of the
Wisesight and Thai children stories datasets, the proposed
combination of these features, along with the applied
ensemble techniques, yielded F1 of 0.55, and 0.72 for the
testing dataset, respectively.

III. MATERIALS AND METHODS
A. BENCHMARK DATASETS
This study involved the use of four benchmark datasets.
Three of them are from social texts, and one is from a
written textbook. All the datasets used in this experiment have
been categorized at the sentence level and were manually
annotated by humans. These datasets present different
sentiment classification problems involving binary andmulti-
class classification. The datasets are represented in various
domains, encompassing product reviews, food, autos, mobile
phones, and even short sentences from published textbooks.
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TABLE 1. Summary description of the thai sentiment datasets.

This ensures that our proposed model can be generalized
to a diverse range of textual sources. Table 1 presents the
domain and characteristics of each dataset used in this
study.
Khonthai (our dataset): Due to the scarcity of available

Thai datasets and the need to evaluate the generalizability
of our own proposed model, we developed a most compre-
hensive Thai sentiment dataset. The textual information was
collected from 4k posts on Pantip.com, a Thai online public
discussion forum, between late 2019 and mid-2020. The
online product posts contain opinions related to cosmetics,
food, dietary supplements, and skin-care items. With regard
to data cleaning, sentences exceeding 1,000 words and
duplicated sentences were removed. In addition, sentences
that were not written in Thai (less than 50 percent Thai
in a sentence) were filtered out using a language detection
library [46] as were sentences that contained any personal
information.

To handle excessively long comments, we performed sen-
tence tokenization using a Conditional Random Field (CRF)
model constructed from four distinct datasets established in
our previous research work [47].

Regarding the data annotation process, three Thai linguists
from the Faculty of Humanities, and the Department of
Thai language, Chiang Mai University, were responsible
for the annotation of the sentiment. Before the annotation
process started, all annotators were provided with explicit
annotation guidelines that specified which symbol to use for
each class target (e.g., neu, pos, and neg). Pilot annotation
of 100 samples were given to each annotator before they
can begin the full-scale annotation. The final class target
was determined by majority/hard voting calculated by mode,
such that a comment that has the most votes from the
annotators for the sentiment polarity will be the class
target. In addition, during the annotation phase, we hold
a weekly meeting to ensure that any ambiguities are
clarified.

Presently, our developed dataset is the largest Thai
sentiment analysis dataset to have been manually anno-
tated by experts. Finally, the dataset contains 60,081
samples comprised of three class targets, 9,661 negative,
38,054 neutral, and 12,366 positive sentences, as shown
in Table 1.

Wisesight [15]: This corpus is made up of Thai social
media posts that were posted from 2016 to 2019 and which
concerned restaurants, hotels, drinks, and cars. The corpus
contains 26,737 examples that were manually labeled by
three annotators as 6,823 negative, 14,561 neutral, 4,778
positive, and 575 questions. The data is downloadable from
https://huggingface.co/datasets/wisesight_sentiment
Thai toxic tweet [45]: This corpus is comprised of 2,104

tweets and consists of two class targets; 1,291 toxic and
813 non-toxic tweets. The authors collected posts from
Thai users of Tweeter API which appeared from January
to December, 2017 and which were manually annotated
by three hired annotators in order to classify positive
and negative tweets. The data can be downloaded from
https://huggingface.co/datasets/thai_toxicity_tweet
The 40 Thai Children Stories [44]: This dataset contains

1,964 Thai sentences derived from 40 children’s stories.
Three annotators categorized the data as follows: 451 neg-
ative, 940 neutral, and 573 positive sentences. Downloadable
data may be obtained from https://github.com/dsmlr/40-Thai-
Children-Stories

All the above-mentioned datasets were pre-processed by
administering the follows steps:
• All the URLs and emoticons were replaced by special

tags.
• Word tokenization was performed using a maximal

matching algorithm that employed a dictionary-based
approach and Thai character cluster method obtained
from PythaiNLP [48]

• Words that contained less than two syllables were
removed.

• Repetition of words were replaced by the original word.

B. TEXT REPRESENTATION
The objective of sentiment sentence extraction is to identify
the most informative and condensed set of features. The
performance of the ML classifier is dependent upon how
the features are represented, making the selection of a
suitable text representation an essential step [29] In this study,
we investigated and utilized five distinct text representations.
In the following sub-sections, each method will be described
in greater depth.

1) BAG OF WORDS (BOW) [49]
In a matrix, a sentence is represented by a vector whose
dimensions are determined by a set of comments that are
denoted by C = {c1, c2, . . . , cn}, while the set of features
is denoted by F = {f1, f2, . . .fn} as a presentation of the
feature that quantifies the frequency of the simple terms
present in each comment. This is known as a bag of
words.

2) TERM FREQUENCY-INVERSE DOCUMENT FREQUENCY
(TF-IDF) [50]
To compare the similarity of the terms, term frequency
(TF) and (document frequency) can be used. TF presents
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the occurrence of unique words in a comment while DF
indicates how many times that word appears in the corpus.
Accordingly, a log scale is used for normalization purpose.
Equation (1) is defined as the calculation of TF-IDF.

TF − IDF = TFd,t · log
(
|D|
df t

)
(1)

For BOW and TF-IDF, both unigram (i.e., set of unique
word) and bigram (i.e., combination of two terms) and
combination of 1 gram and 2 grams were utilized in the
experiment.

3) PART OF SPEECH TAGGING (POS-TAG)
Once the sentences were tokenized, every word in each of
the sentences was tagged using the Orchid corpus based on
universal dependencies [51]. The dataset was established to
classify words based on 17 common part-of-speech classes,
for example, noun (NOUN), verb (VERB), pronoun (PRON),
adjective (ADJ), etc. Moreover, we created an additional
custom token for any emoticons present in the comments.
With regards to our POS tagging scheme, we flattened the
list of words, so that each word was immediately followed by
its tag. For example, [WORD1, TAG1, WORD2, TAG2,. . . ,
WORDn, TAGn].

4) DICTIONARY-BASED EXTRACTION METHOD
This extraction method guarantees the training speed and
effectiveness of the model [52], but the development of
a custom dictionary of sentiment words, particularly those
in the Thai language, can be time-consuming. In this
method, we merged two existing previously compiled lists
of 512 positive and 1,313 negative Thai words as features.
We then fit and transformed each sentence using BOW and
TF-IDF extraction methods.

5) WORD EMBEDDING
Word embedding [53] is a prevalent text representation tech-
nique that is used in machine learning and recently has been
applied to a sentence classification task [21], [54]. As can be
seen from previous works, word embedding is particularly
effectivewhen applied toDLmodels. Importantly, it produces
smaller feature spaces than the BOW and TF-IDF methods.
However, word embedding also approximates the meaning or
context of each word in every sentence. This would include
both semantic and syntactic data. Accordingly, each word
is defined by a point in the embedding space, and these
points are learned and relocated based on the surrounding
words. Word embedding is typically deployed as the first
layer, or embedding layer, for NN-based models. In this
study, we used 300-dimensionalWord2Vec [50] forMLbased
models.

6) BASE LINE MODELS
To evaluate our proposed model, baseline models need
to be developed. Eleven ML algorithms and four DL

algorithms including CNN, BiLSTM, BERT, and RoBERTa
were investigated.

a: CONVENTIONAL MACHINE-LEARNING BASED
Eleven well-known ML algorithms were investigated to
evaluate their performance. These included a combination
of diverse traditional and complex classifiers comprised
of Support Vector Machine (SVM), Decision Tree (DT),
Random Forest (RF), XGBoost (XGB) Extra trees (ET),
Light Gradient Boosting (LGBM), Logistic Regression (LR),
K-nearest neighbor (1NN), Multi-layer Perception (MLP),
Naive Bayes (NB), and Partial Least Squares (PLS).

b: DEEP-LEARNING BASED
CNN: The CNN architecture employed in this study adapted
from [21] consisted of five layers: an embedding layer with a
non-pretrained word vectorW of size v×d where v, d= 300.
The embedding vector is connected to a 1D convolutional
layer with the number of features equal to 100 and filter
region sizes comprises of 3,4, and 5 respectively. Followed by
one of max pooling the 1D layer is performed on each filter.
The subsequent layers involve a merged layer, and a dropout
layer as the output. ADADELTA [55] was used as a optimizer
for this model.

c: BiLSTM
The first layer of the BiLSTM that we implemented consists
of a non-pretrained embedding layer connected with two
bidirectional LSTM layers that can parse the sentence in
both directions. The architecture of the model is quite similar
to the CNN including the embedding size, except that the
model doesn’t have the max pooling layer. For each LSTM
layer, we merged the outputs from forward and backward
cells as shown in Eq. (2). With regards to the hyper-
parameters for BiLSTM in this experiment, we utilized the
same configuration as the previously mentioned CNN, except
for the optimizer and its learning rate values, in which we
used the Adam optimizer [56].

h = concat
(
h⃗,
←

h
)

(2)

d: BERT
The original pre-trained BERT-base from Google excluded
Thai language as one of 103 languages, due to the difficulties
that were associated with word segmentation. However,
in this study, in order to develop a base line model, we fine-
tuned the latest BERT-base-multi-language model [32],
comprised of 104 languages that had previously trained
with Thai Wikipedia data published in 2018. With regard to
the model architecture, the first layer, known as the BERT
layer, consisted of 12 layers with pre-trained weights that
functioned as an embedding layer. This was followed by a
classifier head as a dense layer with 32 fixed hidden nodes
using ReLu activation function and SoftMax that served the
last layer.
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TABLE 2. Statistics of train, validation, and test dataset split of each
dataset split of each dataset.

e: WangchanBERTa
For each dataset, we utilized the pre-trained Thai language
model as a new feature representation, namely wanchabeta-
base-att-spm-uncased. The architecture of WangchanBERTa
shares the same similarity with RoBERTa, consists of
12-layer, 768-hidden size, and 12-attention heads.

7) EVALUATION METRICS
The following four measurements that were related to
classification performance were selected and employed
to evaluate the performance of the models. The first is
the classification referred to as accuracy. With regards to
imbalanced datasets, a measurement of accuracy alone was
insufficient; therefore, measurements of precision, recall, and
F1-score macro-averaged were utilized. These metrics were
defined using Eq. (3)-(6), respectively.

ACC =
TP+ TN

TP+ TN + FP+ FN
(3)

Pre =
TP

TP+ FP
(4)

Rec =
TP

TP+ FN
(5)

F1 = 2×
Pre× Rec
Pre+ Rec

(6)

Accordingly, the true positive, true negative, false positive,
and false negative terms are represented by the letters TP, TN,
FP, and FN, respectively.

C. CONSTRUCTION OF SETAR
This study proposed a novel stacking ensemble strategy
consisting of five main stages, as denoted in Fig. 1. In the
first two stages, (1) for each dataset, (2) the preprocessed
datasets were split into training, validation, and test sets, at a
ratio of 60:20:20, respectively. Table 2 describes the number
of samples regarding split strategy of each benchmark
dataset. TT represents the Thai children stories dataset,
TX represents the Toxic Thai tweet dataset, WS represents
the Wisesight dataset, and KT represents our proposed
Khonthai dataset. A 10-repeated random stratified sampling
(k = 10) was employed to avoid any bias that occurred
from random sampling. To ensure that the experimental
results can be reproduced, random state seeds were fixed the
prescribed range [0,9] when we performed random hold-out
sampling.

Moreover, for all the non-deterministic related models,
random seeds were set to 0. Third, (3) each ML-based
model consisted of 10 different feature extraction types

TABLE 3. Search details of the hyper parameters of all models.

from five conventional text representations, including BOW
with 1-gram, 1-2-grams, 2-grams, and TF-IDF 1-gram,
1-2-grams, and 2-grams weights. DICT-based and POS-TAG
were generated with 1 gram. Average embedding and TF-
IDF embedding were carried out to generate a Word2Vec
embedding layer for the ML-based models. Next, features
were transformed, and then scaled using maximum absolute
scaling as has been defined by (7), before fitting to ML
models.

Accordingly, (4) we trained 114 baseline models
(10 feature extractions × 11 ML-based + 4 DL-based). Due
to our computational limitations, particularly for our KT
corpus which comprised 60k sentences, we omitted terms that
appeared in fewer than 20 sentences when trained with BOW
and TF-IDF. Intel Extension for Scikit-learn was patched
together with the API of scikit-learn to minimize the SVRs
training time. An iterative search was employed to find
optimal hyper-parameters for each ML algorithm. We also
trained four DL algorithms involving CNN, BiLSTM,
and BERT with non-pretrained word embedding. Bayesian
optimization [57] was employed for the deep learning
models. The search range of the hyper-parameters are
presented in Table 3. The highest validation classification
accuracy was used to select the optimal model. We then
combined the training and the validation sets (i.e., 80 percent
of the sample of the datasets.) as representative of a new
training set, and the testing set was used to evaluate the model
for true performance.

Xscaled =
x

max (|X |)
(7)

With regard to the base-learner selection in our stacking
ensemble, we selected top ML models that performed well
on the four benchmark datasets. Due to the class imbalance
in the four datasets, the baseline model that produced the
highest F1 on the training datasets was regarded as the
model with the best performance. For each base learner,
we applied stratified 5-folds cross-validation (k = 5) to
obtain predicted probabilities. The hyperparameters were
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FIGURE 1. The proposed stacking ensemble framework for predicting sentiment polarity in Thai language involving five steps (1) datasets acquisition (2)
text pre-processing, (3) text representations generation (4) baseline models involving MLs and DLs, and (5) our stacking ensemble strategy using new
hybrid text representation.

set to the sklearn default (i.e., no tuning, except for the
random state of the non-deterministic models that was fixed).
In the last stage, (5) we extracted the probability output from
the first dense layer of WangchanBERTa using 50D as a
DL feature. We then concatenated the extracted probability
output with the probability outputs generated from ML
models across distinct text representations as a new hybrid
text representation/feature, which can be defined as (8).

hybridFeat

=
[
f50D (Pr) , f word2vec (Pr) , ftfid1 (Pr) , fbow1 (Pr)

]
(8)

where Pr represents the predicted probability. Finally, the
meta-learner model that was performed a final prediction,
was chosen based on the best performer from the pool of
the eleven ML-based models. At this phase, for the sake of
simplicity, all the meta classifiers were tuned with the same
hyperparameter range that is shown in Table 3.

The experiments were written in Python and executed
on a system with an Intel i9-10900k CPU @3.7GHz, RTX
2080Ti, and 32GB of RAM. In this study, ML-based models
were built with scikit-learn version 1.0.2 [58] The DL-based
models were implemented using TensorFlow version 2.6 [59]
and PyTorch version 1.12 [60].

D. RESULTS AND DISCUSSION
This section explains an analysis of the results in detail.

1) COMPARISON OF ALL MACHINE-LEARNING BASELINE
MODELS
To select the base learners for our stacking ensemble strategy,
the performance of SETAR was compared to that of the

TABLE 4. The performance comparison of best performing ML classifiers
on the training and test dataset.

baseline ML-based models for the TT, TX, WS, and KT
datasets. Fig. 2 provides a summary of the top 15 baseline
models for each dataset’s training and independent test sets,
ranked by F1 averaged from 10-repeated hold-out on training
set. Table 4 summarizes the best performer of each dataset.

With regard to results, on the TT dataset, the results
indicate that ET-BOW1 (i.e., ET using BOW with unigram
sentiment features) produced the best performance in terms
of (ACC=0.648, F1=0.621). For the TX dataset, the best
performance was LR with TF-IDF12 (both unigram and bi-
grams sentiment feature), revealing a performance in terms
of (ACC=0.699, F1=0.704), while LGBM using TF-IDF12
shows the highest performance in terms of (ACC=0.705,
F1=0.563) for the WS dataset. SVM with Wor2Vec per-
formed the best on the KT dataset, in terms of (ACC=0.754,
F1=0.663) for testing sets. The results revealed that ET, LR,
LGBM, SVM, MLP, and PLS algorithms demonstrate strong
performances across four datasets. Followed by RF, which
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FIGURE 2. The performance evaluation of the top 15 base-line ML models of each dataset comprised of the TT (A, B), TX (C, D),
WS (E, F), and KT (G, H) datasets. Where, A, C, E, and G represent the 10-repeated hold-out F1 of the top 15 base-line models, while
B, D, F, and H represent the testing set F1 of the top 15 base-line models.

was also ranked in the top 15, appeared in the TT and TX
datasets. Hence, these seven ML algorithms were chosen
as base learners for the SETAR construction. Additionally,
we observed thatML algorithms such as DT and 1NN, as well
as text representations such as POS-Tagging andDICT-based,
were not in the top 15 due to their poor performance.

2) COMPARISON BETWEEN SETAR AND ALL STATE-OF-THE
ART MODELS
To exhibit the leverage of the proposed stacking ensemble
approach, we compared the performance of SETAR to that

of the proposed baseline ML and DL models. The top five
baseline ML and DL models are plotted against SETAR
performance in Fig. 3. As shown in Fig. 3 and Table 5,
SETAR with different meta-learners outperformed the top
five baseline models on 10-repeated holdout and testing
datasets in terms of most of the classification evaluation
metrics for all datasets. Regarding the 10-repeated holdout
results, SETAR-LR outperformed the best-performing base-
line model (WangchanBERTa) for the TT dataset in terms
of (ACC=0.782 vs. ACC=0.758, F1=0.773 vs. F1=0.755),
and it improved ACC by 2.4% and F1 by 1.8%. The best
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TABLE 5. The comparison of SETAR and all state-of-the art models’ training and testing set performance. Bold indicates the best performers.
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FIGURE 3. The predictive performance of all of the top 5 models was determined and compared to our proposed model (SETAR)
in terms of accuracy, precision, recall, and F1score. A and B represent TT dataset, C and D represent TX dataset, E and G represent
WS dataset, and G and H represent KT dataset.
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FIGURE 4. t-distributed stochastic neighbor embedding (t-SNE)
distribution of positive, neutral, and negative sentiment of TT dataset (3
classes).

performance yielded by SETAR-LR was on the TX dataset,
(ACC=0.775, F1=0.776) improved ACC by 2.2% and F1
by 1.5% in comparison to the best-performing baseline
model. For larger-sized datasets such as WS and KT datasets,
SETAR-PLS demonstrated the best performance for the WS
dataset (ACC=0.745, F1=0.634), and it improved ACC
by 1.1% and F1 by 1.2%. SETAR-XGB achieved the best
performance on the KT dataset (ACC=0.831, F1=0.791) and
improved ACC by 1.6% and F1 by 2% compared to the best-
performing baseline model. In addition, we found that DL
models such as BiLSTM and CNN performed well on large
datasets such as KT dataset.

With regards to testing set results, a similar level of
performance was produced. SETAR-LR achieved the best
performance on the TT dataset (ACC=0.775, F1=0.763)
with ACC improved by 1.2% and F1 by 0.4%. For TX
dataset, SETAR-LR produced the highest performance in
terms of (ACC=0.765, F1=0.766), improved ACC by
2.2% and F1 by 1.2%. For the WS dataset, SETAR-PLS
produced the highest performance in terms of (ACC=0.748,
F1=0.635), improved ACC by 1.4% and F1 by 1.2%.
SETAR-XGB achieved the highest performance on the
KT dataset (ACC=0.831, F1=0.79), increasing ACC by
1.7% and F1 by 2%. These results indicated that SETAR
improved the performance and consistency of both evaluation
strategies.

3) INTERPRETATION OF SETAR MODEL
To further exemplify the advantages of our proposed model,
we also compared it to the top four text representations,
including BOW1, TF-IDF1, Word2Vec, and Wangchan-
BERTa. T-SNE [61] was plotted in Figs 4-7 to illustrate
the classified results of high dimension pace on a 2D
space scale. Due to the large number of samples from the
testing dataset that must be displayed in the plot for the
KT dataset, 10% of the samples are chosen at random
for display. As shown in Figs. 4-7(A-D), the number of

FIGURE 5. Accordingly, t-distributed stochastic neighbor embedding
(t-SNE) for distribution of positive and negative sentiment of the TX
dataset (2 classes).

FIGURE 6. Accordingly, t-distributed stochastic neighbor embedding
(t-SNE) for distribution of positive, neutral, and negative sentiment of the
WS dataset (4 classes).

FIGURE 7. Accordingly, t-distributed stochastic neighbor embedding
(t-SNE) for distribution of positive, neutral, and negative sentiment of the
KT dataset (3 classes).

colored dots in the same cluster is greater than that of
the SETAR model (Figs. 4-7(E)). This demonstrated that
among the state-of-the-art models, SETAR produced the
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FIGURE 8. Twenty important features used in SETAR construction ranked by SHAP values with four distinct text representations. For multi-class
problem, the suffix Pr represents the probability output of that class target. A, B, C, D represents the TT, TX, WS, and KT dataset, respectively.
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highest level of discriminative power for identifying sentence
sentiment polarity. In addition, by observing the number of
clusters generated by each dataset, the results confirmed that
SETAR accurately classified the sentence across all four
datasets.

The feature important values of these base-learners need
to be seen, in order to explain the proposed model’s output,
including the influence of each feature on sentiment polarity
identification of each dataset. SHAP (Shapley Additive
Explanations) [62], is a visualization technique that uses
game-theoretic method to describe an output of ML models.
Fig. 8 depicts SHAP values generated from the SHAP
summary plot of the impact of the top twenty features of each
dataset. As illustrated, the five most informative features with
the highest SHAP valueswere identified byWangchanBERTa
features for all datasets, except the KT dataset, where
Word2Vec with average embedding was in the third rank. For
the TX dataset, since it is a binary classification problem,
therefore, we only require one feature vector. For the WS
dataset, Pr4 was not among the top 20 features since the
number of class questions was insufficient. Fig. 8 also
revealed that PLS, SVM, and LR with WangchanBERTa text
representation were the top three base learners across all
datasets. Therefore, we can summarize thatWangchanBERTa
feature is currently the finest feature for usage in Thai
sentiment classification.

E. CONCLUSION
SETAR, our proposed model, used stacking ensemble
learning strategy by combining machine-learning and deep-
learning features as a novel hybrid text representation. The
base-learners were built using seven divergent complex
machine-learning models: SVM, RF, MLP, LGBM, ET,
PLS, and LR. They were constructed using four different
text representations, included Word2Vec, TF-IDF1, and
BOW1 with the extracted feature from the pre-trained
Thai language model, WangchanBERTa. We explored the
eleven ML-based models in terms of performance and
established a final meta-learner. The experiment results
revealed that LR, PLS, and XGB were the top performers
dependent on the dataset. Our stacking ensemble strategy
exceeded the baseline of the pre-trained language model in
terms of the predictive performance of all the evaluation
metrics for all benchmark datasets. Moreover, T-SNE and
SHAP visualization techniques were employed to explain
the importance of features that impact the SETAR model
performance. In this study, we also provided an extensive
and comprehensive comparison of the classification per-
formance of eleven ML and four DL algorithms across
five well-known text representations, and four domains on
social media and written book. The experiment’s results
demonstrated the efficacy and robustness of our proposed
model for a scarce-resource language such as Thai language
in the sentiment classification task. Lastly, our developed
Thai sentiment analysis corpus also proved the scalability

and effectiveness of our proposed stacking ensemble
strategy.

Future research should investigate the relevant ensemble
learning methods, such as the application of the bagging
or boosting mechanism to both homogeneous and hetero-
geneous language models. For example, researchers should
attempt to stack with more diverse ensemble members,
perhaps by incorporating deep learning models that include
CNN, BiLSTM, and GRU as the base-learners, as well
as meta-learners. Another beneficial direction of future
research would be to handle imbalanced class that usu-
ally presents itself in social media data, as well as to
investigate the interpretability of the model. We anticipate
that our proposed SETAR will benefit NLP researchers
and provide a free social listening tool to any small-
medium business enterprises that engage in Thai sentiment
analysis.
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