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ABSTRACT Innovation in artificial intelligence and data science has sparked evolutions across numerous
industries. Some companies are focusing on developing novel technologies to seize a rapidly evolving
market, while others are exploring new business models to keep pace. The former and latter are typically
referred to as first movers and fast followers in the technology market and identifying them can offer
insights into technology market trends. Patent analysis is a good approach to exploring first movers and
fast followers. However, patent applicants are classified into different patterns based on the structure or type
of a company, making it challenging to disambiguate and standardize patent applicants. Therefore, this study
proposes a method to disambiguate and standardize patent applicants. We present a simple and effective data
augmentation approach that can help understand patent applicant patterns. The proposed approach trains
on the augmented data via the attention mechanism. Our experiments provide empirical evidence for the
performance of the proposed method, which accurately classifies 96.6% of the augmented data. Moreover,
statistical hypothesis testing validates that the output of the proposed method is consistent with the ground
truth.

INDEX TERMS Attention mechanism, data augmentation, named entity recognition, patent applicants.

I. INTRODUCTION
The global technology market has entered a new era of
innovation, sparked by DeepMind’s AlphaGo and OpenAI’s
ChatGPT. As the achievements of scientific advancements
are continually revealed, there is an escalating demand for
highly specialized research [1]. Companies are allocating
substantial budgets to research and development (R&D) to
seize new markets, and their efforts have led to the devel-
opment of various technologies. Along this path, they are
classified as either first movers or fast followers. First movers
focus on novel endeavors to seize markets, whereas fast
followers focus on pursuing business opportunities after
them. Consequently, companies aspire to spearhead the
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technology market or identify their competitors, and patents
are an excellent means to meet their needs. A patent, a legal
document drafted to assert rights over a technology, helps
identify (i) the technology market leaders and (ii) their
competitors.

Companies can identify first movers and fast followers
through patent analysis. A patent includes details about the
applicant and the inventor of the technology. In many cases,
the applicant is the company to which the inventor belongs.
Therefore, even with a simple patent landscape, information
about applicants can provide awealth of insights into the tech-
nology market. However, ambiguous and non-standardized
names of patent applicants make it challenging to obtain these
insights. This paper proposes a simple and effective solution
to this problem. That is, our goal is to disambiguate and
standardize patent applicants.
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Thoma et al. [2] highlighted the difficulty of standardizing
rights holders like inventors or applicants for patents because
their titles may vary depending on the entity identifiers of
applicants or how the patent office drafts them. Neverthe-
less, previous studies have proposed various methods for the
disambiguation and standardization of inventors and appli-
cants. For example, Raffo and Lhuillery [3] suggested a
name standardization method for patent inventor retrieval.
Zhang et al. [4] introduced a patent standardization method
for enhancing technology productivity at a microscale.
Pezzoni et al. [5] developed an inventor matching process
using natural language processing (NLP) techniques like
parsing. Morrison et al. [6] proposed a patent disambigua-
tion method based on inventors’ geolocation data, as patent
documents include the addresses of inventors and appli-
cants. However, since previous studies employed rule-based
approaches, they have limitations when applied to data with
new patterns.

As interest in patent analysis has increased, extensive
research has employed machine learning-based approaches.
For instance, Li et al. [7] provided an overview of disam-
biguation using co-ownership and collaborative variables,
visualizing inventors in geolocation data using networks.
Ventura et al. [8] merged inventor disambiguation algorithms
proposed in prior studies and enhanced standardization per-
formance. Moreover, Kim et al. [9] aimed to maximize
the effectiveness of disambiguation by using an ensemble
model and clustering analysis, proposing a novel function
to enhance scalability. Yin et al. [10] emphasized two key
factors to consider for patent owner disambiguation: syn-
onyms and homonyms. Synonyms and homonyms represent
variations of single names and names different owners share,
respectively [11], [12]. The researchers particularly focused
on addressing the issues caused by synonyms and homonyms
in China.

Onishi et al. [13] introduced a manual approach using
addresses and websites to disambiguate and standardize
patent applicants. Additionally, Neuhäusler et al. [14] pro-
posed a procedure for cleaning patent applicant names, calcu-
lating their similarity, and matching them [14]. Their manual
procedure is appropriate to disambiguate and standardize
patent applicants, but due to the use of conventional wisdom,
this approach has difficulty handling cases that deviate from
formalized procedures. To the best of our knowledge, few
studies have examined these limitations in depth. To reduce
these research gaps, we suggest a data augmentation and
attention mechanism-based method.

The main contributions of our paper are summarized as
follows:

• This paper proposes a method for the disambiguation
and standardization of patent applicants, as this can help
identify companies of technology market leaders and
followers.

• We introduce a simple and effective data augmentation
process to improve the performance of the proposed
method. This paper presents and statistically verifies

a research hypothesis and validates the effect of data
augmentation.

• The attention mechanism helps the proposed method
to focus on meaningful aspects of patent applicants.
Our goal is to increase the performance of disambigua-
tion and standardization for patent applicants by train-
ing the model using augmented data and the attention
mechanism.

The rest of the paper is structured as follows. Section II
provides the background related to our method. Section III
explains the proposed method, and Section IV describes the
experiment. Finally, Section V discusses several limitations
and offers suggestions for future work.

II. BACKGROUND
NLP is used in various industries, including document sum-
marization, machine translation, and question-answering.
Recent natural language understanding (NLU) advances have
enabled machines to comprehend the context and semantic
features of language.With the development of NLP andNLU,
we can easily retrieve database query results [15], [16], [17].
Additionally, chatbots respond to questions and reduce cus-
tomer discomfort [18], [19], [20]. To allow machines to
comprehend natural language, numerous methodologies have
been proposed. Among these, the recurrent neural network
(RNN) is a significant contribution to the advancement of
NLU. Hopfield [21] proposed an architecture that learns
sequences of tokens in texts. Suppose the weight to obtain
the output of input xt at time step t is wxh, and the weight
flowing from hidden state ht−1 to ht at time step t − 1 is whh.
Then, the hidden state ht at time step t is as follows in (1):

ht = tanh (whh · ht−1 + wxh · xt + bh) (1)

where bh and tanh, respectively, represent the bias and the
hyperbolic tangent, the activation function.

Fig. 1(a) shows the recurrent mechanism of the RNN. The
recurrent mechanism was well suited for extracting natural
language features, but long-term dependencies limited the
performance of RNNs in comprehending natural language.
RNNs sequentially receive natural language and process it
using the recurrent mechanism. As texts grew longer, the
vanishing gradients problem of neural network was discov-
ered. Hochreiter and Schmidhuber [22] introduced the long
short-term memory (LSTM) algorithm to resolve this issue.
Using the forget gate, input gate, and output gate, the LSTM
selects (i) information to be forgotten from the previous time
step and (ii) information to be remembered from the current
time step. The forget gate ft at time step t is given by (2):

ft = σ
(
wxf · xt + whf · ht−1 + bf

)
(2)

where w.f and bf , respectively, represent weight and bias
connected to ft and σ indicates a sigmoid function.
The forget gate ft decides which information to forget, and

the input gate selects which information to remember. In (3)
and (4), it indicates the amount of information to be updated,

92706 VOLUME 11, 2023



J. Lee et al.: Simple and Effective Way to Disambiguate and Standardize Patent Applicants

FIGURE 1. Architecture for NLU. (a) RNN. (b) LSTM. (c) attention mechanism-based LSTM.

while c̃t represents the information that needs to be updated.

it = σ (wxi · xt + whi · ht−1 + bi) (3)

c̃t = tanh (wxc · xt + whc · ht−1 + bc) (4)

Now, the cell state updates its weights based on the infor-
mation obtained via the forget and input gates. In (5), ct rep-
resents the information updated at time step t .

ct = ft ⊙ ct−1 + it ⊙ c̃t (5)

where the operator ⊙ denotes the Hadamard product [23].
The output gate then decides what information to output,

which is used to update weights in the next time step. Thus,
(6) and (7) represent output information ot and weight ht
derived from the output gate, respectively.

ot = σ (wxo · xt + who · ht−1 + bo) (6)

ht = ot ⊙ tanh (ct) (7)

The forget gate, input gate, and output gate of the LSTM
are illustrated in Fig. 1(b). The LSTM outperforms the RNN
in most NLU tasks. The sequence-to-sequence (Seq2Seq)
architecture boosts the NLU task performance of the RNN
and LSTM. The Seq2Seq architecture comprises an encoder
and a decoder. Typically, the encoder extracts features from
the dataset, and the decoder uses these extracted features to
generate data. In machine translation, the encoder converts
the input sentence into a vector and the decoder returns the
translated sentence.

The RNN architecture, composed of Seq2Seq, employs
a context vector containing information about the input
sentence. However, the context vector is limited in that
it loses information when the sentence becomes lengthy.
Vaswani et al. [24] proposed transformers with attention
mechanisms to address such limitations of the RNN-based

Seq2Seq architecture. Fig. 1(c) shows Seq2eq employing the
attention mechanism. Consider the translation of ‘‘I am a
student’’ into French. The translated sentence is ‘‘je suis
étudiant.’’ The Seq2Seq decoder receives the <sos> token
that indicates the beginning of the sentence and outputs ‘‘je,’’
corresponding to ‘‘I.’’ This is where the attention mechanism
comes in, helping the model to focus on ‘‘I’’ when it is
returning ‘‘je.’’

When performing NLU tasks, scaled dot-product atten-
tion instructs Seq2Seq on which tokens to focus on. Scaled
dot-product attention is simple. Suppose the encoder’s hidden
state at time step t is kt and the decoder’s hidden state in the
decoder is qt . Then, the attention score for the t-th hidden
state in the encoder is as given in (8):

qTt · kt
√
d

(8)

where qTt and d represent transposed qt and its size,
respectively.

The attention mechanism improves the limitations of
RNN-based Seq2Seq models with a simple dot-product. This
study employs a scaled dot-product attention-based LSTM
for a simple and effective approach.

III. PROPOSED METHOD
This paper suggests the disambiguation and standardization
of patent applicants (DaSPA) model. The proposed method
leverages patent applicant features for simple and effective
data augmentation. In addition, it uses the attention mecha-
nism to disambiguate and standardize patent applicants.

A. FLOWCHART OF PROPOSED METHOD
Fig. 2 shows a flowchart of the proposed method. The goal of
the first phase is to increase the number of patent applicants.
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FIGURE 2. Flowchart of proposed method.

Data augmentation enables theDaSPAmodel to pay attention
to the ground truth of patent applicants. Data augmentation is
carried out by adding noise, inserting punctuation, and then
mixing permutations.

In Step 1, the proposed method adds noise to patent appli-
cant names, which we define as words not present in the
ground truth, like ‘‘Corp’’ or ‘‘LLC.’’ In Step 2, punctuation,
like periods or commas, is inserted to make the augmented
data as similar as possible to the actual patent applicant
names. Step 3 involves mixing permutations of patent appli-
cant names to increase the diversity of the dataset.

Lastly, the DaSPAmodel is trained on the augmented data,
with the augmented data and ground truth serving as input
and output, respectively. Using the augmented data as input,
the DaSPA model outputs the ground truth, starting from the
<sos> token, which indicates the beginning of the sentence.
The DaSPA model continues to generate text until it outputs
the <eos> token, which represents the end of the sentence.

B. STEP1: DATA AUGMENTATION – ADDING NOISE
The proposed method adds noise, inserts punctuation, and
returns disambiguated and standardized patent applicants in
a simple and effective manner using random permutation.
The noise in our augmented data is the words of patent
applicants’ entity identifiers [25]. For example, the noise
‘‘Corp’’ represents a company. ‘‘Inc’’ and ‘‘Ltd’’ are used for
patent applicants that are either stock companies or limited
liability companies. Table 1 lists the noises used for the patent
applicant disambiguation and standardization tasks.

We added noise to ensure the proposed method focused
on the patent applicant disambiguation and standardization

TABLE 1. List of noises used for patent applicant disambiguation and
standardization tasks.

tasks. The pseudo code for the first stage of data augmenta-
tion, adding noise, is specified in Algorithm 1.

Suppose the i-th applicant among N patent applicants is Ai
and that its j-th token is A(j)

i (j= 1, 2, . . . ,ki). For example,
if Ai is <Google LLC>, then <Google> and <LLC> are,
respectively, A(1)

i and A(2)
i . |Ai|, the number of tokens in Ai,

is ki = 2. In this case, the ground truth of <Google LLC> is
<Google>.
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Algorithm 1 Adding_Noise
Input: A list of patent applicants, A

Number of iterations, N1
Noise set, Snoise

Output: A list of patent applicants with added noises
1: for Ai in A do
2: for 1 to N1 do
3: Adding spaces at the beginning and end of Ai
4: Randomly select a number (n1) from 1 to |Ai|
5: Randomly select one noise from the Snoise
6: Adding noise to the n1-th space
7: end for
8: end for

Next, Algorithm 1 adds spaces before and after Ai (Line 3).
Then, there are (ki + 1) number of spaces in the patent appli-
cant with |Ai| equal to ki. Algorithm 1 then iteratively adds
noise to Ai by N1 times (Lines 2–7). In the first iteration,
the proposed method adds noise to the n1-th space, randomly
selected between 1 and (ki + 1). Now, |Ai| is equal to (ki + 1).
In the next iteration, noise is added to a position randomly
selected between 1 and (ki + 2). The value of

∣∣A′
i
∣∣ of A′

i that
went through N1 iterations is (ki + N1). For example, when
N1 is 1, the output of Algorithm 1 for <Google LLC> is
<Google LLC Corp>.

C. STEP2: DATA AUGMENTATION – INSERTING
PUNCTUATION
The proposed method adds punctuation to noise-added patent
applicant names because we want the model to pay attention
to the names of patent applicants, not noises. Data augmen-
tation, therefore, adds punctuation so that the noises added
in Step 1 appear more realistic. Punctuation includes periods
and commas used to describe the company type, such as in
<Co., Ltd.>.

Algorithm 2 Inserting_Punctuation
Input: A list of patent applicants, A

Number of iterations, N2
Punctuation set, Spunc

Output: A list of patent applicants with inserted
punctuations

1: for Ai in A do
2: for 1 to N2 do
3: Adding spaces at the beginning and end of Ai
4: Randomly select a number (n2) from 2 to |Ai|
5: Randomly select one punctuation from the Spunc
6: Inserting punctuation after the (n2 − 1)-th token
7: end for
8: end for

Algorithm 2 is the pseudo code for adding punctuation.
We insert N2 number of punctuation marks to noise-added
patent applicant name A′

i, whose length with spaces added
at its beginning and end is (ki + N1 + 1). Then, Algorithm 2

selects a natural number n2 at random between 2 and
(ki + N1 + 1) (Line 4). Algorithm 2 subsequently adds
randomly selected punctuation after the (n2 − 1)-th token
(Lines 5-6). The length of A′

i does not change after N2

iterations
(∣∣A′

i

∣∣ = |A
′′

i |

)
. The total number of possible permu-

tations of a token of length N is equal to (9).

N ! =

∏N

X=1
X (9)

where X is a natural number between 1 and N.
Algorithm 2 selects a natural number n2 from 2 to

(ki + N1 + 1), not from 1, and adds punctuation after the
(n2 − 1)-th token because punctuation usually comes after a
token. Therefore, we set the minimum value of n2 to 2.

(ki + N1)! < (ki + N1 + N2)! when N2 > 0 (10)

Adding punctuation following a token is relevant to the
third stage of data augmentation. This stage expands noises
and punctuation-added patent applicant names through per-
mutations. Suppose the punctuation added in the second
stage is an independent token; then the length of the output
from the second stage is (ki + N1 + N2). In contrast, the
length of the output A

′′

i from Algorithm 2 is (ki + N1).
Due to (10), the number of permutations considered in the
Algorithm 2 approach is always smaller than the other. There-
fore, the proposed method can reduce unnecessary compu-
tations for data augmentation. For example, when N2 is 2,
the output from Algorithm 2 for <Google LLC Corp> is
<Google, LLC Corp.>.

D. STEP3: DATA AUGMENTATION – MIXING
PERMUTATION
The final stage in data augmentation is mixing permutations,
which involves obtaining permutations of tokens from patent
applicant names processed in the first and second stages
and mixing them to augment the data. Suppose the output
after the first and second steps is <Google, LLC Corp.>.
There are three tokens in this case: <Google,>, <LLC>,
and <Corp.>. The permutations of <Google, LLC Corp.>
are <Google, LLC Corp.>, <Google, Corp. LLC>, <LLC
Google, Corp.>, <LLC Corp. Google,>, <Corp. Google,
LLC>, and <Corp. LLC Google,>. We can get 3! permu-
tation outputs from this case.

Mixing permutations expands a single patent applicant’s
name into multiple forms, the number of which depends on
the token numbers. To avoid having an excessive number
of permutations, we use the hyperparameter M , which con-
trols the number of permutations. Moreover, the proposed
method examines the min (M , |Ai| !) number of permuta-
tions. |Ai|! represents all possible permutations of Ai, and
mixing permutations increases the number of data instances.
Thus, (11) indicates how many data instances exist for the
original N data instances after mixing permutations.∑N

i=1
min (M , |Ai|!) (11)
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Algorithm 3 is the pseudo code for the third stage of data
augmentation. Algorithm 3 returns patent applicant permu-
tations with a minimum of M and |Ai|!. For example, if M
is 3, Algorithm 3 returns <Google, LLC Corp.>, <Google,
Corp. LLC>, and <LLC Google, Corp.> for <Google, LLC
Corp.>.

Algorithm 3Mixing_Permutation
Input: A list of patent applicants, A

Maximum number of iterations,M
Output: A list of permutated patent applicants
1: for Ai in A do
2: for m to min (M , |Ai|!) do
3: while m ≤ min (M , |Ai|!) then
4: Select the case of the m -th permutation
5: end while
6: end for
7: end for

Lines 3-5 in Algorithm 3 augment patent applicants names
with permutations, which increases the diversity of patent
applicant titles with noises and punctuation. Thereby, data
augmentation helps the proposed method pay more attention
to the names of patent applicants.

E. STEP4: DASPA MODEL
This study proposes a DaSPA model based on an atten-
tion mechanism appropriate for patent applicant disambigua-
tion and standardization tasks through data augmentation.
Algorithm 4 is the pseudo code forDaSPAmodel. TheDaSPA
model is trained on data augmented by adding noise, insert-
ing punctuation, and mixing permutations with the original
data.

Algorithm 4 DaSPA
Input: A list of patent applicants, A

A list of disambiguated and standardized
patent applicants, Y
Number of iterations, N1 and N2
Maximum number of iterations,M
Noise set, Snoise
Punctuation set, Spunc

Output: DaSPA model based on attention mechanism
1: for (Ai in A) and (yi in Y) do
2: A

′
i = Adding_Noise (Ai,N1,Snoise)

3: A
′′
i = Inserting_Punctuation

(
A

′
i ,N2,Spunc

)
4: A

′′′
i = Mixing_Permutation

(
A

′′
i ,M

)
5: for ai in A

′′′
i do

6: DaSPA = Attention
(
ai,yi

)
7: end for
8: end for

Lines 2–4 of Algorithm 4 explain data augmentation.
The input and output of DaSPA are augmented data and

manually disambiguated and standardized data, respec-
tively. DaSPA is an attention mechanism-based language
model. After training is complete, DaSPA can be divided
into an encoder and a decoder. The DaSPA decoder is
used for the disambiguation and standardization of patent
applicants.

Hypothesis. DaSPA is a model suitable for the disam-
biguation and standardization of patent applicants.

H0 : notH1

H1 : DaSPA improves the performance of

disambiguation and standardization

of patent applicants (12)

We expect the DaSPA model to transform patent applicant
names into ones similar to the ground truth. The hypothesis
of (12) is to validate that the DaSPA model is appropri-
ate for the disambiguation and standardization of patent
applicants.

IV. EXPERIMENTS
This study aims to evaluate the performance of the DaSPA
model for patent applicant disambiguation and standardiza-
tion tasks. This paper introduces the data and model archi-
tecture used in this study and describes the training and
performance evaluation of the DaSPA model.

A. EXPERIMENTAL SETUP
We used two datasets for the experiment. The first dataset
(DRaw) consisted of 1,016 patent documents and included
439 unique applicants. The second dataset (DFK ) was a list
of global companies, collected from (i) the ‘‘Fortune 500’’
list published by Fortune in 2022 and (ii) companies listed on
the KOSPI (Korea Composite Stock Price Index).

TABLE 2. Descriptions of datasets used in experiments.

Table 2 presents the number of samples contained in three
datasets: DRaw, DAug, which is DRaw augmented using the
proposed method, and DAug+FK , which is a combination of
DAugand DFK . During the data augmentation process, the
values of N1, N2, andM were all set to 5. DAug+FK contained
approximately twice as many unique samples as DAug.

Table 3 lists the noise set (Snoise) used in the study. The
punctuation set (Spunc) used in the study included AG, CO,
CORP, CORPORATION, FOUNDATION, GMBH, GROUP,
INC, IND, INVEST, Kabushiki gaisha, LLC, LTD, and SE
(see Table 1). As our goal was to propose a simple and effec-
tive DaSPAmodel by adding minimal noise and punctuation,
we used only periods, commas, hyphens, and slashes for
noises added to patent applicant names.
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FIGURE 3. Comparison of results of proposed method and MUP. (a) DaSPA_v0. (b) DaSPA_v1. (c) DaSPA_v2.

TABLE 3. List of punctuation used for experiments.

B. EXPERIMENTAL RESULTS
We compare the performance of the DaSPA model trained
on three different datasets. DaSPA_v0, DaSPA_v1, and
DaSPA_v2 are models trained on DRaw, DAug, and DAug+FK ,
respectively. Accuracy, macro precision, macro recall, and
macro F-1 score are the indicators of the models’ perfor-
mance (see Appendix A). The model performance results are
compared in Table 4.DaSPA_v0, trained onDRaw, performed
poorly. However, DaSPA_v1, trained with augmented data,
performed significantly better, accurately classifying 96.6%
of the 439 labels. DaSPA_v2 had slightly lower performance
than DaSPA_v1. However, DaSPA_v2 covers twice as many
labels as DaSPA_v1, making it difficult to conclude that
DaSPA_v2 has lower performance than DaSPA_v1.

TABLE 4. Comparison of proposed model performance.

Fig. 3 is the histogram of the modified unigram preci-
sion (MUP), which shows how similar the patent applicant

names and ground truth are (see Appendix A). Fig. 3(a)
is the MUP of DaSPA_v0. DaSPA_v0’s MUP is skewed to
the left. Fig. 3(b) and (c) show the MUP of DaSPA_v1 and
DaSPA_v2, respectively. The MUPs of both models were
enhanced over DaSPA_v0. In particular, their average MUPs
are greater than 0.8. Therefore,DaSPA_v1 andDaSPA_v2 are
suitable for the disambiguation and standardization of patent
applicant tasks.

Now,we present statistical evidence to demonstrate that the
proposed method is suitable for the tasks of disambiguation
and standardization for patent applicants. Table 5 shows the
results of the statistical hypothesis testing. Avg and Std in
the table represent the mean and standard deviation of MUP.
We used Levene’s test, T-test, and Wilcoxon Rank-Sum test
for our statistical testing. Firstly, Levene’s test statistically
verifies whether the variances of MUP amongDaSPAmodels
are equivalent. Next, the T-test validates the mean differences
ofMUP based on variance homogeneity. Lastly, theWilcoxon
Rank-Sum test shows the nonparametric statistics for the T-
test. The experimental significance level was set at 0.05.
Appendix B provides detailed procedures for Levene’s test,
T-test, and Wilcoxon Rank-Sum test used to support the
hypothesis.

The MUP average of DaSPA_v0 was very poor at 0.021.
In contrast, the MUPs of DaSPA_v1 and DaSPA_v2 trained
with augmented data significantly improved to 0.815 and
0.824, respectively. In Levene’s test, the variances of
DaSPA_v0 and DaSPA_v1 differed. While DaSPA_v1 and
DaSPA_v2 did not have identical variances, they were statis-
tically more similar than DaSPA_v0, as Levene’s test statis-
tics decreased by 15.250, from 57.999 to 52.623. In the
T-test, the MUPs of DaSPA_v1 and DaSPA_v2 were sta-
tistically significantly higher than the MUP of DaSPA_v0.
Surprisingly, DaSPA_v2 had a higher MUP than DaSPA_v1.
DaSPA_v1 accurately classified 96.6% of the 439 labels (see
Table 4), while DaSPA_v2 accurately classified 94% of the
954 labels. When accuracies are compared, the performance
of DaSPA_v2 is lower than that of DaSPA_v1, but hypo-
thetical testing demonstrates that DaSPA_v2 has improved
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TABLE 5. Results of statistical hypothesis testing.

performance compared to the baseline. The study (i) showed
that the proposed method is suitable for the patent applicants’
disambiguation and standardization tasks, (ii) contributed to
improving the model with data augmentation, and (iii) pro-
vided empirical evidence that additional training with lists
from Fortune and KOSPI increases the degree of agreement
with the ground truth.

V. CONCLUSION
A. DISCUSSION AND IMPLICATIONS
Companies are investing large amounts to lead the technology
market or keep up with their competitors. Patent analysis
is one of the most prevalent business strategies. Companies
also actively use the patent system to secure exclusive rights
to technologies, and patents contain a wealth of technology
market information.

This study aimed to disambiguate and standardize patent
applicant names because patent analysis can provide (i) trends
in technology development over time and (ii) various infor-
mation, like leading applicants of a particular technology.
However, traditional patent analysis has required a lot of
time and resources to obtain disambiguated and standardized
patent applicant names, leaving many researchers to rely on
manual labor. Fortunately, previous research has proposed
alternative approaches employing (i) addresses or websites
of applicants, (ii) manual procedures for disambiguating and
standardizing patent applicant names, and (iii) a combination
of existing methods. However, these approaches are limited
in that they cannot handle cases deviating from standard-
ized patterns. Therefore, a novel approach beyond rule-based
approaches has been in demand.

This paper proposed a simple and effective DaSPA model
that employs data augmentation and an attention mechanism.
The process involved adding noise, inserting punctuation,
and mixing permutations to train DaSPA on augmented data
with various patterns of patent applicant names. The attention
mechanism helpedDaSPA focus on making patent applicants
similar to the ground truth.

We performed experiments to demonstrate the suitability
of the proposed method for disambiguating and standardizing
patent applicant names and the effectiveness of data augmen-
tation. As a result, data augmentation helped the proposed

method learn varying patterns of patent applicant names.
We suggested an effective DaSPA model with simple data
augmentation. Therefore, we expect that the proposedmethod
can contribute to identifying technologymarket-leading com-
panies and competitors that need to be pursued.

B. LIMITATIONS AND FUTURE RESEARCH
This paper measured the empirical performance of the sug-
gested model on 1,016 patent documents. The aim of the first
experiment was to classify 439 applicants involved in 1,016
documents without data augmentation. In the second exper-
iment, we measured the performance of the model trained
on augmented datasets. In the last experiment, we measured
the performance of the model trained on augmented datasets
and lists from Fortune and KOSPI in addition. DaSPA_v0,
used in the first experiment, performed very poorly. In con-
trast, DaSPA_v1 and DaSPA_v2, used in the second and
third experiments, had high accuracies of 0.966 and 0.940,
respectively. In the statistical test withDaSPA_v1,DaSPA_v2
had statistics of -3.901 and -5.039 in the T-test and Wilcoxon
Rank-Sum test, respectively, with p-values less than 0.001.
Therefore, we concluded thatDaSPA_v2 returns outputs most
consistent with the ground truth among the three models.

However, the proposed method has the following
limitations:

• The proposed method does not consider relations
between patent applicants. For example, mergers and
acquisitions (M&A) of corporations frequently occur in
the automobile industry. Therefore, the DaSPA model
needs to account for changes in technology ownership
before and after an M&A.

• The proposed method disregards company subsidiaries.
For instance, Samsung Display and Samsung Elec-
tronics are subsidiaries of the Samsung Group. When
analyzing the patents of the Samsung group, Samsung
Display and Samsung Electronics need to be differenti-
ated. However, the current DaSPA model converts both
subsidiaries to <Samsung>.

Future studies need to address the limitations of the
proposed method. Additionally, advanced approaches could
incorporate specific information, such as the addresses of
patent applicants, to overcome difficulties caused by syn-
onyms and homonyms of patent applicants.
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APPENDIX A
DESCRIPTION OF PERFORMANCE MEASURES
Suppose a dataset is classified into L number of labels. True
Positive (TPl) and True Negative (TNl) occur when the l-th
predicted label matches the actual label, whether it is Positive
or Negative. Then, False Positive (FPl) refers to the frequency
with which an object with a Negative label is misclassified as
Positive. Lastly, False Negative (FNl) occurs when an object
with a Positive label is mistakenly classified as Negative.
To calculate the precision, recall, and F1-score for the l-th
label, we use (A1).

Precisionl =
TPl

TPl + FPl

Recalll =
TPl

TPl + FNl

F1 − scorel =
2 × Precisionl × Recalll
Precisionl + Recalll

(A1)

In a multi-class classification with L labels, macro pre-
cision, macro recall, and macro F1-score are calculated as
in (A2).

Macro Precision =
1
L

×

∑L

l=1
Precisionl

Macro Recall =
1
L

×

∑L

l=1
Recalll

Macro F1 − score =
1
L

×

∑L

l=1
F1 − scorel (A2)

Macro precision, macro recall, and macro F1-score are
decimal numbers between 0 and 1, where the performance of
the multi-class classification improves as the three measures
get closer to 1.

Unigram Precision, one of the bilingual evaluation under-
studies (BLEU), measures the similarity between two texts.
Suppose that the text to be tested is Tt and the ground truth
is Tg. Unigram Precision then calculates the similarity based
on the frequency of Tt appearing in Tg. Unigram Precision
calculated by (A3).

The number of Tt words which occur in Tg
Total frequency of words in the Tt

(A3)

MUP is a more advanced version of Unigram Precision.
Count Tg refers to the number of times a specific word
appears in Tg. The numerator of MUP is whichever is smaller
between Count Tg and the frequency calculated using Uni-
gram Precision (Count). MUP calculated by (A4).∑

T tmin (Count,CountTg)
Total frequency of words in the Tt

(A4)

MUP is a measure of the textual similarity of two texts,
expressed as a decimal between 0 and 1, where the similarity
of the two texts increases as the MUP value gets closer
to 1.

APPENDIX B
DESCRIPTION OF HYPOTHESIS TESTING
Levene’s test is used to verify if the variances of two or more
groups are equivalent. Its hypothesis is presented in (B1).

H0 : notH1

H1 : Variances are not equal (B1)

The T-test is used to confirm the difference in means
between two groups. Its method depends on whether the
variances of the two groups are equal. Thus, (B2) represents
the hypothesis of the T-test used in this study.

H0 : µ1 ≥ µ2

H1 : µ1 < µ2 (B2)

Table 5 shows that the T-test statistic for DaSPA_v0 and
DaSPA_v1 is -75.062.µ1 andµ2 represent the averageMUPs
of DaSPA_v0 and DaSPA_v1, respectively. A negative T-
test statistic indicates that the average MUP of DaSPA_v1 is
greater. Unlike the T-test, the Wilcoxon Rank-Sum test uses
the median to compare the central tendencies of two groups.
Therefore, if the statistical distribution assumptions are not
met, we can examine the nonparametric test results.
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