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ABSTRACT Analyzing the decision of different genders during shopping is an interesting topic in the
neuromarketing industry. This study explores the EEG signal acquisition of twenty subjects in response
to Color and Black-White (CL/BW) images and analysis both linear and nonlinear features in different brain
regions. The Wilcoxon Rank Sum statistical test was utilized to determine the significance of features in
identifying discriminative channels and frequency bands. The results show that the activation of different
bands and regions are dependent on the subject’s preference and the color of stimuli which are evaluated by
spectral scalp map and power spectral density analysis on the the regions. Then, random forest, support vector
machine, k-nearest neighbors, and linear discriminant analysis classifiers were also employed to identify
the most significant active regions of different brain lobes in both human genders. For the female group
in the Like task with CL/BW stimuli images, the classification accuracy significantly increased to 96.47%
by combining all frequency bands in the random forest algorithm. On the other hand, for the male group,
using the gamma frequency band in the k-nearest neighbors algorithm led to a notable improvement in
classification accuracy, reaching 95.32% for the Like task with CL/BW stimuli images. The study provides
insights into the influence of black-white colors on marketing products and neuromarketing strategies.
The research also revealed differences in the time taken for males and females to make Like and Dislike
decisions, as well as the decision-making time for Like and Dislike CL/BW images. The female group took
approximately 2.5 seconds to choose an image of a product, whilst the male group took 2.5-3 seconds. The
study’s findings have significant implications for the field of neuromarketing, emphasizing the importance
of careful stimulus selection and classifier choice for classification tasks.

INDEX TERMS EEG signal, classifier, decision making, gender, neuromarketing.

I. INTRODUCTION

Color is a highly effective marketing tool that significantly
impacts an individual’s psyche in advertising designs. It has
the power to affect emotions, perceptions, performance,
shopping behavior, and aggression, making it an essential
element for the development of commercial products [1].
In fact, color plays a pivotal role in establishing the mood,
emotions, and overall response when designing websites,
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business branding, and product selection. Studies have
demonstrated that color is a critical product characteristic
that is strongly linked to consumers’ perception of a
product [2]. Lai et al. [3], [4] have found that color has a
more significant impact on product image than form and
recommend providing consumers with a wide range of colors
and product forms. Additionally, it has been reported that
colors can attract attention and influence an individual’s
behavior [5].

Verbal feedback may not always provide an accurate
reflection of an individual’s response to color. In contrast,
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physiological signals, such as the Electroencephalogram
(EEG), can offer more reliable measurements. The EEG is
a non-invasive method for recording the electrical activity of
human brain, making it a relatively affordable and dependable
tool with high temporal resolution and accuracy.

Numerous studies have investigated the impact of color
on product selection. For instance, Arnab et al. [1] explored
the cognitive effects of four color stimuli (red, green, yellow,
and blue) and reported that red colors had the highest
classification rate, while yellow colors had the lowest.
Ma et al. [6] examined product customization using differ-
ent color combinations and developed a decision-making
support model to assist consumers in making effective
purchase decisions and designing products. Additionally,
Cimbalo et al. [7] analyzed the relationship between colors
and emotions and reported that yellow, orange, and blue can
evoke pleasant emotions. Furthermore, Kawasaki et al. [§]
utilized EEG time series to investigate the effect of color
preferences on neural mechanisms in the brain and found that
theta power varied in the occipital region after selecting the
preferred color.

Bagchi et al. [9] investigated the effect of a red background
on the willingness to pay in auctions and reported a
reduction in the offered price for the products. Similarly,
Chen et al. [10] highlighted the importance of images and
color in influencing investors’ decisions about a product and
found a negative effect of red color during decision making.
Afterwards, Membreno et al. [11] examined the impact of
color on the predisposition to purchase among social media
users and suggested that the use of primary colors (red,
yellow, and blue) in social network ads could influence
consumers’ willingness to purchase the advertised products.
Furthermore, Rahmadani et al. [12] explored the impact of
logo color on consumer memory and found that logo color
changes could influence the active location of short-term
memory.

In neuromarketing studies, power spectral density (PSD)
is widely employed as a extracting features methods from
EEG signals [13], [14]. Some studies propose that ana-
lyzing the PSD can help identify consumer preferences
for products [15]. Additionally, frontal brain asymmetry
features such as approach-withdrawal (AW) index, effort
index, choice index, and valence are considered to be
effective in determining consumer product preferences [16],
[17], [18], [19]. Other common EEG features, such as
differential entropy (DE) and Hjorth parameters, have been
used in emotion recognition [20], [21]. Overall, there
are limited studies on the utilization of these features
and also liner and nonlinear features simultanously in
neuromarketing.

Selecting appropriate EEG characteristics for the accurate
prediction of product preferences (Likes or Dislikes) is
a challenging task for neuromarketing researchers [22].
Consequently, it becomes important to conduct research that
compares the classification accuracy of these features. This
will facilitate future studies in the field of neuromarketing,
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enabling their application in a broader range of product like
and dislike scenarios.

Building on the aforementioned concepts, our study aimed
to investigate the impact of color on consumers’ Like/Dislike
decisions and willingness to purchase, by collecting EEG data
from twenty participants using two different sets of stimuli,
one comprising color stimuli and the other black-white
stimuli with respect to the gender of participants. Our
research contributed to three distinct areas: 1, identifying
the most distinctive areas of brain associated with the
Like/Dislike task, and 2, examining the EEG frequency bands
in these identified regions, exploring both linear and non-
linear characteristics to differentiate between Like/Dislike
conditions and CL/BW tasks when subjects liked or disliked
the stimuli, with a focus on gender differences. Finally,
our study used various features, such as PSD and energy
of wavelet coefficients, fractal dimension, entropy, and
trajectory volume behavior quantifiers, to train classifiers
such as Random Forest, Support Vector Machine, K-Nearest
Neighbors, and Linear Discriminative Analysis to interpret
the Like/Dislike decisions in terms of subjects’ willingness
to pay for a product.

The paper is structured as follows. In Section II, we intro-
duce the materials and methods used in our research.
Section III presents the results of our statistical analysis and
classifications. Finally, in Section IV, we provide concluding
remarks.

Il. MATERIALS AND METHODS

Here, The EEG data collected during the experiment were
preprocessed using different methods and analyzed to inves-
tigate the neural activity associated with visual preference for
shoes.

A. EXPERIMENTAL PARADIGM AND DATA RECORDING

A group of 20 healthy and voluntary right-handed uni-
versity students (10 males and 10 females), aged between
22-30 years, participated in this study after providing a con-
sent letter. The ethical approval for this study was obtained
from the biomedical research committee with a registered
code of IR.SHAHED.REC.1398.077The. Participants with a
history of neurological or psychiatric disorders or those who
consumed medication, alcohol, or drugs were excluded from
the study. The EEG data were acquired while the participants
were seated in a calm room and asked to maintain a steady
posture in front of a screen placed at an appropriate distance.
The participants were instructed to minimize blinking, eye
movements, and any other body movements while keeping
their eyes open and remaining calm. The stimulus images
consisted of women’s dress shoes displayed in various styles
and colors.

Each participant in the experiment was asked to select their
preferred image from a sequence of 16 color images and their
corresponding black-white versions. The entire experiment
lasted approximately 400 seconds for each participant.
The whole experiment lasted about 400 seconds for each
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FIGURE 1. The study outline of analyzing data in the proposed system.

TABLE 1. Device and recording setting.

Setting Value
Model ¢.USBamp
Company g.tec Austria
Channels 16

ADC 24bit
Sampling frequency 256 Hz
Reference Fpz

GND Right ear

Electrode placement  International 10-20 system

participant as they only had to click their preferred image
from each choice for the full sequence of 16 color images,
also the same images were rendered in black-white. We have
used paradigm blocks for displaying images in the MATLAB
software simulation environment.

For our experiment, we utilized a 16-channel EEG ampli-
fier (g.USBamp, g.tec, Austria) with a sampling frequency
of 256 Hz. The electrodes were positioned based on the
international 10-20 electrode location system at Fpl, Fp2,
F7, F3, Fz, F4, F8, C3, Cz, C4, P3, Pz, P4, O1, and O2.
The GROUND (GND) electrode was placed on the right ear,
while Fpz electrode was used as a common reference for all
channels. The device and recording settings are presented in
Table 1.

B. DATA ANALYSIS

Figure 1 depicts the data processing procedure. To minimize
artifacts, an online high-pass filter and a notch filter with
a cut-off frequency of 0.1 Hz and 50 Hz, respectively,
were applied. The analytical procedures, which include
Artifact Subspace Reconstruction (ASR) and Independent
Component Analysis (ICA), are explained in detail below.

1) ARTIFACT SUBSPACE RECONSTRUCTION
Artifact Subspace Reconstruction (ASR) is a method used
to automatically remove EEG artifacts by identifying and
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removing noisy components. This is achieved by decompos-
ing EEG data into principal components (PCs) within time
windows of the signal, and detecting components that exceed
apredefined threshold [23], [24], [25]. The remaining PCs are
then used to reconstruct the EEG data, resulting in a reduction
of signal artifacts.

2) INDEPENDENT COMPONENT ANALYSIS (ICA)

Another method for reducing artifacts in EEG signals is
by using, which is a component-based method used to
separate linear sources. This method allows for the detection
of different types of artifacts that have physiological and
non-physiological sources, such as eye components, muscle
components, heart components, line noise, channel noise,
and others [26]. To provide a more accurate brain source
diagnosis, we utilized the ICLable, ADJUST, and DIPFIT
methods, which are available as plugins for the EEGLAB
software within the MATLAB environment [27].

C. FEATURE EXTRACTION

The preprocessing of data is a crucial step in signal processing
that can impact the performance of subsequent analyses.
Several methodologies have been employed to identify the
active regions of brain in response to marketing stimuli
for different groups and to determine the most influential
features and frequency bands in Like/Dislike and CL/BW
analyses. To achieve these objectives, we analyzed the data
using both linear and non-linear features, including entropy,
fractal dimension, and volumetric behavior trajectory quanti-
fiers [28], as detailed in Table 2.

Analyzing changes in features can help to characterize the
effective brain regions in the Like/Dislike and CL/BW states.
After applying the preprocessing algorithms mentioned in
the previous section and retrieving the clean EEG signals,
we decomposed the signal using the Discrete Wavelet
Transform (DWT) with the Daubechies (db8) wavelet at
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TABLE 2. Linear and non-linear features which are used in the study.

Feature Abbreviation  Description
Linear PSD Power spectral density
EDWTC Energy of discrete wavelet transform coefficients
Nonlinear  Entropy SpE Spectral entropy
AE Approximation entropy
SE Sample entropy
Fractal Dimensions HFD Higuchi fractal dimensions
KFD Katz fractal dimensions
volumetric behavior of signal’s trajectory ~ OS The average across all elements in matrix 7"
AES The average of negative numbers in matrix 7"
ACS The average of positive numbers in matrix 7"
AE The normalized expansion rate
AC The normalized compression rate
SDES Variation of negative numbers in matrix 7"
SDCS Variation of positive numbers in matrix 7"
Complexity Summation of the number of positive elements in SDCS (T”) and the number of negative elements in SDES (T”) after normalization

5 levels. The Wavelet Coefficient Energy (WCE) feature was
extracted from the well-known EEG rhythms of delta, theta,
alpha, beta, and gamma as follows:

N
Ei=Y C.j e
i=1

In Eq. 1, where C;, j represents the i-th coefficient of the
Jj-band and N is the number of j-band coefficients.

To estimate the power spectral density (PSD) feature,
we used a modified periodogram method that reduces the
height of sidelobes or spectral leakage. The modified peri-
odogram was computed for the five well-known frequency
bands using a Hamming window.

The brain is a dynamic system that exhibits non-
linear behavior. To gain insights into its complex nature,
we can examine the properties of trajectories in phase
space. By reconstructing a trajectory in phase space from
time series data and extracting features or properties from
it, we can track changes in the system. In our study,
we utilized several entropy-based features that quantify the
level of signal disorder and unpredictability of fluctuations
in the time series data. Additionally, we used fractal-
based features that measure the complexity of signal. These
measures enable us to better understand the dynamics of
brain.

In the final step, we extracted volumetric features which
enable us to quantify the changes in the occupied space of
trajectory. To achieve this, we reconstructed a phase space
using two delayed EEG signals and computed the Euclidean
distance matrices (7') of trajectories. Next, we obtained a
modified matrix 7’ by excluding the main diagonal and
removing the last column, which is then shifted to the left. The
resulting matrix 7" represents the variation in the distances of
state vectors and trajectory motion, from which the features
were extracted.

Our study [29] presents a comprehensive understanding
of the dynamic behavior of brain and sheds light on its
complexity through the use of features described above.
These features have been utilized to achieve our objective.
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D. STATISTICAL ANALYSIS

Non-parametric methods are a class of statistical procedures
that require minimal assumptions about the underlying data
distribution and facilitate obtaining approximate and exact
P-values for statistical tests [30]. One such method is the
Wilcoxon Rank Sum test, which tests the hypothesis that two
independent samples are drawn from populations with equal
medians.

In our study, after extracting the features, we employed the
Wilcoxon Rank Sum test to identify distinctive channels in
each frequency band. The discrimination criterion between
the Like/Dislike and CL/BW groups was a significant level
of 1%.

E. CLASSIFICATION

In this study, we employed Random Forest, Support Vector
Machine, K-Nearest Neighbors, and Linear Discriminant
Analysis classifiers, which are elaborated below, to pinpoint
the crucial activation regions of various brain lobes in both
male and female genders.

1) RANDOM FOREST (RF)

RF is a widely used supervised learning algorithm in
machine learning. It constructs multiple decision trees using
different samples from the data and takes a majority vote
for classification or an average for regression. The key
advantages of RF Algorithm is its ability to handle datasets
containing both categorical and continuous variables for
both classification and regression problems. Additionally, the
algorithm is less prone to overfitting and typically produces
better results compared to other classification approaches.

2) SUPPORT VECTOR MACHINE (SVM)

SVM is a popular supervised machine learning algorithm
used for classification and regression tasks. The SVM
classifier builds a model that separates data points into
different categories using a hyperplane. In this study, the
Radial Basis Function (RBF) kernel was used as a measure
of similarity between data points, allowing for non-linear
classification [31].
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(b) Displaying Nonlinear Features Through Brain Mapping for Female Subjects

FIGURE 2. The identified distinct brain regions in female subjects participated in a Like/Dislike task
involving the presentation of black-white images. (a) Linear and (b) nonlinear features were employed to

identify distinct brain regions.

3) K-NEAREST NEIGHBORS (KNN)

KNN algorithm is a simple, non-parametric, and supervised
machine learning algorithm that can be used for regression
or classification problems. Unlike model-based methods,
KNN does not have a training stage. Classification tasks are
performed by calculating the distance between the test sample
and all training samples and then classifying the sample
based on the K-nearest neighbors. KNN is popular due to
its simplicity and significant classification performance [32],
[33], [34], [35], [36], [37].

4) LINEAR DISCRIMINANT ANALYSIS (LDA)

LDA is a statistical method developed by R. Fisher. Originally
used for classifying different types of flowers, it has since
become a popular technique for both classification and
dimension reduction applications.

The assessment of classifiers’ efficacy utilizing EEG
signals from different brain lobes (frontal, central, parietal,
and occipital) was conducted using three performance metrics
including accuracy, sensitivity, and specificity. These three
terms were calculated from the confusion matrix, which is
a 2 x 2 matrix with the following fields: true positive (TP),
true negative (TN), false positive (FP), and false negative
(FN). The following matrix illustrates the fields of a typical
confusion matrix, which can be formulated as follows [38]:

Accuracy = (TP +TN)/(TP + TN + FP + FN)
Sensiivity = TP/(TP + FN)
Specificity = TN /(FP + TN)

Ill. EXPERIMENTAL RESULTS AND DISCUSSION

In the experiment, EEG signals were recorded from twenty
subjects and they were presented with both CL/BW images.
In the preprocessing step, we removed various types of
artifacts from the total Like and Dislike epochs, each of which
was 15 seconds long. The experimental results comprise
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the analysis of frequency bands, brain regions, and the
impact of nonlinear and linear features on the identified brain
regions. The identified brain regions were extracted using the
Wilcoxon Rank Sum statistical test. The Wilcoxon Rank Sum
statistical test was utilized to determine the significance of
features in identifying discriminative channels. The impact of
BW images in a Like/Dislike task was explored. Furthermore,
the study investigated the effects of CL/BW images on brain
activity when subjects expressed their liking or disliking of
the images.

A. STATISTICAL ANALYSIS OF LINEAR FEATURES VS.
NON-LINEAR FEATURES

The results are presented in the form of color-coded brain
maps where the red regions indicate channels where the
average extracted features for the Like condition are greater
than those for the Dislike condition. Conversely, the blue
regions denote channels where the average extracted features
for the Dislike condition are greater than those for the Like
condition.

1) ANALYSIS ON THE IMPACT OF BLACK-WHITE IMAGES IN
A LIKE/DISLIKE TASK

In this section, we investigate and extract the distinct brain
regions of participants with respect to their genders in a
Like/Dislike task using BW images as stimuli.

a: ANALYSIS OF FEMALE SUBJECTS RESULTS
Figure 2 displays the scalp maps of the average extracted
linear/nonlinear features for discriminative channels and
frequency bands between the Like and Dislike conditions of
female subjects while displaying BW images.

A) Results using linear features are shown in Figure 2a.
The delta band in the right parietal channel was found to be
the most effective and activated region for the Like condition.
The Dislike condition showed the following most effective
and activated regions: beta band in the middle parietal (Pz)
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(a) Displaying Linear Features Through Brain Mapping for male Subjects
Alpha Beta

(b) Displaying Nonlinear Features Through Brain Mapping for male Subjects

FIGURE 3. The identified distinct brain regions in male subjects participated in a Like/Dislike task involving
the presentation of black-white images. (a) Linear and (b) nonlinear features were employed to identify
distinct brain regions.

Alpha Beta

OOO®

(a) Displaying Linear Features Through Brain Mapping for Combination of Male and Female Subjects

(b) Displaying Nonlinear Features Through Brain Mapping for the Combination of Male and Female Subjects

FIGURE 4. The identified distinct brain regions in the combination of male and female subjects participated
in a Like/Dislike task involving the presentation of black-white images. (a) Linear and (b) nonlinear features
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were employed to identify distinct brain regions.

and gamma band in the occipital (O1, O2), left parietal (P3),
and right central (C4) regions. There were no significant
changes observed in the theta and alpha bands. B) Results
using nonlinear features are shown in Figure 2b. The theta
band in the left parietal and occipital regions (P3 and O1), the
alpha band in the left parietal (P3), and the gamma band in the
left frontal (F3) regions were found to be the most effective
and activated regions for the Like condition. Additionally, the
Dislike condition showed dominance in the right frontal (F8)
region for the delta band, right and left frontal (F3, F4, and F8)
regions for the theta band, the right central (C4) region for the
alpha band, and the middle frontal (Fz) region for the gamma
band. There were no significant changes observed in the beta
band.

b: ANALYSIS OF MALE SUBJECTS RESULTS
Figure 3 displays the scalp maps of male subjects showing the
average extracted linear/nonlinear features for discriminative
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channels and frequency bands between the two groups
Like/Dislike during displaying black-white images.

A) Using the linear features, as shown in Figure 3a,
no significant changes or effective channels were identified
for the Like and Dislike conditions across the five different
frequency bands. B) On the other hand, using nonlinear
features, Figure 3b illustrates that the gamma frequency band
in the left frontal (Fpl) region was the most effective and
activated region for the Like condition. The results showed
insignificant changes in the delta, theta, alpha, and beta bands
for both Like and Dislike conditions.

c: ANALYSIS OF COMBINED MALE AND FEMALE SUBJECTS
RESULTS

Figure 4 displays the scalp maps of all subjects (males
and females) depicting the average extracted linear/nonlinear
features obtained for discriminative channels and frequency
bands between the Like/Dislike groups while displaying
black-white images.
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(a) Visualization of Linear Features in Brain Mapping of Female Participants in Response to Liked Stimulus

Images.

(b) Visualization of Linear Features in Brain Mapping of Female Participants in Response to Disliked Stimulus

Images.

Theta

(c) Visualization of Nonlinear Features in Brain Mapping of Female Participants in Response to Liked Stimulus

Images.

(d) Visualization of Nonlinear Features in Brain Mapping of Female Participants in Response to Disliked Stimulus

Images.

FIGURE 5. Visualization of the obtained linear and nonlinear features in distinct brain regions of female
participants in response to liked and disliked stimuli CL/BW images.

A) Utilizing linear features, Figure 4a reveals that the beta
band in the middle frontal (Fpz) channel and the gamma band
in the middle central (Cz) region are the most effective and
activated regions for the Dislike condition. No significant
changes in the five frequency bands were observed for the
Like condition. B) Utilizing nonlinear features, as depicted
in Figure 4b, the most effective and activated region for
the Like condition is the alpha band in the middle central
(Cz) region. Furthermore, the Dislike condition exhibited
dominance in the right and left occipital (O1, O2) regions
for the theta band. No significant changes in the delta, beta,
and gamma bands were observed for either Like or Dislike
conditions.

2) ANALYSIS ON THE IMPACT OF CL/BW IMAGES IN
LIKE/DISLIKE TASKS

Our study examined the impact of color versus BW images
on subjective preferences in various participant groups,
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utilizing both linear and nonlinear features. We hypothesized
that red regions would indicate channels in which average
extracted features for color images are greater than those for
black-white images in both Like and Dislike situations, while
blue regions would denote channels where the opposite is
true.

a: FEMALES BRAIN MAP ANALYSIS

Figure. 5 illustrates the distinct brain regions of female
subjects that were identified while viewing CL/BW images,
utilizing both linear and nonlinear features to assess
subjective Likes and Dislikes.

A) Utilizing Linear Features, Figure 5a illustrates the
distinct brain regions identified when participants liked
the CL/BW stimuli. Discriminative channels for the color
task were observed in the delta and theta bands of central
(C3 and C4) regions and right frontal (Fp2) region, as well as
the beta and gamma bands in the right central (C4) and right
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(a) Visualization of Linear Features in Brain Mapping of Male Participants in Response to Liked Stimulus

Images.

(c) Visualization of Nonlinear Features in Brain Mapping of Male Participants in Response to Liked Stimulus

Images.

[ |

(d) Visualization of Nonlinear Features in Brain Mapping of Male Participants in Response to Disliked Stimulus.

FIGURE 6. Visualization of the obtained linear and nonlinear features in distinct brain regions of male
participants in response to liked and disliked stimuli CL/BW images.

frontal (Fp2)regions. Insignificant changes were observed in
the alpha band. The distinct and effective channels for the
black-white task were observed in the left frontal region in
the theta, the alpha band in the left frontal (F7, Fpl) regions
and right occipital (O2) region, the beta band in the left
prefrontal (Fp1) region, the gamma band in the right occipital
(02) region and insignificant changes were observed in the
delta band. Referring to Figure 5b, the delta band in the right
frontal, central, and parietal (F4, C4, P4) regions, the theta
band in the left frontal (F3), right frontal (F8, Fp2), and
right central (C4) regions, the alpha band in the right central
(C4) and right frontal (F8) regions, and the beta and gamma
bands in the right central (C4) regions were the most distinct
channels observed in the color task when subjects expressed
Dislike toward the stimuli. Similarly, the delta and theta bands
in the left frontal (F7) region, the alpha band in the middle
central (Cz) region, the beta band in the middle central (Cz)
and left frontal (F7) regions and the gamma band in the
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middle central (Cz), frontal (F7, F4, and F8) regions were the
most discriminative channels for the black-white task when
subjects expressed Dislike toward the stimuli.

B) Using the non-linear features, the results for both the
Like and Dislike conditions are summarized in Figure 5S¢ and
Figure 5d. As depicted in Figure 5c, the most effective regions
for the color task when subjects expressed liking toward the
stimuli were the delta band in the left parietal (P3) and right
occipital (O2) regions, as well as the beta band in the left
frontal (F7) and occipital (O1 and O2) regions, while there
were insignificant changes observed for the theta, alpha, and
gamma frequency bands. In addition, the delta band in the
right central (C4), left frontal (Fpl, F3, and F7) regions,
the alpha band in the left occipital (O1) region, and the
gamma band in the middle central (Cz) and right frontal (F8)
regions were significantly discriminative channels for the
black-white task. However, there were insignificant changes
observed for the theta and beta frequency bands. Figure 5d
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I

(a) Visualization of Linear Features in Brain Mapping of Combined Male and Female Participants in Response

to Liked Stimulus.

(b) Visualization of Linear Features in Brain Mapping of Combined Male and Female Participants in Response

to Disliked Stimulus.

Theta

(c) Visualization of Nonlinear Features in Brain Mapping of Combined Male and Female Participants in Response

to Liked Stimulus.

l ]

(d) Visualization of Nonlinear Features in Brain Mapping of Combined Male and Female Participants in Response

to Disliked Stimulus.

FIGURE 7. Visualization of the obtained linear and nonlinear features in distinct brain regions of combined
genders participants in response to liked and disliked stimuli CL/BW images.

illustrates the effective channels in different frequency bands
during the color and BW tasks, in response to stimuli
that participants disliked. For the color task, the effective
channels were identified as the delta band in the right
frontal (F8) region and the theta and alpha bands in the left
central (C3) regions. The right central (C4) region showed
a significant response in the gamma band. However, there
was no significant change observed in the beta frequency
band. Similarly, for the BW task, the effective channels
were identified as the delta band in the left frontal (F7)
and right parietal (P4) regions. The alpha band showed
significant activity in the right central (C4), left and middle
parietal (P3, Pz), and occipital (O1, O2) regions, while the
beta band showed activity in the central (C3, Cz, and C4)
and frontal (Fp2, F8, and F7) regions. The right frontal
(F8), middle central (Cz), and left parietal (P3) regions
showed significant activity in the gamma band. However,
no significant change was observed in the theta frequency
band.
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b: MALES BRAIN MAP ANALYSIS

Figure 6 displays the discriminative brain regions identified
in male subjects in response to displaying CL/BW images
using both linear and non-linear features, and whether the
stimuli were liked or disliked.

A) Results using linear features: Figure 6a displays
the most discriminative brain regions observed in male
participants when they liked the CL/BW stimuli, using linear
features. For the color task, the middle frontal region, and
the left central (C3) and occipital (O1) channels in the theta
band, as well as the central and occipital channels on the
left (C3, Ol) in the alpha band, a frontal channel on the
middle (Fz) and occipital on the left (O1) in the beta band,
and frontal (Fz), central (Cz) channels, parietal and occipital
on the left (P3, O1) in the gamma band, were identified as
the most discriminative channels. On the other hand, when
male subjects disliked the stimulus images, Figure 6b shows
that the most distinct channels were the left central (C3) and
occipital (O1, O2) channels in the theta and alpha bands, the
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left occipital (O1) channel in the beta band, the middle frontal
(Fz), central (C3, C4), and the left occipital (O1) channels in
the gamma band. No significant change was observed in the
five frequency bands for the BW task, in both the Like and
Dislike conditions.

B) Utilizing Non-linear Features: Figure 6¢ and Figure 6d
summarize the results for both Like and Dislike conditions.
Figure 6c illustrates the most discriminative brain regions in
male participants who liked the CL/BW stimuli. For the color
task, the distinct channels were located on the left frontal (F7)
in the theta band, right central (C4) in the alpha band, and left
frontal (F3) and right occipital (O2) regions in the gamma
band. Furthermore, for the BW task, the distinct channels
were located on the left central (C3) and parietal (P3) in the
delta band, left central in the alpha band, central and occipital
channels on the left (C3, Ol) in the beta band, and left
central (C3) and frontal (Fz, F8) channels in the gamma band.
The most discriminative channels for male participants who
disliked the CL/BW stimuli are shown in Figure 6d. For the
color task, the obtained regions are as follows: right occipital
channel (O2) in the theta band, frontal channels (Fz, Fp2) in
the alpha band, central and occipital channels on the left (C3,
O1) in the beta band, and frontal channels (F3, Fp2) in the
gamma band. On the other hand, for the BW task, the most
impactful channels are as follows: frontal channels on the left
(F3) in the theta band, left central (C3), left parietal (P3),
middle frontal (Fz), and right occipital (O2) in the gamma
band.

c: ANALYSIS ON THE BRAIN MAP OF COMBINED MALE AND
FEMALES

Figure 7 displays the discriminative brain regions identified
in both male and female participants while viewing CL/BW
images, using linear and non-linear features to study their
response to stimuli they liked or disliked.

When linear features were used, Figure 7a illustrates
the effective channels in different frequency bands for
participants who liked the CL/BW stimuli. In the color task,
the channels were located in the delta and alpha bands in
the right central (C4) region, the theta band in frontal (Fz,
F8) and right central (C4) regions, the beta band in the
right central (C4), right prefrontal (Fp2), and left occipital
(O1) regions, and the gamma band in frontal (Fpl, Fz),
right central, and left parietal (P3) regions. Additionally, the
channel for the BW task was the alpha band in the left frontal
(F7) region, with no significant change in the delta, theta,
beta, and gamma frequency bands. In Figure 7b, the most
discriminative channels for the color task when participants
disliked the stimuli were identified in the delta and beta bands
in the right central (C4) region, the theta band in frontal (Fz,
F8), central (C3, C4), and left parietal (P3) regions, the alpha
band in central (C3, C4), and right frontal (F8) regions, and
the gamma bands in frontal (Fp2, Fz, F8), central (C3, C4),
and left parietal (P3) regions. Moreover, the delta and beta
bands in the left frontal (F7) region and the gamma band in the
left frontal (F7) and middle central (Cz) regions were the most
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discriminative channels for the BW task when participants
disliked the stimuli.

B) Non-linear features were also used to derive results
for both Like and Dislike conditions, as shown in Figures
7c and 7d. Figure 7c indicates that the most discriminative
brain regions for all participants when they liked the CL/BW
stimuli. For the color task, distinct channels were observed in
the left frontal (F7) region in the theta band, central regions
(C3, C4) in the alpha band, left occipital (O1) region in the
beta band, and left and right frontal regions (F3, F8) in the
gamma band. For the BW task, the middle parietal region
(Pz) in the delta band, left occipital region (O1) in the alpha
band, left central and frontal regions (C3, F7) in the beta band,
and middle frontal and central regions (Fz, Cz) in the gamma
band were the most discriminative channels. Regarding the
male participants who disliked the CL/BW stimuli, Figure 7d
shows the most discriminative channels. For the color task,
the regions that were most affected include the right frontal
channel (F4) in the alpha band, central channels (C3, Cz, C4)
in the beta band, and right frontal (F4, Fp2), right central (C4),
and left occipital (O1) channels. For the BW task, the most
impactful channels were observed in the left frontal (F3) and
left parietal (P3) regions in the theta band, central regions on
the left (C3) in the alpha band, and left central, middle central
(Cz) and parietal (P3) regions in the gamma band.

B. CLASSIFICATION RESULTS

In this section, we investigate the performance of different
classifiers and identify the activation regions of various brain
lobes in response to black-white stimuli. This analysis sheds
light on the impact of CL/BW stimuli on both marketing
products and neuromarketing strategies.

Firstly, linear and non-linear features were computed
for different groups of participants in the given frequency
bands. Then, the Wilcoxon Rank Sum test was performed
to determine the significance of features. The p-values for
each test were set at 0.01, and values less than this level were
considered significant and preserved for the classification
task. These significant values were fed into four conventional
classification algorithms, namely KNN, LDA, RF, and SVM.

The performance of each classifier based on EEG signals
from the frontal, central, parietal, and occipital brain lobes
was evaluated in terms of three metrics, namely classification
accuracy, sensitivity, and specificity.

1) PERFORMANCE ANALYSIS OF LIKE/DISLIKE TASKS FOR
BW STIMULI

The results presented in Table 3 indicate that the combination
of delta, beta, and gamma bands using linear features
achieved the highest accuracy for female subjects, with
the energy of discrete wavelet transform coefficient feature
being the most informative. The SVM classifier outperformed
other classifiers, including KNN, LDA, and RF, achieving
a classification accuracy of 69.12%. In contrast, for male
subjects, the gamma band using non-linear features with
the KNN classifier achieved the best accuracy of 64.25%,
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TABLE 3. Classification results for like/dislike task using linear and nonlinear features with black-white images, across different groups.

Group Features Classifier ~ Metric Delta Theta Alpha Beta Gamma All Bands
Accuracy 62.90 & 4.40 - - 50.84 +7.16 64.06 + 9.64 59.42 +5.11
KNN Sensitivity ~ 60.21 4 4.85 - - 46.84 +12.82 61.43 +10.78 71.24 +£13.20
Specificity  65.49 + 5.92 - - 54.83 4 4.83 66.72 +10.58  47.944+9.04
Accuracy 63.11 +£5.19 - - 63.32+6.19 65.51 +2.93 62.08 4 4.29
LDA Sensitivity ~ 68.17 & 7.90 - - 65.06 + 7.51 59.69 £ 2.10 66.57 £ 7.12
Linear Specificity  58.22 & 3.52 - - 61.62+6.18 71.26 £ 5.04 57.75 £ 3.17
Accuracy 60.62 +11.04 - - 47.5+11.48 60.00 & 10.29 61.25 4+ 13.44
RF Sensitivity ~ 55.95 4+21.93 - - 45.02 £ 24.54 60.63 + 8.03 62.97 + 16.37
Specificity  64.22 +£18.45 - - 49.16 £ 16.10 59.32 4+ 18.48 59.78 + 18.41
Accuracy 63.21 £+ 2.36 - - 64.15 + 3.88 66.50 & 6.30 69.12 4+ 3.88 1
SVM Sensitivity ~ 57.59 + 4.28 - - 51.29 4+ 3.93 80.28 + 5.32 72.54 4+ 5.43
Females Specificity  68.71 + 3.97 - - 76.36 & 8.84 53.64 &+ 8.34 65.65 & 4.68
Accuracy 58.44 +4.18 58.97 +6.51 58.17 + 5.24 - 51.67 £+ 2.19 64.27 +2.35
KNN Sensitivity ~ 64.25 + 10.00  61.03 £ 6.06 53.42 4+ 4.64 - 50.20 & 3.04 54.98 4 7.68
Specificity  52.79 + 7.28 56.93 + 7.40 62.81 + 6.09 - 53.08 + 5.91 73.32 4+ 7.96
Accuracy 63.75 £+ 2.80 56.62 +2.84 61.38 +3.53 - 60.58 +1.92 58.62 £ 3.05
LDA Sensitivity ~ 62.44 = 7.90 57.89 + 7.09 50.93 £ 5.17 - 58.26 £+ 4.95 52.55 £ 3.33
Nonlinear Specificity  63.06 + 7.11 55.55 +4.28 71.96 £ 4.17 - 63.01 +8.72 64.75 £ 7.33
Accuracy 58.12 4 8.86 65.62 +12.93 57.50 +£11.33 - 54.37 +11.43 67.50 + 8.23
RF Sensitivity ~ 62.87 +20.72  62.29 £20.67 58.26 +£18.83 - 48.31 £13.47  66.07 + 18.83
Specificity  60.01 +19.89  69.76 £19.84 5899 +16.57 - 58.56 +20.97  69.69 £ 13.45
Accuracy 62.81 +£4.77 63.14 +2.81 64.24 + 4.41 - 66.20 + 5.31 68.52 +6.70 T
SVM Sensitivity ~ 50.85 4 6.79 47.03 +4.34 60.47 + 3.61 - 56.51 &+ 7.64 72.06 + 10.94
Specificity  75.09 & 4.40 79.02 £ 2.66 68.11 +7.43 - 75.92 £ 5.92 65.22 +4.79
Accuracy - - - - 64.25 +£9.80 17  54.80 &+ 3.06
KNN Sensitivity - - - - 63.20 = 8.88 54.22 +£1.76
Specificity - - - - 65.33 +11.92 55.38 +4.89
Accuracy - - - - 60.97 &+ 3.92 56.42 4+ 2.31
LDA Sensitivity - - - - 35.43 +4.30 38.81 £2.74
Males Nonlinear Specificity - - - - 85.81 +8.94 74.70 £+ 2.98
Accuracy - - - - 56.67 £ 12.27  56.00 £ 8.43
RF Sensitivity - - - - 46.46 £13.94  60.04 + 16.27
Specificity - - - - 69.94 + 15.88 53.25 + 19.12
Accuracy - - - - 56.39 £+ 3.78 57.19 £2.74
SVM Sensitivity - - - - 47.06 = 7.96 56.30 £ 6.40
Specificity - - - - 65.13 = 1.77 58.07 £ 2.15
Accuracy - - - 63.90 +4.36 1 53.89 + 3.07 54.39 + 2.87
KNN Sensitivity - - - 65.45 +5.13 53.60 £ 2.99 60.57 + 1.63
Specificity - - - 62.34 + 3.88 54.18 + 4.38 48.22 +£5.79
Accuracy - - - 61.02 £+ 2.92 55.07 £ 1.66 61.18 £2.94
LDA Sensitivity - - - 55.10 & 2.28 36.48 +2.46 54.04 +£3.15
Linear Specificity - - - 66.89 &+ 6.07 73.73 + 3.00 65.28 +7.72
Accuracy - - - 58.33 £6.71 56.00 £ 7.82 52.33 £9.34
RF Sensitivity - - - 61.25 £ 8.02 51.72 £ 10.12 54.64 + 16.43
Specificity - - - 53.89 £ 16.7 61.61 +12.83 50.41 4 14.63
Accuracy - - - 61.23 £+ 2.64 60.12 4+ 2.51 59.71 +4.61
SVM Sensitivity - - - 54.68 &+ 3.79 68.75 + 3.76 60.94 + 7.49
All Subjects Specificity - - - 67.81 4+ 2.08 51.50 & 4.46 58.48 + 5.02
Accuracy - 51.10 +4.43 55.00 £ 3.86 - - 56.39 & 4.60
KNN Sensitivity - 49.52 +4.05 56.12 + 4.78 - - 58.43 +£5.71
Specificity - 52.71 +5.01 53.87 & 3.67 - - 54.38 +4.37
Accuracy - 58.14 4+ 2.36 61.66 + 2.55 - - 65.03 £2.48 1
LDA Sensitivity - 65.49 + 3.28 47.21+1.90 - - 62.80 4 4.90
Nonlinear Specificity - 50.77 £ 3.28 76.12 £+ 4.32 - - 67.27 +£0.72
Accuracy - 50.00 £ 5.66 54.33 £7.38 - - 59.67 £ 8.08
RF Sensitivity - 45.44 +£9.87 56.99 £ 12.74 - - 60.02 £ 12.65
Specificity - 56.14 +13.98  50.68 £ 9.32 - - 58.18 4+ 14.93
Accuracy - 54.51 +2.01 60.69 + 1.33 - - 62.10 & 2.68
SVM Sensitivity - 53.89 + 5.50 53.47 £ 2.77 - - 64.79 + 1.68
Specificity - 55.13 +9.02 67.87 +2.07 - - 59.42 4+ 5.09

with the SDES and complexity features providing the most
informative data. Linear features did not show any significant
differences in features compared to non-linear features.
Moreover, the combination of theta and alpha frequency
bands using non-linear features achieved the highest accuracy
of 65.03% for both female and male subjects. The LDA
classifier outperformed other classifiers, including KNN, RF,
and SVM, in this study. The algorithm identified sample and
spectral entropy as the most informative features among those
that were extracted.

VOLUME 11, 2023

2) PERFORMANCE ANALYSIS OF LIKE AND DISLIKE TASKS
FOR CL/BW STIMULI

The results presented in Table 4 demonstrate that the com-
bination of delta, theta, alpha, beta, and gamma frequency
bands produced the most accurate feature set for classifying
female subjects when they liked CL/BW stimuli, with a
classification accuracy of 96.47%. This combination using
linear features outperformed other feature sets, including
nonlinear features. Furthermore, the RF classifier exhibited
better performance than other classifiers such as KNN,
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TABLE 4. Classification results for like task using linear and nonlinear features with CL/BW stimuli images, across different groups.

Group Features Classifier ~ Metric Delta Theta Alpha Beta Gamma All Bands
Accuracy 85.16 & 3.06 92.71 £ 2.70 74.01 & 3.49 82.51 & 3.69 93.82 & 3.22 95.24 1+ 1.06
KNN Sensitivity ~ 85.51 £ 3.39 95.65 + 1.89 72.01 £3.93 81.50 £ 4.71 92.52 & 3.69 93.29 4+ 2.31
Specificity ~ 84.80 £ 4.08 89.75 £ 4.10 76.03 £ 9.03 83.54 + 3.03 9.15 £ 3.70 97.08 +2.33
Accuracy 68.81 £ 4.02 66.19 + 6.43 64.07 £ 7.97 67.37 £5.71 69.05 + 5.76 78.65 % 3.90
LDA Sensitivity ~ 78.20 £6.11 66.23 + 6.94 58.28 £ 7.13 69.51 4+ 7.86 75.44 & 5.32 72.98 +6.07
Linear Specificity  59.55 £ 6.51 66.18 + 7.49 69.63 + 9.65 65.13 + 3.10 62.67 + 6.59 84.27 + 4.89
Accuracy 81.18 £9.11 87.65 + 7.04 67.06 = 8.86 82.35 +9.60 89.41 £ 8.68 96.47 +4.11 1
RF Sensitivity  82.92 £15.40 87.66 +12.71 67.40 £14.87 80.55+£14.94 88.49+6.77 93.28 +9.85
Specificity  80.36 £10.61  89.03 £ 9.88 67.06 +9.10 84.114+12.24 89.44+13.10  98.75£3.95
Accuracy 65.50 & 3.68 72.31+5.03 67.09 + 3.29 71.19 + 3.50 82.36 + 3.41 92.51 + 1.60
SVM Sensitivity ~ 72.36 + 7.42 71.68 &+ 3.05 80.90 + 3.19 63.31 +5.63 75.90 4+ 1.38 90.72 +3.13
Females Specificity  58.90 % 2.69 72.95+7.31 53.34 +4.84 78.81 +1.94 88.73 + 6.60 94.29 + 3.45
Accuracy 66.99 £+ 2.18 - 55.60 & 2.10 65.29 & 3.95 62.72 4 3.45 72.59 + 3.49
KNN Sensitivity ~ 71.30 £ 3.69 - 60.12 +4.34 69.79 & 8.48 59.65 & 4.00 78.82 4+ 4.24
Specificity  62.82 £ 2.22 - 51.03 £2.91 60.79 & 3.45 65.51 4 6.62 66.32 & 3.57
Accuracy 71.03 £4.91 - 62.27 +2.96 61.124+1.94 69.38 & 3.10 76.98 & 3.59
LDA Sensitivity ~ 73.26 £10.44 - 67.87+3.73 68.44 1+ 7.06 75.43 £ 9.65 77.83 +4.00
Nonlinear Specificity  68.54 £ 4.04 - 56.73 +4.10 54.21 £ 7.81 63.34 +9.40 76.20 4.277
Accuracy 65.29 £ 10.17 - 58.23+10.90 62.94£10.02 65.88+10.67  77.06 £10.91 1
RF Sensitivity  66.47 £16.13 - 56.64 +16.22  63.90 £22.11 62.13+19.44  80.91 £ 16.46
Specificity  64.78 +16.34 - 61.65+17.19 62.36 +16.67  70.86 £ 10.31 73.83 + 19.36
Accuracy 57.47 4+ 3.03 - 60.65 + 1.95 62.66 + 3.28 65.40 4 2.21 61.25 4 8.88
SVM Sensitivity ~ 44.22 + 3.85 - 52.24 + 3.88 54.58 + 3.29 61.08 +5.28 53.71 +10.61
Specificity  70.73 £ 7.30 - 68.86 +4.10 70.64 +9.16 69.74 +4.34 68.77 + 16.22
Accuracy - 80.26 + 3.36 74.14 £+ 5.02 71.64 1+ 6.98 95.50+1.951  83.77+3.17
KNN Sensitivity - 84.66 + 4.22 76.31 +4.28 72.90 + 5.45 95.30 + 2.11 88.48 +6.23
Specificity - 75.66 &+ 3.37 71.88 +6.38 70.40 +11.57  95.71 £ 2.65 79.33 +2.36
Accuracy - 71.72+2.87 73.02 £ 6.00 79.95 + 5.20 84.65 1 1.42 81.34+1.64
LDA Sensitivity - 86.22 + 1.74 86.97 + 3.32 84.66 1 4.92 92.124+2.47 94.03 +2.31
Linear Specificity - 57.22+5.72 58.59 +9.92 75.22 +6.28 77.21+3.83 68.18 +4.79
Accuracy - 75.33 £9.45 75.33+£11.35 72.00£10.79  92.00 & 6.88 94.67 + 5.26
RF Sensitivity - 72.91+7.26 80.46 +13.46  70.40 £17.77  90.36 £ 8.89 95.22 +7.98
Specificity - 7758 £14.83 72.72+£14.71 75.134+19.06 94.70 £ 9.65 93.35 + 7.52
Accuracy - 77.21+2.13 77.81 £6.47 77.72 £5.20 89.18 4 5.32 90.98 & 2.10
SVM Sensitivity - 72.88 £ 6.45 76.24 £ 9.56 81.63 £ 4.11 95.63 & 2.79 87.06 & 3.71
Males Specificity - 81.27 +3.47 79.40 & 3.98 73.74 £ 6.87 82.71 £ 8.10 94.81 +3.45
Accuracy 65.84 4 3.54 51.19 4+ 2.81 62.33 + 6.60 68.90 + 3.37 61.52 4 2.60 60.15 + 3.61
KNN Sensitivity ~ 67.44 + 9.30 55.88 4 6.38 57.45 + 3.01 67.03 + 2.89 60.83 4 4.63 59.73 + 7.61
Specificity  64.24 +4.38 46.53 + 3.17 67.15+12.37 70.87 £7.31 62.21 +4.16 60.58 + 11.01
Accuracy 68.17 + 7.09 58.96 & 2.47 65.14 + 5.01 66.98 & 4.55 61.95 4 3.25 74.26 +6.46
LDA Sensitivity  64.73 +13.46  64.20 = 5.20 64.92 + 7.04 73.63 & 5.34 61.20 = 3.35 79.21 +7.42
Nonlinear Specificity ~ 71.67 & 3.28 53.60 & 4.42 65.36 + 5.76 60.35 + 14.01  62.70 £ 3.87 69.324+7.24
Accuracy 62.67+14.81  55.33 £9.45 67.33+10.16  80.67 £10.63 68.67 £12.59  82.67 +8.43 1
RF Sensitivity  71.59 +15.17  54.47 £ 13.30 67.46£16.35 7597+ 17.68 60.35£18.44  83.01 £12.58
Specificity  49.90 £24.90 57.43 +£13.30 68.08£17.55 86.99+12.12 81.85£15.66  84.18 £13.72
Accuracy 71.79 £ 6.01 56.33 & 2.80 68.11 +2.81 79.21 £ 2.57 72.89 +7.69 68.40 - 6.34
SVM Sensitivity ~ 73.87 £ 9.89 67.85+5.12 78.29 £ 3.78 75.60 £ 3.33 69.46 & 12.28  87.93 +3.54
Specificity  69.72 % 4.09 44.84 £ 5.68 56.27 +4.97 82.82 1 4.65 76.48 1+ 6.49 48.88 £ 13.38
Accuracy 59.98 & 2.64 68.18 +2.78 65.53 +4.10 72.09 £ 2.97 81.99 + 1.78 80.71 +0.80
KNN Sensitivity  62.48 & 6.90 64.64 + 4.67 68.81 +3.75 76.36 & 4.54 83.33 + 1.80 80.98 +1.34
Specificity  57.52 & 2.53 71.73 £8.18 62.21 & 4.56 67.65 1 2.68 80.67 - 2.84 80.45 + 1.44
Accuracy 64.16 & 5.02 67.12 £ 3.07 65.69 + 1.97 68.81 +2.34 65.15 & 1.77 72.64 1+ 2.46
LDA Sensitivity ~ 74.56 £ 4.13 75.51 £ 5.13 72.68 £ 2.37 84.31 4 6.62 71.04 & 3.68 70.05 +4.78
Linear Specificity  53.57 & 6.57 58.76 & 3.33 58.72 + 3.08 53.13 & 3.99 59.31 +£5.34 75.31 £6.72
Accuracy 61.93 +9.83 75.16 £ 5.90 67.424+11.92 80.32 £8.25 82.90 £ 5.49 90.32 +£6.80 1
RF Sensitivity  65.93 £17.89  74.59 +8.15 65.31 £14.08 79.65+13.61 80.97 £10.25  92.66 £ 7.81
Specificity  57.11 £10.94 74.73 £8.51 69.81+£12.05 80.90 £ 5.96 85.70 +9.72 88.92 + 10.56
Accuracy 60.74 £ 3.83 68.23 + 2.59 68.58 + 2.52 73.14 £ 2.16 80.10 & 2.61 85.62 4+ 1.81
SVM Sensitivity  61.36 £5.74 76.57 £ 4.09 74.30 £1.93 80.98 +4.95 81.61 4 2.52 76.37 £ 5.41
All Subjects Specificity  60.07 £ 3.71 59.94 £ 4.56 62.77 £ 5.17 65.22 + 1.97 78.60 & 3.53 94.90 & 3.24
Accuracy 58.65 4+ 1.33 54.12 £ 4.01 56.65 + 2.67 58.90 & 5.66 67.30 & 3.25 71.10+4.74
KNN Sensitivity  57.42 & 1.53 53.07 £ 5.70 52.77 £ 7.64 56.96 & 9.57 71.97 £ 4.19 67.27 £ 6.37
Specificity  59.88 +2.17 55.17 £ 2.74 60.54 & 3.44 60.81 +5.49 62.60 & 3.12 74.91 £ 3.97
Accuracy 59.96 & 2.30 56.44 & 4.34 58.89 + 1.38 62.95 1+ 7.64 69.31 4+ 5.49 69.14 4 4.32
LDA Sensitivity  59.89 £ 3.26 60.96 + 6.48 58.03 £ 2.72 62.84 1+ 4.49 75.03 +9.67 65.56 1 4.68
Nonlinear Specificity  60.09 £ 5.13 51.82 4 3.34 59.72 +2.20 63.05+11.51  63.79 £ 2.97 72.69 & 4.19
Accuracy 60.00 £ 4.08 50.97 &+ 3.33 63.22 +6.49 62.58 +5.93 68.71 + 10.86 73.55 4+ 9.10 1
RF Sensitivity ~ 56.90 £ 8.92 48.59 + 8.90 58.97 £ 14.89  63.18 £ 7.69 65.92+15.90  73.19+11.17
Specificity  63.72 £9.75 53.23 £12.57 67.97+£12.65 62.24+9.43 71.754+9.13 73.07 £ 11.09
Accuracy 61.24 £+ 4.37 53.48 £1.72 65.27 &+ 3.60 61.80 +1.43 66.76 = 2.97 68.40 & 3.41
SVM Sensitivity ~ 43.91 £ 3.06 51.26 £ 7.88 58.86 + 5.35 56.84 + 1.79 69.64 & 4.40 82.52 4 2.40
Specificity ~ 78.44 £ 8.00 55.52 £ 6.56 71.80 £ 5.40 66.87 & 2.98 63.84 &+ 3.91 54.45 £ 7.71
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TABLE 5. Classification results for dislike task in CL/BW images using linear and nonlinear features, across different groups.

1-10 Group  Features Classifier ~ Metric Delta Theta Alpha Beta Gamma All Bands
Accuracy 78.71 £ 3.56 94.14 £ 3.30 73.99 £1.71 90.82 £ 4.50 72.64 +5.37 87.02 £ 3.23
KNN Sensitivity ~ 72.99 +4.94 93.98 +4.31 78.55 £ 4.58 91.33 £4.95 74.44 +2.97 90.49 + 6.22
Specificity ~ 84.15 £ 4.30 94.31 + 2.67 69.47 £ 4.18 90.34 £+ 4.67 70.86 +£10.35  83.88 £ 2.56
Accuracy 83.74 £ 2.69 79.02 +3.15 69.26 + 7.43 76.36 + 3.91 85.11 £5.98 89.71 £ 2.64
LDA Sensitivity ~ 82.66 £ 3.38 95.57 £1.99 72.61 £ 8.46 67.79 £6.76 90.36 + 3.93 88.41 £ 3.30
Linear Specificity ~ 84.81 +4.94 62.48 £ 5.00 65.77 £ 7.97 84.67 £10.49 79.89+8.53 91.03 + 3.86
Accuracy 90.62 £5.31 93.12 £ 4.61 73.12+£13.83 91.25+7.34 95.62 + 4.22 96.87 £3.29 1
RF Sensitivity  91.23 £ 7.97 94.68 £ 7.04 78.84 £18.50 93.30+10.76  96.87 £5.17 97,64 +4.99
Specificity  90.09 + 7.73 92.61 £5.34 65.99 £18.13  91.01 £+ 8.26 95.75 £ 7.27 94.72 £9.11
Accuracy 84.56 + 6.74 88.86 + 2.68 74.04 £ 5.90 82.51 £4.30 90.03 + 2.22 91.22 + 2.42
SVM Sensitivity ~ 86.56 £ 8.75 85.45 £ 1.51 79.12 £ 4.16 83.68 £ 7.42 93.23 £+ 2.32 91.43 + 3.46
Females Specificity ~ 82.68 + 5.21 92.07 £ 5.02 69.16 £ 9.67 81.14 £2.41 86.84 £ 5.77 91.04 £4.19
Accuracy 59.92 + 6.02 53.14 £ 4.56 57.29 £+ 3.10 80.78 £ 5.03 65.96 + 2.03 85.91 £7.25 1
KNN Sensitivity ~ 60.11 £ 2.17 46.22 £ 6.95 61.90 £ 6.28 81.13 £6.94 75.76 + 4.92 88.69 + 8.68
Specificity  59.68 +£11.10  59.89 £ 5.10 52.73 £5.12 80.49 £ 4.07 55.57 £ 6.09 83.01 £6.83
Accuracy 63.93 £ 7.50 65.54 + 3.66 63.72 £ 3.76 80.96 + 4.91 51.73 £2.43 81.97 £+ 6.47
LDA Sensitivity  62.01 £ 5.76 66.25 + 5.09 53.01 £ 7.32 85.34 £ 7.09 26.23 £ 5.34 85.49 £ 5.12
Nonlinear Specificity  66.09 +10.47  64.83 & 4.46 74.21 £4.18 76.56 £ 3.96 25.17 £ 6.81 78.49 £9.24
Accuracy 61.25 £+ 9.68 53.12 £ 7.93 59.37 £10.72  80.62 +9.06 70.62 +14.14  81.25 + 12.50
RF Sensitivity  66.93 +15.70 51.33 £15.35 60.17+16.12 82.10 £18.60 73.09 +£21.87 89.31 £+ 15.78
Specificity  51.00 +20.53  55.09 +£16.46 60.78 +£19.34 76.40 £13.39 70.22+18.56 75.74 &+ 14.60
Accuracy 63.74 £ 2.80 67.95+6.33 63.38 £+ 3.99 85.52 £ 3.92 71.23+7.21 66.30 £ 5.99
SVM Sensitivity ~ 62.98 + 5.19 69.61 £+ 5.89 73.95 £ 3.08 89.60 £ 3.09 85.56 £ 7.97 8.79 £ 7.47
Specificity ~ 64.50 + 2.37 66.32 +£11.03 53.12+7.59 81.39 £ 3.36 56.38 £ 7.33 53.74 £ 10.23
Accuracy - 83.21 £ 4.69 74.46 £ 2.05 74.91+£7.19 90.88 +£4.14 91.84 £1.10
KNN Sensitivity - 80.56 £ 8.52 71.56 £ 5.27 74.56 + 9.99 92.39 £ 4.06 91.05 £2.71
Specificity - 85.86 £ 2.15 77.36 £ 8.30 75.17 £ 4.67 89.41 £4.54 92.63 £ 3.01
Accuracy - 65.01 £+ 4.96 61.64 £+ 4.61 66.06 £ 5.60 76.27 + 4.65 71.47 £ 3.86
LDA Sensitivity - 72.63 +4.05 69.14 £+ 4.35 80.80 £ 5.03 83.09 £ 4.10 82.86 + 2.36
Linear Specificity - 57.43 £5.28 53.92 £ 5.58 50.35 £ 7.94 69.67 £12.57  59.69 & 6.?6
Accuracy - 81.33£9.84 80.00 £ 14.40  69.33 £+ 4.66 90.00 £ 7.20 96.67 £ 3.51 1
RF Sensitivity - 85.84 £15.71  80.03+21.15 74.09 £15.02 89.74+9.03 96.32 £ 6.01
Specificity - 76.19+16.84 81.37 £14.89 69.71+14.76 91.21 +7.84 97.75 £ 4.78
Accuracy - 80.09 £ 4.65 76.08 £9.61 68.83 £4.28 90.55 £+ 4.48 88.12+2.94
SVM Sensitivity - 81.61 £3.35 74.43£11.03 77.29 4 3.95 91.22 £4.75 80.05 £ 3.51
Males Specificity - 78.54 +6.34 77.79 £ 8.88 60.64 £ 6.48 89.87 £ 4.50 95.94 £+ 2.51
Accuracy - 67.20 £ 6.65 61.44 +4.23 70.89 + 3.83 61.57 £ 4.63 65.59 + 5.31
KNN Sensitivity - 61.97 £ 3.15 57.17 £ 4.61 74.24+£9.73 64.40 £ 5.68 76.06 £9.21
Specificity - 72.05+12.71  65.87 £ 6.00 67.89 £ 3.14 58.66 £ 7.12 55.11 + 3.81
Accuracy - 52.07 £2.91 48.27 £+ 3.40 54.28 +£2.3 50.25 + 2.41 70.63 £ 3.69
LDA Sensitivity - 21.89 +4.46 25.42 £+ 3.93 19.78 4 5.00 23.61 £4.93 73.21 £9.62
Nonlincar Specificity - 46.27 £ 3.23 36.17 £ 5.67 23.06 + 3.42 31.24 £ 3.81 67.75 £ 5.14
Accuracy - 66.67 £ 7.03 53.33 £12.17  76.67 £9.03 74.00 £ 13.50  84.00 £ 7.17 1
RF Sensitivity - 54.48 £23.68 55.58+17.10 78.15+14.11 77.08+12.62 84.25+7.24
Specificity - 77.32+14.25 53.15+15.07 74.07+16.14 70.13+19.11 83.87+7.77
Accuracy - 70.55 + 5.23 66.07 £ 6.73 82.41 £8.24 62.78 £ 4.27 63.95 + 3.54
SVM Sensitivity - 77.01 £6.28 58.59 £ 6.36 75.85+12.20 79.25+12.46 79.10+£9.90
Specificity - 64.40 £ 5.94 73.53 £8.95 88.91 £4.93 46.20 £ 7.28 48.81 £10.72
Accuracy 69.68 + 3.33 85.50 £ 4.34 66.59 + 2.95 76.70 £+ 3.27 74.25 + 3.61 86.35 £+ 2.57
KNN Sensitivity ~ 75.28 £ 5.46 87.66 £ 2.93 71.88 +4.84 73.10 £1.59 74.13+£7.29 88.80 £+ 4.61
Specificity  64.15 +2.28 83.34 £ 6.43 61.30 £2.23 80.35 £ 7.18 74.43 +1.87 83.91 £2.23
Accuracy 66.14 £ 1.53 76.86 + 5.04 61.00 £ 1.85 65.77 £ 2.05 67.25 £ 2.25 76.41 £ 1.54
LDA Sensitivity ~ 73.82 £ 3.35 83.86 £ 3.77 69.50 £ 1.77 71.17 £2.86 73.99 + 3.38 83.00 £ 1.83
Linear Specificity ~ 58.47 + 3.62 69.90 £ 7.46 52.48 £+ 2.42 60.50 £ 5.70 60.52 £+ 2.21 69.74 £2.03
Accuracy 70.00 + 3.85 81.00 £ 5.45 69.00 £10.31  72.00 +9.45 92.33 £+ 3.86 93.33 £2.72 1
RF Sensitivity ~ 69.47 +10.79  81.25 £ 8.53 79.98 £13.29 71.734+13.37 93.18 £5.64 93.99 + 4.02
Specificity ~ 70.09 +12.56  79.06 +£10.74 59.32+16.50 71.04 £14.96 91.91 +6.31 92.74 £ 5.80
Accuracy 70.49 +1.97 77.04+2.72 71.36 +4.64 66.85 + 4.93 90.20 £ 1.46 89.51 £ 2.58
SVM Sensitivity ~ 68.82 + 2.81 83.90 £ 6.75 85.95 £ 6.00 67.29 £ 4.07 85.02 + 3.33 83.19 £ 5.52
. Specificity ~ 72.16 + 2.87 70.18 +2.35 56.77 £ 4.72 66.42 £ 7.24 95.37 £3.37 95.83 £ 1.09
All Subjects
Accuracy - 57.70 £6.93 59.02 £ 0.88 61.18 £1.91 60.61 + 5.87 63.08 + 2.47
KNN Sensitivity - 59.23 £13.14 63.58 £2.14 61.28 £1.20 58.82 £ 5.75 65.26 + 4.38
Specificity - 56.15 £ 3.80 54.39 £ 1.59 61.08 £4.19 62.40 £ 8.37 60.91 £ 2.65
Accuracy - 53.62 £ 3.23 54.52 £ 5.59 62.09 £ 2.92 63.68 £1.39 75.93 +4.36 1
LDA Sensitivity - 65.10 £ 3.46 47.52 £+ 5.60 66.61 £ 3.31 64.07 £ 2.90 75.28 £ 4.19
Nonlincar Specificity - 42.16 £4.75 61.54 £ 7.38 57.58 £2.72 63.31 £+ 2.46 76.57 £5.19
Accuracy - 56.00 £ 5.40 61.33 £8.78 73.33 £8.61 64.33 £9.69 74.33 £ 6.86
RF Sensitivity - 60.05 £ 13.58 64.28 +16.04 75.77 £12.00 67.14+17.13 75.90 £ 14.12
Specificity - 53.11 £9.18 60.96 +£15.18 71.744+12.30 63.00£10.25 72.63 +9.22
Accuracy - 57.03 £ 2.90 66.27 £ 2.63 70.69 £ 1.66 68.08 £ 4.73 68.90 £ 5.53
SVM Sensitivity - 60.20 £ 2.40 67.87 £6.94 70.53 £+ 3.97 75.59 + 3.88 92.04 £+ 5.82
Specificity - 53.91 £ 5.44 64.66 £ 2.49 70.82 £3.15 60.57 £10.76  45.90 &+ 8.07
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LDA, and SVM. Among the extracted features in the
algorithm, both PSD and EDWTC were identified as the
most informative. Regarding male subjects, the highest
accuracy was achieved using linear features in the Gamma
band, with the PSD being the most informative extracted
feature in the algorithm. The KNN classifier demonstrated
superior performance compared to the other classifiers. For
all subjects (females and males), the most effective set of
frequency bands in accurately classifying subjects who liked
CL/BW stimuli was found to be delta, theta, alpha, beta,
and gamma, with a classification accuracy rate of 90.32%,
surpassing other feature sets, including nonlinear features.
The most informative extracted features were PSD and
EDWTC. Moreover, the RF classifier demonstrated superior
performance when compared to other classifiers.

Table 5 presents the results of classifying participants who
expressed dislike towards CL/BW stimuli using both linear
and nonlinear features for different groups. The findings
reveal that for female subjects, the most accurate feature set
comprises the delta, theta, alpha, beta, and gamma frequency
bands. This set achieved a classification accuracy of 96.87%,
surpassing other feature sets that included nonlinear features.
Moreover, the RF classifier exhibited superior performance
compared to other classifiers. Similarly, the combination of
theta, alpha, beta, and gamma frequency bands with linear
features resulted in the best accuracy of 96.67% for male
subjects. The RF classifier outperformed other classifiers
in this regard. Moreover, for all subjects, regardless of
gender, the delta, theta, alpha, beta, and gamma frequency
bands were identified as the most effective feature set for
accurately classifying those who disliked CL/BW stimuli.
This particular feature set achieved a classification accuracy
rate of 93.33%, outperforming other feature sets that
included nonlinear features. Additionally, the RF classifier
demonstrated superior performance when compared to other
classifiers.

Overall, the study indicates that there are significant
gender differences in the time taken to make Like and
Dislike decisions when viewing CL/BW images. Specifically,
females took around 2.5 seconds to decide on both types of
images, while males took approximately 2.5 seconds for color
images and close to 3 seconds for black-white images, which
is consistent with previous research conducted by Whitchalls.
Additionally, the decision-making time for Like and Dislike
was similar for all groups when viewing black-white images.
However, when viewing color images, the Dislike decision
took slightly longer than the Like decision, with a mean time
of 2.6 +0.02 seconds for Dislike and 2.2 £ 0.003 seconds for
Like.

IV. CONCLUSION

This study provides new insights into the impact of CL/BW
images on preferences and decision-making, as well as their
implications for marketing products and neuromarketing
strategies. The results demonstrate that different brain regions
are activated depending on the subjects’ preferences and the
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color of stimuli. Additionally, the use of non-linear features
outperformed linear features in distinguishing channels in
men’s Like/Dislike tasks. Furthermore, the study identified
differences in decision-making times between males and
females and between Like and Dislike decisions for color
images. The findings suggest that careful selection of stimuli
and classifiers is critical for similar classification tasks. This
result is interesting and confirms the results reported in [39],
where compared with other brain regions, the features of
frontal and occipital brain region obtained a higher prediction
accuracy. This study has some shortcomings that must be
acknowledged. Only product images were used as marketing
stimuli with respect to color and gender, and other factors
such as brand, ratings, and price were not considered in
the experiment. In other words, we concealed those factors
(brand, price, etc) to investigate the color and gender factors
in the Like/Dislike task. Overall, the study’s results have
important implications for the field of neuromarketing and
highlight the potential benefits of utilizing EEG signals to
analyze the impact of CL/BW images on consumer behavior.
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