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ABSTRACT In recent years, significant progress has been made in modeling temporal sequences and
spatial structures in skeleton-based human action recognition. However, existing methods rely on explicit
modeling of the inherent structure of the human body, which may result in reduced joint saliency and poor
interpretability due to the sparsity of skeleton data and the relative smoothness of convolutions. This paper
proposes a feature matching method based on the progressive decoding strategy. As human movement is a
chain process, the strategy progressively decodes human pose features from the center to the periphery, using
multi-level graph filters to obtain multi-frequency hierarchical graph features. Then the adaptive convolution
kernels are constructed to match the local similarities between graph features. Self-similarity of the query
set and the mutual similarity between the query set and the support set samples are calculated to analyze the
entire posture of the human body, and similar skeletal features are distinguished according to the similarity
of the node spectrum to differentiate between different action categories. Through experimental verification
of two public data sets, the proposed method has better recognition accuracy and generalization of small
sample behavior. The experiments show that the proposed method outperforms the existing methods on

NTU RGB + D and Human36M Dataset.

INDEX TERMS Human action recognition, few-shot, graph filtering, feature matching.

I. INTRODUCTION

With the development and application of computer vision,
smart homes [1], intelligent security [2], and other applica-
tion scenarios have been popularized, and the social security
supervision system has been gradually improved. In the data
of images and video, humans are the main body of events, and
human behavior refers to the execution of certain movements
in a continuous period to complete a given task. In image and
video data, human beings are the main body of events. The
analysis and understanding of human behavior are important.
Human behavior recognition (HAR) is a computer vision
technology that enables machines to understand, analyze and
classify these behaviors into any given effective input [3],
which has become a key field of computer vision research
at home and abroad [4].

The associate editor coordinating the review of this manuscript and
approving it for publication was Huiyu Zhou.

Human behavior is usually carried out coherently.
A behavior sequence contains multiple actions, which is
difficult to accurately segment and label, and some behav-
iors themselves contain multiple motion sub-processes. The
widely used skeleton model is between 15-30 joint points.
The skeleton data can be considered as a sparse representation
method of human action, which may result in the feature map
extracted from the deep neural network facing challenges
when dealing with fine-grained actions. It may not be able
to fully complete the recognition task, such as removing
headphones and removing glasses, and other similar move-
ments. According to the supervised deep learning method,
alarge amount of data is needed for model training to improve
accuracy. With the development of this behavior recognition
field, more and more data sets of different categories have
been proposed, and it is difficult to collect enough annotated
training samples for each action category. Previous meth-
ods [5], [6] have achieved remarkable performance, but there
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are some limitations in the robustness of the model. The
fixed graph structure can only filter the features in the limited
graph, focusing on the similarity of body joints under spatial
constraints, without fully considering the differences between
different body joints.

This paper proposes a progressive decoding strategy,
including a progressive decoding module and a feature
matching module. The decoding module decodes the data
in the order of time sequence-global skeleton sequence-local
joints and filters the local joints step by step according to the
transfer law of the human motion chain to obtain multi-level
features. Then the feature matching module calculates the
similarity matrix by calculating the mutual similarity between
the features of the query sample and the support sample
and the self-similarity within the query set to distinguish the
skeleton features of similar behaviors. The main contribu-
tions are as follows:

1) A progressive decoding strategy is proposed to decode
human pose features step by step from center to edge, and
multi-frequency hierarchical graph features are obtained by
using a multi-level graph filter.

2) An adaptive convolution kernel is constructed to match
graph features by calculating the self-similarity of the query
set and the mutual similarity between the query set and the
support set samples.

3) The experiments show that the proposed method out-
performs the existing methods on NTU RGB + D and
Human36M Dataset.

The content of this paper is organized as follows: Section II
describes the action recognition and other methods related to
the work. Section III proposes the proposed method in detail.
Section IV carries the experiments and Section V gives the
conclusion.

Il. RELATED WORKS

A. HUMAN ACTION RECOGNITION

In the field of deep learning, skeleton-based methods have
attracted a lot of attention, in which information is stored
and transmitted in the form of graphs, and the connections
between nodes are completely retained in the form of adja-
cency matrices. Yan et al. [7] first applied graph convolution
in the field of action recognition, describing the original
human skeleton structure and constructing the spatiotemporal
graph convolutional network (ST-GCN) model. Shi et al.
extended ST-GCN by proposing the dual-stream adaptive
GCN [8] and Directed GCN [9], which respectively modeled
first-order and second-order information of the skeleton data
using a dual-stream framework, and encoded the skeleton
graph in the directed form to further improve the accu-
racy. Shiraki et al. [10] increased non-physical connections
between joints based on the theory of fluid dynamics, con-
sidering the dynamic importance of joints in each action.
Liuetal. [11] investigated constrained iterative attacks on
skeleton-based action recognition using GCN, perturbing the
joint positions in action sequences to maintain the temporal
and spatial integrity of the resulting adversarial sequence.
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Liu et al. [12] input spatiotemporal graphs and SkeleMotion
images into ST-GCN and ResNeXt, respectively, and then
fused the resulting representations, modeling the amplitude
and direction of temporal information in the interaction
and addressing the issue of isolated temporal informa-
tion in ST-GCN. Finally, Cha et al. [13] explicitly learned
in the context of human action recognition, sampling the
maximum information skeleton representation from
a reconstructed 3D mesh, while considering the internal
and external structure relationships of the 3D mesh and the
skeleton captured by the sensor. Zhang et al. [14] intro-
duced a multi-view stereo reconstruction technique that
integrates the sparse to dense method with pyramid attention.
The sparse to dense approach involves estimating a set of
sparse three-dimensional points from the input image and
subsequently propagating them intensively to reconstruct
a complete three-dimensional scene. This methodology is
effective in handling occlusion and blurring in the input data,
thereby improving the accuracy of 3D reconstruction results.

B. GRAPH STRUCTURE

Human bones can be naturally represented as a graph struc-
ture, whose joints and bones are represented by vertices
and edges, respectively. In the processing of human natural
mechanisms, the excessive smoothing graph convolution in
ST-GCN makes the salient features of fine-grained behavior
blurred or lost, which will be further amplified in the case
of unbalanced samples. Some studies have proposed to trans-
form the joint space of the human body to enhance different
structural features and perform signal filtering or aggre-
gate vertex information based on graph Laplacian feature
decomposition [15]. Graph scattering transforms, by chang-
ing the bandwidth size [16], using different graph signal
filters [17] to obtain the expected spectrum, increasing the
richness of the graph. On this basis, the wavelet diffusion
method [18], and parametric feature learner [19] have good
performance. To enhance the remote interaction of graph
structures between different joints, the scattering filter [20]
used a GNN-based architecture where all joints are linked
together for comprehensive exploration and achieved good
results. In this paper, a multi-stage filter is designed to obtain
the characteristics of different frequency bands in the graph
information.

C. FEW-SHOT

When the number of samples is small or the categories
are unbalanced, the Few-shot algorithm aims to enable the
model to handle tasks with similar types, rather than only
a single classification task. To obtain more representative
sample features, Wang et al. [21] used self-training classi-
fiers to predict the pseudo-labels of query set samples. In the
measurement method, Zhang et al. [22] introduced a new dis-
tance measurement method DeepEMD to calculate the best
matching between each block of the query set and the support
set of the image to represent the similarity between them.
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The two-stream model proposed by Careaga et al. [26]
tested the effectiveness of different metric-based few-shot
algorithms.

n terms of action recognition tasks, some researchers have
proposed a variety of methods, such as Bishay et al. [23]
proposed a matching mechanism to measure the depth
of alignment representation at the video segment level.
Perrett et al. [24] used the CrossTransformers attention
mechanism to match frame tuples in time. Wang et al. [25]
proposed a hybrid relation module, which uses bidirectional
Hausdorff distance to align video frames. The method pro-
posed by Memmesheimer et al. [27] is to represent the signal
as an image, extract features from it, and then encode the
features into vectors in the embedded space to measure the
pairwise similarity. Liao et al. [28] used adaptive convolution
to find unique features and perform similarity matching.

IIl. MATERIALS AND METHODS

As shown in Figure 1, the proposed method consists of two
main parts. The progressive decoding module first explores
the global and local time relations at multiple time reso-
lutions by temporally decoding the skeletal sequence, and
then further uses the hidden motion chain information to
perform progressive expansion decoding from the center to
the periphery according to the inherent connection properties
of the human body structure to obtain better local feature
expression. The feature matching module is used to effec-
tively fuse different scale features and create a unified feature
representation.

T,
Input skeleton
sequence

‘ Encoder ‘ Progressive Feature v
— decoding matehing Action 1
: Action 2
h 4 !
L [ Graph || Feature
_)‘crjecompositionn—;_» matching
Graph» , > Feature :
I \decomposition) | matching Action n
Query Support

FIGURE 1. Overall framework.

A. BASE MODEL

The joint features of the human body determine the geometric
structure of human motion, which can effectively repre-
sent the pose information. It aims to generate unobservable
future pose sequences based on observable historical pose
sequences. For a continuous human motion sequence S in
a video, N frames of observable motion pose information is
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sampled as S = {X;}¥_|.X, € RK*3, where K is the number of
joint points used to represent posture information. There are
different values according to the demand K. Such as CMU’s
perceptual computing laboratory [29] constructed a model
containing 18 key points for calculating and tracking the
position and posture of the human body. The skeleton points
collected by the H36m dataset [30] and the NTU RGB+D
dataset [30] were 25.

The positions of all points can be described as a vector as,

Xi = [xl’xZa X3, .. .XK]T e RK*3 (1)

where X; is continuous. Let the x; = [xix (), xiy (1) , Xiz (1) ]
reflects the 3D joint positions. Then the displacement vector
of the node is as follows,

xi (1) = [xi (1), xiy (1), xi ()] @

where 1 <t < T andt € Z, and x; (¢) is continue. Through
calculating the derivative of the position vector concerning
time, the speed and direction of each key point can be got as
follows,

i (1) = [hix (1), Xy (1), i ()] 3

where x; (¢) is continue. During the process of posture change,
the limbs are moving with the connected joints, which can
be represented by vectors between adjacent joints. The unit
vector from x; to x; labeled v;; as follows,

vij (1) = x; (1) — x; (1) “

where i and j represent two adjacent joints, respectively.
When the posture of the human body changes, the changes in
the limbs labeled V are estimated by calculating the changes
in the joint points as follow,

Vi (t) = x; (1) — % (1) ®)

where Vij (t) is continue. The position and change trend of
each joint key point and limb can be estimated according
to the above equations. In different postures, the joints have
different position features.

There is a natural connection between human skeleton
joints. Let the G = (E, V) to represent the human posture
in a static frame, where V represents the set of limbs and
represents the set of joint points. A binary adjacency matrix
is set to represent the skeleton relationship as V € {0, 1}5*K,
When the i-th and j-th individual joints are connected, set
the A;; = 1, otherwise A;; = 0. In addition, when only the
edge features are considered, the diagonal of the adjacency
matrix is 0. The characteristics of its nodes are considered as
A=A+1.

B. PROGRESSIVE GRAPH ATTENTION MODULE

Progressive decoding refers to the gradual acquisition of
information from images in an incremental manner, start-
ing from low resolution and progressing to high resolution.
Similarly, the progressive decoding of skeletal keypoints is
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proposed, proceeding from the trunk to the limbs, and itera-
tively extracting low-level to high-level pose features.

In posture or movement recognition tasks, there is a hid-
den movement chain between the key points of the skeleton
that spreads from the torso to the limbs. For example, the
torso dominates the shoulder, and then dominates the move-
ment of the elbow and wrist, and the movement speed and
displacement of the torso, shoulder, elbow and wrist show
a significant increasing relationship, which indicates that
during the movement process, The limbs of the body can
usually show richer feature information than that of the trunk.
Therefore, the key points of the skeleton are decomposed into
multiple levels from the trunk to the limbs, and the layers
progressively represent the information of the key points of
the skeleton. In the process of decoding the key points of the
skeleton, the features of each level are gradually extracted
iteratively from the lower level to the higher level, and the
features of each level contain the information of the previous
level. Further down the hierarchy will contain more granular
information.

The progressive decoding of skeletal keypoints offers the
advantage of effectively capturing the structural information
of human posture from a macro to micro perspective, thereby
enabling more precise representation of movements or pos-
tures.

As depicted in Figure 2, assuming that all skeletal key-
points are present in the set D, the yellow point in step 1 is
selected as the root node, and the yellow nodes at a distance
of 1 from the root node in step 2 are assigned to level 1.
Similarly, the yellow nodes at a distance of 2 from the root
node in step 3 are assigned to level 2, and the yellow nodes
at a distance of 3 from the root node in step 4 are assigned to
level 3. During the process of progressive decoding, the state
sequence is as follows:{n = 0, 1, ... N}, the root node serves
as the initial input to the network, and the nodes in each level
are subsequently fed into the network. The input sequence is
as follows:

X, = [x,gU, x®, X,g3>] ©6)
step1 step2 step3 step4
Qé«g Q
540 S’ié’@
R PR )
5 b 5/ b (‘)/‘
' i !

FIGURE 2. Graph progressive decomposition example.

Each decoding level is associated with a corresponding
subgraph structure, which can be decomposed into a tree
structure network with K channels. These tree nodes undergo
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graphical filtering to obtain channel characteristics, as illus-
trated in formula (10).

Huie = 0 (fu (A) XaWar) )

where the W,  is the training weight corresponding to the
k-th filter, then the nonlinear function is used for the fre-
quency representation of the scatter plot. The f, x (A) is a

parameter matrix based on A, which designed to represent
the implicit interaction of nodes in the motion subgraph.
According to the set number of filters, the given filtering
formula is as follows:

fok (A) -

Assuming that all edge weights are positive, only the low
frequency is retained to enhance the smoothness, while other
filters follow different band-pass characteristics in turn to
enhance the diverse motion characteristics of other joints.

The structure of the progressive decoding module is illus-
trated in Figure 3. Initially, temporal encoding is conducted
for the unsegmented long-term skeletal sequence, and the
behavior recognition problem is formally defined as follows:
For a sequence of length T, at any time t, a real behavior
label y; . denotes the action category, where ¢ represents the
corresponding action category. Consequently, based on dif-
ferent sampling intervals, each sequence can be divided into
T/m non-overlapping fragments during the training period,
with each fragment composed of m frames. These distinct
sampling intervals encompass time information at various
scales, and each segment contains feature information of
different scales. As a result, multi-scale samples are provided
as input to the decoding module. The decoding module con-
sists of 21 layers, where the first 7 layers have 64 output
channels, the middle 7 layers have 128 output channels, and
the last 7 layers have 256 output channels, thereby obtaining
a 256-dimensional feature vector for each sequence. Addi-
tionally, an attention layer is added to each graph filter to
perform adaptive fusion of all channel information, and the
fused information is then provided to the feature matching
module. The weight based on adaptive computation measures
the importance of each channel in the subgraph. Given a
channel H,, the fusion feature of the subgraph is expressed
as follows,

A k=0
I+A k=1 (8)
AT k=2,..K

H, = wrHp i ©)

where the wy is the correlation fraction of the k-th channel,
which is calculated through,

_ exp (RuLu (a (;LH,” I /LH,,J)))

> ek ep (RuLu (a (uHyi | wHyk)))
where the u is the weigh, which participates in the correlation
calculation of the two channels as a shared parameter, and

|| splices the two features. Then the a () maps the spliced
high-dimensional features to a real number and normalizes

Wi (10
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FIGURE 3. Progressive decoding network structure.

them to obtain weights. Note that each node sees itself as its
neighbor.

C. FEATURE MATCHING MODULE
The module searches for the most differentiated local
responses by matching local features at each position of the
feature map. The channel features obtained from the progres-
sive decoding module subgraph are converted into a set of
convolution kernels, and another feature map is convoluted to
obtain the response value of each position, and then the local
part with the highest response is obtained by global pooling.
Firstly, the channel features produced by the image fil-
tering in the progressive decoding module are concatenated,
and subsequently, the skeleton sequence of the query set is
transformed into a feature graph with dimensions of (M, c,
h, w), where M represents the number of query samples,
c represents the number of sample frames, h, and w represent
the number of subgraphs and subchannels, respectively. For
each sample in the query set, the 1*1 region at each position
of the feature map is selected as the local convolution ker-
nel. Subsequently, Mhw convolution kernels of size c*1*1
are formed to perform mutual convolution operations on the
feature maps of the support set samples. The mathematical
expression is as follows.

Four = pooling (conv (Fn, Fq)) (11)

where F,,,, represents the local features obtained by travers-
ing the convolution operation, F, represents the feature
map generated by the support set samples, where n €
[1,2,...,N]is the number of each feature map, F, refers
to the convolution kernel corresponding to each feature map,
where ¢ € [1,2,..., Mhw] indicates the number of con-
volutional kernels, and Polling refers to the global pooling
operation. For the samples of the support set, the same
operation is performed, and each different category in the
support sample contains only one sample of data. The fea-
ture matching process is shown in Figure 4. The feature
map goes through a normalization layer and a fully con-
nected layer. The normalization layer converts the eigenval-
ues into [1, O] intervals to alleviate the gradient disappearance
problem and accelerate the training speed of the network.
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FIGURE 4. Feature matching module.

The fully connected layer is used to aggregate feature infor-
mation. The SoftMax activation function outputs the category
probability of each sample. The mathematical expression is as
follows.

Miur = softmax (BN (FC (BN (Fyut)))) (12)

where My, € RV*M is the mutual similarity matrix, and each
item represents the matching score between the samples in
the query set and the samples in the support set. M and N
refer to the batch size and the number of action categories,
respectively.

In addition, the self-matching branch is set to learn the
features of the samples in the query set, which is the same
as the calculation method of the mutual matching branch. The
difference is that the two feature maps of the convolution ker-
nel and the convolution are both from the query set samples.
The goal of the branch is to extract the same area of the query
sample. The mathematical description of the self-matching
branch is as follows.

Fep = pooling (conv (Fm, Fq)) (13)
Myeyp = softmax (BN (FC (BN (Fself)))) (14)

where F}, represents the feature map generated by the query
sample, m € [1,2, ..., M].Mg € RM*Mig the self-similar
matrix of the query sample, and the elements represent the
matching degree of each query sample. In the self-matching
matrix, after repeated training and learning, the matching
degree of the same category of samples increases, and the
similarity between different categories of samples gradually
decreases to distinguish visually similar skeleton data.

D. LOSS FUNCTION

According to the similarity matrix and the one-hot code label,
the loss function of the model is defined. The position corre-
sponding to the two samples of the same category is set to 1,
and the other positions are set to 0. The higher the similarity
between the two samples, the more likely the corresponding
actions belong to the same category. The loss function is in the
form of focus loss. By weighting the cross-entropy loss and
increasing the attention to similar data in the training process,
the mutual matching loss can be expressed as follows.

1—P,, else
1
N

P am = 1
Py = [ nm Ynm (15)
L, = nyzl Z%:l (1 = Pym)* 108 pum (16)

VOLUME 11, 2023



X. Zhao et al.: Progressive Decoding Strategy for Action Recognition

IEEE Access

where P, € [0, 1] represents the predicted value of the
matrix output of N*M. The N and M refer to the number of
samples in the support set and the query set, respectively. The
self-matching loss is weighted in the same way.

1
M
where M is the number of samples in the query set, the is set
to 2. the self-matching loss only participates in the training
process, and the number of query samples in the test is not
limited. The total loss is obtained by summarizing mutual
matching and self-matching. The support set is used as the
labeled sample, and its credibility is higher than the query set
self-matching. Therefore, the weighted parameter is used to
balance the importance of the two losses, so that the mutual
matching loss is dominant.

N SM (= Py logpum  (17)

loss = L, + wLg (18)

The value of the weight w is given in the experiment.

IV. EXPERIMENT

A. DATASETS

Two public datasets are collected: NTU RGB + D [31] and
Human36M Dataset [30]. Each dataset has different scenarios
and falls situations, and the dataset details are as follows,
NTU RGB + D contains 3D skeletal information of 60 types
of actions, a total of 56880 samples, of which 40 types
are daily behavior actions. The Human36M dataset contains
30,000 human poses from 17 scenarios and was collected by
11 testers.

The model is implemented on the NVIDIA TITAN V GPU
by PyTorch 1.4. The Adam is used to train the model, the
learning rate is set to 0.0005, and the batch size is set to 16.
There are 100 epochs used to train.

B. MODEL TEST EXPERIMENT
Figure 5 and Figure 6 display the confusion matrices for
partial classification results obtained from the NTU-RGB+D
60 and NTU-RGB+D 120 datasets, respectively. The figures
reveal that the proposed model performs better in classi-
fying certain actions with distinct characteristics, such as
“falling down”,“punch” and “put on glasses”’. Moreover,
the model demonstrates effective recognition of visually sim-
ilar behaviors, such as ‘““clapping” and ‘“‘rub two hands,”
which indicates the efficacy of filtering enhancement and
feature matching in distinguishing similar behaviors.
Howeyver, it still does not work well on some actions,
such as “writing”, “typing” and “put on back”.There is
still a degree of confusion. This is because the size of the
convolution kernel obtained from the query features is fixed,
the global dynamic features cannot be obtained, and the
discriminant weights are inaccurate for the long term motion
in the time series. This is because the current dataset focuses
on short-term behavior, and there is not too much design
model for long-term conditions. In addition, it is found in the
experiment that this method has significantly lower accuracy
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Put on Rub two Falling Put on
Writing glassesClapping Tuping hands Punch  down Kicking Salute back

Writing 0.0 0.04 0.01 0.0 0.0 0.0 0.01 0.0

Put on

glasses 0.01 0.0 0.0 0.0 0.0 0.0 0.01 0.0

Clapping{ 0.0 0.01 0.01 0.0 0.0 0.0 0.01
Tuping{ 0.06 0.0 0.0 0.0 0.01 0.0 0.0

Rub twol 69 901 0.0

hands 0.0 0.01 0.0 0.0

Punch{ 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Fallire] 001 00 00 001 00
own

0.0

Kicking{ 0.01 0.0 0.0 0.0 0.01 0.0

Salute{ 0.0 0.0 0.0 0.02 0.0 0.0

P";"" 0.0 0.03 0.0 0.0 0.0 0.0
ack

FIGURE 5. NTU-RGB+ D 60 dataset confusion matrix.

Put on Rub two Falling Put on
Writing glassesClapping Tuping hands Punch  down Kicking Salute back

Writing JUR:T4 0.0 0.0 0.09 0.01 0.0 0.0 0.01 0.02 0.0

Put onf ¢ ¢ 0.91 0.02 0.0 0.0 0.02 0.0 0.01 0.04 0.0

glasses

Clapping{ 0.0

Tuping{ 0.11

Rub two
hands 0.0

Punch{ 0.0

Falling| o o
down

Kicking{ 0.03

Salute{ 0.0

Put on
back 0.0

FIGURE 6. NTU-RGB+ D 120 dataset confusion matrix.

in dealing with incomplete action sequences, and it is difficult
to infer action categories, which will be the focus of future
work.

C. ABLATION EXPERIMENT

The effect of weight on the model has been evaluated on the
NTU RGB + D dataset, which determines the proportion of
self-matching loss in the model loss function. The average
accuracy of 3,000 iterations before the convergence point is
calculated as shown in Table 1. When w is O or 1, it means
that only Ls; and L, are used for training. The accuracy
interval refers to the maximum relative difference between
the accuracy and the convergence point accuracy in the itera-
tion before convergence, which represents the absolute value.
The accuracy is low when only a single matching branch
is used, and the accuracy of the self-matching branch is
significantly lower than that of the mutual matching branch.
In the absence of labeled samples, the self-matching branch is
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TABLE 1. Loss weight ablation experiment.

w |accuracy (%)|Precision interval
0 63.05 1.29
0.3 65.53 1.14
0.4 69.21 1.54
0.5 68.36 1.63
0.6 65.50 2.16
1 54.88 4.09

similar to unsupervised clustering. The greater the weight of
the branch, the stronger the randomness of the model. When
set to 0.4 and 0.5, the accuracy is higher, indicating that the
information of the two branches complements each other,
and the performance in recognition accuracy is significantly
improved. In the subsequent experiments, was set to 0.4.

For the progressive decoding module, ablation experiments
are conducted with varying numbers of filters to investigate
the impact of filtering features at each decoding level on the
recognition performance.The results are shown in Table 2.
It can be seen that when the filter is 0, the feature matching
is directly performed using the skeletal joint point coordinate
sequence. As the filter increases, the feature map obtained
from the skeletal data is larger and the recognition accuracy is
higher. When the number of layers is 2 or 3, a higher accuracy
is achieved. This is because when the number of filters is too
large, the skeleton graph is decomposed excessively so that
the key differences of different behaviors are split and cannot
be effectively identified. Considering the influence of the
number of frames contained in the sample in the progressive
decoding module on the recognition effect, the behavior sam-
ples are temporally encoded with multiple different frames,
and the number and information of the generated query set
samples are different. The ablation experiment results are
shown in Table 3. None means that no temporal coding is per-
formed, the sample is directly used as the element of the query
set, and the joint point coordinates are convoluted according
to the adjacency matrix. When 5 frames are selected as query
and support samples, the optimal recognition accuracy is
obtained.

TABLE 2. Filter layer ablation experiment.

Filter|accuracy (%)|Precision interval
0] 49.28 4.59
1 52.94 3.44
2 65.21 2.87
3 68.08 2.64
4 64.81 2.55

D. COMPARISON WITH OTHER

Query set and support set were established to conduct
comparative experiments with mainstream behavior recog-
nition algorithms on the NTU RGB + D60 dataset, NTU
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TABLE 3. Sampling interval ablation experiment.

sampling [ 1-shot Acc(%) 5-shot Acc(%)
interval Top-1 Top-5 Top-1 Top-5
None 42.28 51.48 43.01 54.10
1-frame 51.65 73.87 62.21 75.17
2-frame 58.50 78.14 66.25 79.94
3-frame 62.44 83.64 70.19 80.87
4-frame 70.84 90.28 74.70 85.08
5-frame 71.01 92.87 75.42 87.21
6-frame 68.05 90.70 70.21 84.99

TABLE 4. comparison on NTU RGB + D 60 dataset.

models 1-shot Acc(%) 5-shot Acc(%)
Top-1 Top-5 Top-1 Top-5
HCN[32] 53.6 80.3 59.1 78 4
2stream-3DCNN|[33] 55.1 85.6 62.7 83.6
FC[34] 60.9 93.7 64.2 85.8
TCN [37] 64.8 93.8 66.8 92.5
Dynamc GCN [45] 70.2 94.1 74.3 91.2
AdaSGN [30] 71.3 96.1 76.3 91.8
ST-TR|38] 71.6 94.6 75.3 91.2
Eff-GCN|[39] 70.3 93.8 76.4 90.8
STST40] 728 96.3 771 92.3
Ours 73.7 97.4 78.3 92.8
TABLE 5. comparison on NTU RGB + D 120 dataset.
models 1-shot Acc(%) 5-shot Acc(%)
Top-1 Top-5 Top-1 Top-5
HCN[32] 10.6 69.5 55.3 70.2
2stream-3DCNN][33] 45.2 75.6 59.4 81.6
Dynamc GCN [45] 51.2 87.9 61.2 85.4
AdaSGN [36] 53.8 86.0 60.8 85.5
TCN [37] 46.5 84.8 60.3 86.1
MST-GCNJ41] 50.4 83.1 63.3 84.0
Ta-GCNJ[42] 52.8 86.0 60.8 85.3
Shift GCN++[43] 53.4 855 61.1 38.3
2s-STA-GCN[44] 51.6 84.7 60.7 87.4
Ours 58.8 89.4 69.4 88.5
TABLE 6. comparison on human36m dataset.
models Top-1| Top-5
HCN[32] 453 | 52.4
2stream-3DCNN|[33] [ 50.8 | 59.1
FC [34] 57.7 | 63.6
Dynamc GCN [45] 63.2 | 66.9
AdaSGN [36] 64.4 | 73.4
STRM[35] 64.8 | 72.0
TRX[24] 65.1 | 73.4
ST-TR[38] 63.0 | 72.5
Eff-GCN[39] 63.8 | 74.4
STST[40] 65.3 | 72.5
MST-GCN[41] 65.7 | 71.0
Ours 70.4 74.9

RGB + D120 dataset, and Human36m dataset using the
proposed method. The average value of repeated experiments
was taken as the final result, and the results were shown
in Table 4, Table 5 and Table 6 respectively. The selected
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mainstream behavior recognition algorithms include CNN
method [32], [33], RNN method [34] and graph neural net-
work method [36], [37], [38], [39], [40], [41], [42], [43],
[44], [45]. It can be seen that in a single recognition task,
our method is significantly better than other models, among
which the performance of CNN is poor, because CNN’s
convolution kernel size is fixed, it is not suitable for pro-
cessing data with a long time series, and the key sparse
information of the represented behavior will be lost due to
the increase in the number of convolution layers. The RNN
based method can effectively capture the time-dependent and
dynamic evolution of bone sequences, and the recognition
performance is improved, but the problem of gradient dis-
appearance still exists. The method of graph neural network
is not limited by bone connection and learns the connection
and relationship between bones through the graph structure
between joints, and the model performance is better than the
previous method.

In the five recognition tasks, our method achieves the
highest accuracy, but there is no gap compared with the
better algorithm. This is because the self-matching mecha-
nism increases the differentiation degree of such data in the
weight in order to distinguish similar but different behavior
samples. In the recognition results, if there is a classification
situation that the result generated by the matrix is different
from the real label, The model will reduce the feature weight
of local differentiation, thus increasing the probability of
correct samples with similar feature information being mis-
judged, resulting in a decrease in the accuracy of top5 results.
Comparative experiments show that the proposed model is
superior to the mainstream methods in top1 and top5 behavior
recognition tasks, and has good generalization on different
datasets.

V. CONCLUSION

In this paper, a small sample behavior recognition method
based on a progressive decoding strategy is proposed. The
network consists of two modules: the progressive decoding
module realizes the feature extraction of skeleton sequence in
time and space dimensions, and the feature matching module
realizes local matching by constructing the kernel to perform
convolution operations between feature maps. This matching
method allows more attention to the information part of the
feature map generated from the skeleton sample. The samples
in the query and support set are used as input, and a similarity
matrix is an output, where each element represents the simi-
larity between the skeleton sequence in the query set and the
skeleton sequence in the support set. Through experimental
verification of two public data sets, the proposed method
has better recognition accuracy and generalization of small
sample behavior.
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