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ABSTRACT Nowadays, news text information is exploding, and people need more and more heterogeneous
news content. Therefore, news text topic identification is needed to help viewers quickly and accurately
screen and filter news related to their interests to save time and energy. The Latent Dirichlet Allocation(LDA)
model is the most commonly used method for text topic identification. The optimal number of topics
must be specified in advance when using the LDA model to extract topics in previous studies. However,
selecting the too-large or the too-small number of topics significantly impacts the final results of LDA
topic models, directly determining the quality of topic extraction. Moreover, the news text datasets from
social media are very time-sensitive, and the combination of temporal and semantic modeling has not been
considered in past studies of news topic identification. This paper proposes an adaptive optimal topic number
determination method for fusing semantic and temporal information in news datasets to address the existing
problems. Semantic and temporal are first extracted in this method as two different views. Then, density
peak clustering of multi-view information fusion is performed based on the two obtained feature vectors.
The clustering results are used as the final optimal number of topics. To demonstrate the effectiveness of
the proposed method, this paper compares the performance of four traditional methods for determining the
optimal number of topics with the performance of this paper’s method on public datasets. The results show
that the optimal number of topics considering semantic and temporal factors is significantly better than
the other four traditional methods regarding F-value, PMI scores, and MI scores. It performs well in other
indicators as well. The above experimental results show that the method proposed in this paper combines
the temporal and semantic of news data to determine the optimal number of topics of news text, which can
improve the accuracy of selecting the optimal number of topics in the LDA model and the effectiveness of
the topic identification of news text to some extent. It can help viewers better understand and utilize the
massive news text information. In addition, the method also broadens the idea of identifying and mining
unique datasets from multiple perspectives.

INDEX TERMS LDA model, multi-view information fusion, optimal number of topics, news topics, social
media data mining.

I. INTRODUCTION
In recent years, with the rapid development of Internet tech-
nology, the amount of information people obtain, especially
text information, has grown exponentially. News information
has become an essential source of information we receive
daily because of its real-time, fast and widespread dissem-
ination. Therefore, there is a need for methods such as
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news topic identification to enable viewers to quickly and
accurately obtain helpful information from the vast amount
of news datas. News topic identification refers to acquir-
ing essential and representative information from large-scale
news text datas and is widely used in topic detection and
tracking [1], [2], [3]. Analyzing a large amount of news text
data and mining hidden topic information can help users
quickly obtain critical news topics and reduce the time spent
browsing massive information. The analysis of hot spots and
news information of interest to users can assist related fields
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in predicting the future market and provide the necessary
basis for judgment and decision making. It can also help the
government monitor public opinion and prevent risks, all of
which are of great practical significance.

The topic model is a statistical model that can discover
abstract topics in text datasets and is often used to mine
the semantic information implied in the text. It is a hot
research subject in the field of natural language processing
and a critical step in news topic identification technology. The
topic model was first derived from Latent Semantic Index-
ing(LSI) [4], which is to transform word frequencies into
a matrix of singular values by using singular value decom-
position to remove the smaller singular value vectors and
retain the largest few singular values. This approach can map
document vectors and query vectors from word space to topic
space but cannot handle synonyms and polysemous words.
Hofmann [5] proposed the Probabilistic Latent Semantic
Indexing (PLSI) model, representing the word process in the
generated documents as a probabilistic statistical model. It is
the second breakthrough of the topic model. However, the
PLSI model only obtains a topic mixture ratio by fitting a
finite number of documents in training set without describing
the process of documents with a suitable probability dis-
tribution. This may lead to a linear increase of the model
parameters with the number of texts. It isn’t easy to obtain
a suitable probability for documents outside the training set.
Therefore, to address these issues, the Latent Dirichlet Allo-
cation(LDA) topic model [6] is proposed.

The LDA topic model is modeled by introducing two
Dirichlet prior distributions for the topics and the feature
words corresponding to the topics, thus achieving a dimen-
sionality reduction effect that allows the model parameters
to not increase with increasing text datasets. Therefore, it is
suitable for large-scale datasets. However, when modeling
with LDA, the number of topics must be set in advance. The
selection of the size of the number of topics will directly
affect the model’s performance. The current research still has
no suitable method for determining the optimal number of
topics.When using LDAmodels for news topic identification,
many studies do not consider that news text data are very
time-sensitive and do not fuse temporal and semantic mod-
eling. People will focus on recent events rather than paying
particular attention to past historical information. Based on
the above problems, this paper adaptively determines the
optimal number of topics for the LDA model in news topic
identification by fusing semantic and temporal information.
It makes the LDA model more effective in the identification
of news topics. Moreover, it can help viewers to understand
and utilize the massive news text information quickly and
better.

II. RELATED WORK
A. DEVELOPMENT AND USEFULNESS OF THE LDA
LDA is a topic probability generation model that can rep-
resent essential text information in terms of the probability

distribution of multiple latent topics. The result can be viewed
as a Bayesian probabilistic graphical model containing three
layers of documents, topics, and words. Blei et al. [6] solved
the problem that the number of parameters increases as the
text dataset increases in the probabilistic latent semantic anal-
ysis(PLSA) model by introducing the Dirichlet distribution.
Thus, the LDA model is proposed. Since then, many scholars
have improved the LDA model according to the actual situa-
tion. Rani and Lobiyal [7] proposed a tagged LDA extracted
text summarization method based on topic modeling for
Hindi novels and stories. They used a smoothing technique
to process and diversify the content summaries. Then they
evaluated the validity of the generated summaries based on
gist diversity, retention ratio, and recall-oriented understudy
for gisting evaluation(ROUGE) score. Ramage et al. [8] pro-
posed a Labeled LDA model, which constrains the topics of
LDA by defining the correspondence between potential top-
ics of LDA and users’ labels so that Labeled LDA can learn
word-label correspondence directly and Labeled LDA pos-
sess more performance capabilities compared with traditional
LDA. Liu et al. [9] proposed a multi-attribute LDA model,
which considers microblogs’ temporal and hashtag attributes
in the topic analysis. With the time variable, the model can
decide whether a word should appear in the trending topics
or not, and with the hashtag variable, the model can rank the
core words in front of the results, thus improving the model’s
expressiveness. WhenWatanabe and Baturo [10] investigated
how the topic model automatically performs content analysis
to make the content analysis more topic-specific and the topic
classification more theoretically grounded, they proposed a
Seeded Sequential LDA model, which was fitted using an
iterative approach by ranging the number of topics, K, in the
range of [3, 60] on the text of 1,000 speeches represented
by the United Nations General Assembly. Moreover, the
topic dispersion scores for three different topic granularities
were calculated correspondingly. Finally, the topic dispersion
scores determined K, and the optimal number of topics was
utilized for relevant content analysis.

These improved LDA models have been widely used
in natural languages processing and information retrieval,
such as text dimensionality reduction, sentiment analysis,
and topic identification. Crain et al. [11] used the LDA topic
modeling approach to reduce dimensionality in text analysis
with bag-of-words representations by collapsing terms with
the same semantics together, thus identifying and eliminating
terms with multiple meanings and obtaining low-dimensional
document representations reflecting the concepts rather than
the original ones. Wu et al. [12] proposed a short text cluster-
ing algorithm (Supervised Keyword Propagation for Latent
Dirichlet Allocation, named SKP-LDA) based on senti-
ment word co-occurrence and knowledge symmetric feature
extraction using the traditional LDA model. Since sentiment
word co-occurrence entirely takes into account different short
texts, by assigning sentiment polarity to short microblogging
texts and by introducing the knowledge pairs of topic-specific
and topic-relationshipwords into the LDAmodel, it can better
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and accurately respond to semantic information and effec-
tively improve the reasonableness of the analysis of online
public opinion. Bastani et al. [13], in order to identify themes
in the text of Consumer Financial Protection Bureau (CFPB)
complaint narratives and to explore the trends associated with
them over time, they propose an analytical approach based
on the LDA model, which incorporates temporal trends to
assess the effectiveness of CFPB regulations and expectations
for financial institutions in creating a consumer-oriented cul-
ture that allows for more efficient investigations to improve
the experience of the consumer. Yang et al. [14], in order to
mine Chinese government data governance policy themes
and analyze the theme evolution path, using 443 government
data governance policies above the provincial and ministerial
levels in China as the data source for the experiment, LDA
theme model identification was performed to identify the
number of policy themes under different time windows. The
peak of consistency scores was used as the optimal number
of themes. The corresponding optimal number of themes for
the three periods of germination, exploration, and develop-
ment are finally identified. Zhou et al. [15] used Citibank’s
2019 annual report as a data source and analyzed Envi-
ronmental, Social, and Governance (ESG) factors with the
LDA model. They calculated the complexity and drew com-
plexity curves to determine the optimal number of themes,
which provided a reference for analyzing economic, non-
economic, Corporate Social Responsibility, and sustainable
development.

B. OPTIMAL TOPIC NUMBER SELECTION IN LDA
Excellent results have been achieved in all of these areas.
However, the selection of topic numbers significantly impacts
the final result of the LDA topic model, which directly deter-
mines the quality of topic extraction. The current work is
mainly based on the perplexity, hierarchical Dirichlet pro-
cess, and Bayesian model to determine the size of the topic
number, but all these methods have many shortcomings.
The perplexity is the traditional method used in the LDA
model proposed by Blei et al. [6]. They used an idea simi-
lar to exhaustive enumeration to take the number of topics
used in the model with the lowest perplexity as the optimal
number of topics. However, the number of topics selected
by this method is usually large and has more disturbances.
Teh et al. [16] proposed using a hierarchical Dirichlet process
to adaptively obtain the optimal number, but this method is
relatively inefficient. Later, some scholars proposed using the
Bayesian nonparametric model to obtain the optimal number
of topics, which has high computational complexity and does
not have good generalization ability. In addition, in the text
extraction results, each topic has a certain degree of similarity.
The LDAmodel has the disadvantage that the extracted topics
are not highly correlated. It cannot distinguish topics with
higher similarity well, and it is also challenging to reflect
the critical contents of the original text. To make the sim-
ilarity between the topics extracted by the topic model as
small as possible, many scholars have further improved the

model from various perspectives, such as semantic, tempo-
ral, and corpus. Cao et al. [17] introduced the Density-Based
Spatial Clustering of Applications with Noise (DBSCAN)
algorithm to measure the relevance between topics and find
the optimal LDA model by iteration. Li et al. [18] intro-
duced category information into the existing LDA model
feature selection algorithm and constructed a Support Vector
Machine(SVM)multiclass classifier on the implied topic-text
matrix to address the problem that traditional feature selec-
tion methods generally ignore the semantic relationships
between words. Zhao et al. [19] proposed determining the
optimal number of topics in the LDA model by the rate
of change of the perplexity. He et al. [20] used JS scatter
to calculate the relevance between topics and selected top-
ics with high similarity. Huang et al. [21] introduced Term
Frequency-Inverse Document Frequency (TF-IDF) based on
the traditional LDA model, which can adjust the weight of
words and perform fast calculations without considering the
influence of word position in the document and can extract
keywords in a shorter article length. Wang et al. [22] trans-
formed the text topic cluster number selection problem into
a clustering problem and demonstrated the effectiveness of
clustering. Hasan et al. [23] proposed two new methods, nor-
malized absolute coherence (NAC) and normalized absolute
perplexity (NAP), for determining the optimal number of top-
ics. In addition, Gan and Qi [24] constructed a comprehensive
index of perplexity, isolation, stability, and coincidence to
effectively identify the optimal number of topics in the LDA
model based on the requirements for selecting the number of
issues. Lu et al. [25] proposed a new adaptive LDA model,
which employs new evaluation metrics to determine the opti-
mal number of topics to be extracted from the SNS dataset,
and finally verifies the model’s performance through exper-
iments. When Fernandes et al. [26] used the LDA model for
clustering text, the model’s output was probabilistic, which
led to poor results in the first run. Therefore they used the
LDA model recursively and utilized a hierarchical Dirichlet
process to determine the selection of the optimal number
of topics.These improved methods(such as only changing
the data and considering a single perspective) refine topic
extraction. In a short few scholars consider the method of
analyzing from multiple perspectives together, and it has
some shortcomings.

In summary, regardless of the traditional perplexity
method, the hierarchical Dirichlet process, the Bayesian
model, and the use of similarity to determine the optimal
number of topics for LDA, there are still problems such
as high computational complexity, high cost consumed, and
poor topic extraction effect. Therefore, this paper uses text
clustering to construct a new clustering method to determine
the optimal number of topics for LDA.

C. NEWS TOPIC IDENTIFICATION
Although there are many news text sets, they all have the
characteristics of incomplete sentences and vital timeliness,
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so uniquemethods are needed to identify news topics. In most
related works, scholars are still based on the most classical
LDA probabilistic topic model to identify news topics and
obtainmore accurate topic words by improving themodel and
adding some constraints [27]. Dai and Sun [28] performed
news event identification by removing topic-specific stop
words from each story and selecting some named entities
as part of the feature. Trilling and Hoof [29] proposed the
introduction of news events as a theoretical argument for the
level of analysis and discuss several feasible computational
methods to empirically detect news events in a large corpus
of news reports in an unsupervised manner. Shao et al. [30]
improved the traditional LDA model in two stages in order
to address the shortcomings of text information omission
and the slow speed of the algorithm when applied to news
classification. Daud et al. [31] proposed a hyper-parameter
optimized SVM to classify news articles into a category of
articles with the specific same topic. Some scholars use the
word to all documents and word co-occurrence for topic
modeling to reduce the impact of sparse news text data.

Since news datasets are very time-sensitive compared to
other datasets, many scholars have also added the time fac-
tor to the model and verified its effectiveness. Stilo and
Velardi [32] disaggregated time series by using a symbolic
aggregation algorithm and introduced them into news text
clustering. Then, they verified through many experiments
that time series have a particular influence. Some scholars
have also modeled temporal dynamics by using the topic
distribution of the previous time step in news text data to
infer the current topic from continuous data. García-Méndez
et al. [33] proposed an LDA model-based topic detection
method for financial news, which helps investors to detect
relevant financial events in unstructured text resources by
considering relevance and temporality at the discourse level
to identify relevant text in financial news and predictions in
the text.

Through the analysis of related research works, this paper
concluded thatmost news topic identification did not consider
the LDA optimal number of topics, only added the temporal
sequence to the model to adjust the output of the model, and
did not model by fusion of the two views of the semantic
information and the temporal information about the text itself.
Therefore, this paper proposes a model that fuses seman-
tic and temporal information. Then, multiview clustering is
performed, and the number of clusters is set as the optimal
number of topics for LDA in news topic identification.

III. METHODOLOGY
A. MODEL FRAMEWORK
This paper is roughly divided into three steps: data
pre-processing for feature extraction, density peak clustering
for multi-view information fusion and topic extraction per-
formance comparison.

First, this paper pre-processes the obtained news text data.
Due to the particular characteristics of the language itself, the

FIGURE 1. The framework of MVFDC.

pre-processing methods are different for different languages.
Chinese requires word separation and removal of discontin-
ued words. In contrast, English generally does not require
word separation operations but pre-processing methods such
as spell checking, stemming extraction, and word type reduc-
tion. However, to deal with multi-word phrases in English
texts in the particular field of news, which will impact the
effectiveness of the semantic feature extraction, the phrases
in English have also been separated. Then, we take the
word embedding for the pre-processed text to obtain the
vector containing semantic information. Finally, the vector
with temporal information is obtained by temporal analysis
according to the time information corresponding to each
document.

This paper designs a density peak clustering method for
multi-view information fusion usingmulti-level feature learn-
ing and comparison learning methods to train the processed
semantic view vector and temporal view vector and obtain the
feature vectors of two views fused. Then, the obtained feature
vectors are subjected to density peak clustering to obtain the
final clustering results [34], [35].

The clustering results are used as the number of topics for
LDA for topic identification. This paper compare selecting
the number of topics based on the perplexity MPI scores,
C_UCI scores and UMass score by the experimental results.
We have compared the advantages and disadvantages of topic
extraction of the five methods.

The framework is shown in Fig. 1.

B. WORD EMBEDDING AND TEMPORAL VECTOR
EXTRACTION
The traditional word embedding models are one-hot rep-
resentation, bag-of-words model, n-gram model and other

92276 VOLUME 11, 2023



M. Zheng et al.: Adaptive LDA Optimal Topic Number Selection Method in News Topic Identification

discrete representations, and distributed representations such
as co-occurrence matrix. With the rapid development of
neural networks, models such as Word Vector Repre-
sentation(Word2Vec), Global Vectors for Word Represen-
tation(Glove), and Embeddings from Language Models
(ElMO) have been proposed one after another. Transformer
have been widely used recently due to the global modeling
capability of the self-attention mechanism, which is effective
in many tasks. BERT (Bidirectional Encoder Representations
from Transformers) [36] is a pre-trained language repre-
sentation model based on the Transformer model. Through
unsupervised training, it learns context-sensitive word vector
representations from large-scale text data and performs excel-
lently on many natural language processing tasks. Due to
its powerful representation capability and broad applicability,
BERT has become one of the current state-of-the-art models.
In the pre-training phase, BERT learns semantic represen-
tations through two tasks: language modeling and masked
language modeling. The language modeling task requires
BERT to predict the missing words in a given context, while
the masked language modeling task requires BERT to pre-
dict the words in the masked input sentence parts. With
this pre-training approach, BERT can model the contextual
relationships of words and sentences and learn rich and accu-
rate semantic representations. In the fine-tuning phase, the
pre-trained BERT model is used for specific tasks, which
involves adapting the model to specific downstream tasks
such as sentiment classification and named entity identifica-
tion. Many related studies have verified that BERT performs
strongly in various natural language processing tasks.

So this paper uses the BERT pre-training model to obtain
semantic word vectors, and is utilizing the masked language
modeling. The Chinese language model has 12 layers of
transformer blocks, 12 self-attention heads, 110 M param-
eters, and a large pre-training corpus of total 1B Chinese
characters, including BookCorpus, Baidu encyclopedia, news
corpus and other encyclopedias. The English language model
has 24 layers of transformer blocks, 16 self-attention heads,
340 M parameters, and a large pre-training corpus of total
3.3 B words, including Wikipedia, BooksCorpus, other ency-
clopedias. The model also uses the technology of Whole
Word Masking (WWM) [37] input for pre-training.

WWM is a masking technique whose goal is to better
handle the masking task in participle languages such as Chi-
nese to prevent words parsed into multiple subwords by the
participle parser from being partially masked, thus improving
the performance of the model. In the regular masking task,
BERT randomlymasks somewords in the input sequence and
then lets the model predict the masked words. Specifically,
in the general model input sequence, each selected word has
a 15% probability of being masked, of which 80% probability
is replaced by a special masking symbol [MASK], a ran-
dom word replaces 10% probability, and the remaining 10%
probability is kept unchanged. There are these three types of
masking in total. However, in participle languages such as

Chinese, where words are composed of multiple characters
and the participle is responsible for slicing the text into word
units, masking subwords without masking the complete word
may lead to confusion when the model handles such a task.
The core idea of WWM is to mask a continuous sequence of
words as a whole. Specifically, the original text is first divided
into sequences of words using a disambiguator. Then for
each word (such as phrases in Chinese) that is parsed by the
disambiguator into multiple subwords, all the word subwords
are masked. The advantage is that the model can consider
the complete word context in the masking task and better
understand and predict the masked words. It is important to
note here that the WWM technique is needed when dealing
with Chinese text because in Chinese, words usually consist
of multiple characters and a lexer slices the text into word
units; the motivation for WWM is to ensure that the model
considers the whole word as a unit in the masking task, rather
than dealing with each character or sub-word unit separately.
By masking all the subwords of a word together, WWM
allows the model to capture contextual information related
to the complete word, thus improving the accuracy of the
prediction.

In contrast, theWWMtechnique is unnecessarywhen deal-
ing with English text because English words can usually be
divided by spaces. In word-based or subword-based masking
techniques (word-based Masked Language Model), masking
individual characters or subwords can reasonably model the
English vocabulary. However, many experiments prove that
traditional individual masking degrades the model’s perfor-
mance when modeling in a specific domain or context due
to many specific phrases in the English text. In contrast,
whole-word masking can help the model to better capture
the semantic and contextual information at the word level.
In this paper, we need to obtain the contextual semantic
information of specific news text data, so both the Chinese
and English language models use the WWM techniques.
We show a concrete sample operation of theWWM technique
in Table 1. Only one of the three masking methods is shown
in the table(substituting the special symbol [MASK]).

The Chinese model in this paper utilizes the Chinese open-
source pre-training model jointly released by the Harbin
Institute of Technology (HIT) and Xunfei Joint Laboratory.
The model utilizes the Harbin Institute of Technology’s self-
developed Harbin Institute of Technology LTP (Language
Technology Platform) word segmentation tool. A series of
technical tools are used to reduce the cumulative error rate of
word segmentation, such as lexicon matching, statistical lan-
guage modeling, lexical annotation, unregistered word pro-
cessing, and regularization rules. The English model utilizes
the English open-source pre-trained model officially released
by Google, which utilizes the WordPiece word segmentation
tool. Some methods are also used to reduce the cumulative
error rate of word segmentation, such as: designingword lists,
handling unregistered words, considering contextual infor-
mation, and word segmentation tagging. Finally, we input the
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pre-processed text data into the pre-trained model to obtain
the semantic view vector for each word.

This paper implements temporal vector extraction
using a similar signal construction in the Efficient Dis-
tributed Co-training over Wireless Networks(EDCoW)
algorithm [38]. The obtained news dataset is divided accord-
ing to days. There are T days of data in total, and the temporal
vector of each word can be expressed in the following form.

Sw = [sw(1), sw(2), · · · , sw(T )] (1)

where sw(t) at each sample point t is given by the fraction of
DF-IDF, which is defined as:

sw(t) =
Nw(t) + λ1

Nt
∗ log

T∑
i=1

Ni

T∑
i=1

Nw(i) + λ2

(2)

where Nw(t) denotes the number of news texts which contain
word w and appear after sample point t − 1 but before t ,
and N (t)is the number of all news tests in the same period
of time. The problem of sparse data and zero denominators is
caused by certain words having zero occurrences in specific
periods. Therefore, we use the Add-Delta smoothing method
like λ1 and λ2 to solve the problem in this paper. Usually,
λ1 and λ2 are taken as positive numbers less than one and
are usually taken as 0.5. In this paper, we take λ1, λ2 in the
range of [0.1,0.9] with a step size of 0.1, perform a simple
pre-experiment on the two datasets we selected using feature
learning and contrast learning, and useAccuracy and Purity to
determine the optimal selection of λ1, λ2. The experimental
results are shown in Table 2. Based on the results of the exper-
iments, we set λ1 to 0.5, λ2 to 0.5 in processing Guardian data
and set λ1 to 0.3, λ2 to 0.7 in processing Sogou Lab data in
this paper. Finally, the temporal vector of each word can be
obtained.

C. DENSITY PEAK CLUSTERING WITH MULTI-VIEW
INFORMATION FUSION
In real life, an increasing amount of data are presented
in the form of multiple views, and the analysis and study
of multi-view data are beneficial for a more accurate
understanding and judgment to some things. In this paper,
we design a density peak clustering algorithm for multi-view
information fusion (named MVFDC). To reduce the adverse
effects generated by private information between views and
avoid directly fusing the features of two views, we construct a
multi-level feature learning model and use contrast learning
to achieve the goal of consistency between different views.
We use the trained model to obtain the information fusion of
two views that are fused. Then, the feature vectors of the two
views are concatenated. The obtained vectors are downscaled
to perform density peak clustering. Finally, the decision map
of density peak clustering is used to obtain the final number
of clusters. The specific algorithm steps are as follows.

Step 1: Set initial parameters, input data from two views
into the model, and map the original features into the
low-level feature space using autoencoders.

Step 2: Transform the low-level features into high-level
features and semantic labels using feature Multilayer Percep-
tron(MLP) and labelMLP, respectively, to learn the semantics
and clustering consistency of the two views in common.

Step 3: Modify the cluster labels obtained from the
high-level features by the maximum matching formula and
then fine-tuning the model by using the modified cluster
labels.

Step 4: Output the fused feature vectors by the decoder,
calculate the final total loss, and train the model by using the
total loss and the small batch gradient descent algorithm.

Step 5:Use the trainedmodel to perform forward inference
to obtain the feature vectors of the standard semantics of
the last two views after information fusion, concatenate the
two views’ vectors and cluster them using the density peak
clustering algorithm, use the decision tree to determine the
number of final clusters.

IV. EXPERIMENTS
A. DATA SOURCES AND PRE-PROCESSING
In this paper, we select two public datasets as shown in
Table 3, one is the Guardian dataset of English news, and the
other is the Sogou Lab dataset of Chinese news. TheGuardian
dataset has five categories: business, culture, politics, sports
and technology, with a total of 51,283 articles, as well as
the publication time corresponding to each news article. The
Sogou Lab dataset has seven categories: sports, automobile,
economy, entertainment, health, military, and education, with
700 articles and the corresponding news publication time.
Ninety percent of the data are used as the training set to train
the model, and ten percent are used as test sets to evaluate the
model’s strengths and weaknesses.

The text data of each news article are pre-processed. The
English text needs to remove the symbols of non-English
words and common stop words. In contrast, Chinese text
needs to be divided into words in addition to removing
non-Chinese characters and stop words due to the particular
characteristics of Chinese text. Since this paper studies par-
ticular news texts, we have also divided English words based
on particular English phrases in order to get better results.

B. IMPLEMENTATION
1) VIEW ACQUISITION
In this paper, the DF-IDF algorithm is used to extract the key-
words of each category of articles. The first 3000 keywords of
each category are selected for English, and the first 500 key-
words of each category are selected for Chinese according to
the data size. Then, the pre-trained language model BERT is
used for word embedding to obtain the semantic vector. This
paper select the pre-trained BERT model with a large corpus.
TheWholeWordMasking (wwm) training sample generation
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TABLE 1. Sample generation of WWM technology.

TABLE 2. Comparative experiments on the choice of parameters
λ1 and λ2.

TABLE 3. The information of the datasets in our experiments.

strategy is used. The details of the specific model parameters
are shown in Table 4.

The selected keywords are used as keys, and the corre-
sponding news text’s publication time is used as the value to
obtain a dictionary of words and time. Then, the number of
news items published per day is used as the key to obtaining
a dictionary of time and the number of texts. Finally, the
temporal vector is obtained using the two formulas of Eq. (1)
and Eq. (2).

2) OBTAIN THE VECTOR AFTER VIEW INFORMATION FUSION
This paper use the multi-level feature learning model and
contrast learning to obtain the feature vectors after infor-
mation fusion according to the two original view vectors.
The corresponding vectors of the two views are concatenated
together. To facilitate visual display, the TSNE package in
Python was used for dimensionality reduction, and density
peak clustering of the reduced data. Then we can determine
the final clustering results according to the decision map.

V. RESULTS ANALYSIS
As shown below, the obtained word vectors and temporal
vectors are used for density peak clustering for multi-view
information fusion to obtain the final decision map.

FIGURE 2. Decision chat for two datasets.

According to Fig. 2, there are 15 points with large hori-
zontal and vertical coordinates in the Guardian dataset, which
means that the data can be clustered into 15 classes. There are
12 points with large horizontal and vertical coordinates in the
Sogou Lab dataset, whichmeans that the data can be clustered
into 12 classes. The visualization of the clustering results is
shown in Fig. 3.

Evaluating the merit index of the LDA model gener-
ally uses the perplexity [6]. However, some work proves
that using perplexity alone is not a good choice. Therefore,
in order to make the experiments more adequate, this paper
selects four baseline methods to evaluate the advantages and
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TABLE 4. The information of the models in our experiments.

FIGURE 3. Clustering chat for two datasets.

disadvantages of the LDA model as well as to select the opti-
mal number of topics, which are Perplexity, Mean Pairwise
Inter-topic Variability (MPI), C_UCI, and UMass [39].More-
over, these four methods are compared with our proposed
method.

The expression for the perplexity is defined as:

perplexity(D) =


M∑
d=1

log p(wd )

M∑
d=1

Nd

 (3)

where D denotes the test set in the corpus, M denotes a total
of M documents, Nddenotes the number of words in each
document d , Wd denotes the words occurring in document
d , and p(Wd ) denotes the probability of the wordsWd arising
in the document.

First we define a formula for PMI calculation:

PMI (wi,wj) = log
Cofreq(wi,wj) + ϵ

freq(wi) ∗ freq(wi)
(4)

where PMI (wi,wj) denotes the point mutual information
for each pair of words (word i, word j), wi and wj denote
word i and word j, Cofreq(wi,wj) denotes the number of
simultaneous occurrences of word i and word j within the co-
occurrence window, freq(wi) and freq(wj) denote the number
of occurrences of word i and word j in the document, and ϵ

denotes for smoothing term.
The expression for the MPI is defined as:

MPI =

∑
t

∑
wi,wj∈ V

(PMI (wi,wj)/Nt )

K
(5)

The expression for the C_UCI is defined as:

C_UCI =

∑
t

∑
wi,wj∈ V

PMI (wi,wj)/Nt (Nt − 1)/2

K
(6)

The expression for the UMass is defined as:

UMass =

∑
t

∑
wi,wj∈ V

PMI (wi,wj)

K ∗ Nt
(7)

where t denotes topic t , Nt denotes the top Nt most represen-
tative words in topic t , and V denotes the set of these most
representative words.

The higher the probability of the model on the test set, the
smaller the perplexity, and the higher the MPI, the C_UCI
score and the UMass score as the number of topics increases.
In this paper, the number of topics is selected as [2:100] for
experiments, the topic model is trained on the training set,
the four indicators are calculated on the test set. The curves
of four indicators under the different numbers of topics are
plotted as follows.

From the results of Fig. 4 and Fig. 5, we can see that
in the Guardian dataset, when the number of topics is 40,
the perplexity level stops decreasing and tends to minimize,
so the optimal number of topics can be considered 40. When
the number of topics is 27, the MPI Score stops increasing,
so the optimal number of topics can be considered 27. As the
number of topics increases, U_uci Score and UMAsss Score
are negative and getting smaller. Therefore we can determine
the optimal number of topics as 11 and 8 based on these two
methods. Similarly, in the Sogou Lab dataset, the method
based on the perplexity can be considered 35, the method
based on the MPI Score can be considered 45, the meth-
ods based on the U_uci Score and UMAsss Score can be
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FIGURE 4. Curves of four indicators of Guardian dataset from 2 to 100.

considered 36 and 45 in the same way. Due to the small
amount of data, the curves of the Sogou Lab dataset are
more volatile. Therefore we choose to be the midpoint of the
smooth fluctuation.

In this paper, the Precision, Recall F-value [40],
AVGPMI(Average Point Mutual Information) and AVGMI
(AverageMutual Information) are used to evaluate the extrac-
tion effect of the LDA model. The Precision is used to
evaluate the proportion of correct topics among valid topics,
the Recall is used to evaluate the proportion of correct topics
extracted to the number of topics judged by experts, and
the F-value is the summed average of the two. AVGPMI
represents the average pointwise mutual information for all
topics extracted, and AVGMI represents the average mutual
information for all topics extracted. PMI can measure the
degree of association between words and topics, and MI can
measure the relevance of topics to each other.

P =
Tcorrect
Textract

,R =
Tcorrect
Tstandard

,F =
2 ∗ P ∗ R
P+ R

(8)

where Textract is the number of valid topics (the number of
interfering items removed), Tstandard is the number of topics
judged by the experts, and Tcorrect is the number of correct
topics (the number of valid topics included in the topics
judged by the experts). The number of topics judged by the
experts in this paper is the number of original categories in

two datasets.

AVGPMI (t,w) =

K∑
t=1

log2(P(t,w)/[P(t) ∗ P(w)])

K
(9)

AVGMI (ti, tj) =

∑
P(ti, tj) ∗ log2(P(ti, tj)/[P(ti) ∗ P(tj)])

K !

(10)

whereP(t,w) denotes the joint probability of topic t andword
w.P(t) denotes the probability of topic t , andP(w) denotes the
probability of word w. P(ti, tj) denotes the joint probability of
topic ti and topic tj, P(ti) denotes the probability of topic ti,
and P(tj) denotes the probability of topic tj. AVGPMI score
is the higher indicates a stronger positive correlation between
the words and topics, and the smaller AVGMI score indicates
a strong differentiation before extracting the topics, and the
better the LDA model extraction.

Table 5 shows the performance comparison of the two
datasets under the five optimal topic number selection meth-
ods, from which it can be seen that some methods select a
larger number of optimal topics. Therefore, the number of
valid topics is both larger. Themulti-view information fusion-
based clustering method may not perform as well as the other
traditional algorithms, but there are also many interference
options. In terms of F-value PMI scores and MI scores,
the multi-view information fusion-based clustering method
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FIGURE 5. Curves of four indicators of Sogou Lab dataset from 2 to 100.

TABLE 5. The performance comparison of the five methods.

is significantly better than the other traditional algorithms.
It also shows better results in Recall. Therefore, the new
method extracted in this paper can improve the accuracy as
well as the efficiency of news topic identification to a certain
extent.

VI. CONCLUSION
With the massive popularity and high-speed development of
Internet technology, news is rapidly and widely disseminated.
The amount of news data is increasing, so the demand for
mining and analyzing this kind of data is also increasing.
This paper considers the characteristics of the data itself
and combines the news content and temporal information

for clustering to obtain the optimal number of topics for the
LDA model. The experimental results show that the cluster-
ing method based on the fusion of semantic and temporal
information to determine the optimal number of topics is
significantly better than other traditional methods in terms
of F-value, PMI scores MI scores, and it also expands the
idea of analyzing and mining unique datasets from multiple
perspectives.

However, modeling using this method may impact the
results if an imbalance in the type of text data is encoun-
tered. Moreover, nowadays, there are many suitable methods
to deal with the unbalanced classification problem, such
as class-specific cost regulation extreme learning machine
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(CCR-ELM) [41], so we consider how to improve fur-
ther the performance of the method proposed in this paper
in dealing with the unbalanced classification problem in
our subsequent work. And the method requires textual
datasets with temporal information, so the algorithm has
some limitations on more general datasets. Currently, the
combination of images, videos, and texts in multimedia has
become a trend [42], and many news reports are accom-
panied by images and videos, which can also reflect the
events more accurately. Therefore, in future work, we will
focus on introducing images and videos into the model
and try to build a more reasonable algorithm to analyze
the data.
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