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ABSTRACT Power scheduling by power utilities is more difficult than in the past decades because of a
high penetration of renewable power generation, such as wind power generation, with highly uncertain and
stochastic characteristics. To address this issue, a highly accurate technique for forecasting wind speed must
be developed. In this work, a hybrid classical–quantum model is developed to exploit the advantages of
two powerful models, a long short-term memory (LSTM) and a quantum neural network. Quantum neural
networks, also known as parameterized quantum circuits, act like machine learning models but with greater
expressive power. They comprise quantum gates that apply the principles of quantum mechanics in order to
achieve quantum advantage. Additionally, to obtain a robust design that is insensitive to seasonal changes
in the data, the Taguchi method is used to set up orthogonal experiments to set the hyperparameters of
the proposed model. Historical data from seven sites in various countries (Taiwan, the Philippines, China,
and South Korea) are used to forecast 24-hour-ahead wind speeds at the Fuhai wind farm near Taiwan.
Comparative simulation results show that the proposed robust hybrid classical-quantum model outperforms
current state-of-art models, such as classical nonlinear autoregressive network, random forest, extreme
gradient boosting, support vector regression, and classical LSTM.

INDEX TERMS Deep learning model, quantum neural network, robust design, wind speed forecasting.

I. INTRODUCTION
A. IMPORTANCE OF WIND ENERGY FORECASTING
The 2030 Agenda for Sustainable Development, popularly
called the ‘17 Sustainable Development Goals’, officially
came into force on January 1, 2016. Goal 7.2 concerns the
importance of increasing renewable energy in the global
energy mix. Over the years, the use of wind energy has grown
to supply almost 5% of global electricity [1]. However, owing
to its uncontrollable and intermittent nature, integrating wind
turbines into energy systems poses stability and energy man-
agement problems. The volatility of wind power generation
must be considered to ensure that the spinning reserve of
power systems suffices for unit commitment (UC).

To take uncertain wind speeds into account, various fore-
casting methods are continuously being used and improved.

The associate editor coordinating the review of this manuscript and
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Currently, the five classes of methods are as follows. (i) The
persistence method assumes that the wind speed at time
‘t+1t’ equals that at time ‘t’. (ii) The physical approach [2]
uses weather observations and a mathematical computer
model of the atmosphere to generate forecasts. (iii) Statis-
tical approaches [3], like autoregressive integrated moving
average (ARIMA), estimate statistical relationships among
input data. (iv) Artificial intelligence (AI) does not require
predefined mathematical models. Examples include random
forest (RF) [4], support vector machines [5], support vec-
tor regression (SVR) [6], extreme gradient boost (xGBoost)
regression [7], nonlinear autoregressive neural networks
(NAR) [8], and deep neural networks (DNN). The several
types of DNN include autoencoders [9], the deep belief
network (DBN) [10], the deep Boltzmann machine [11],
the recurrent neural network (RNN) [12], long short-term
memory (LSTM) [13], and the convolutional neural network
(CNN) [14]. (v) Hybrid structures combine two or more
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of the aforementioned and provide favorable outcomes by
combining the advantages of two models. Some recent works
with outstanding results have involved a combination of CNN
and LightGBM [15], and a novel deep convolutional recurrent
network to forecast wind power [16].

B. RISE OF QUANTUM MACHINE LEARNING
Recently, the field of quantum computing has been attracting
increasing attention as research has demonstrated unparal-
leled quantum advantages over classical computing. These
have led, in particular, to increased interest in Quantum
Machine Learning (QML). Initially, the development of QML
wasmainlymotivated by a desire to investigate quantum algo-
rithms to accelerate classical training processes [17]. This
paved the way to quantum equivalents of classical machine
learning methods, such as (i) the Quantum Principal Com-
ponent Analysis (QPCA) [18], in which a 4-qubit nuclear
magnetic resonance (NMR) quantum processor was trained,
resulting in the accurate recognition of all test images,
(ii) the Quantum Support Vector Machine (QSVM) [19],
in which IBM superconducting quantum computers were
used to show that QSVM outperforms classical SVM for
some datasets. Subsequently, with the continued rise of Noisy
Intermediate-Scale Quantum (NISQ) processors, the field
shifted towards Quantum Neural Networks (QNNs), which
are the quantum versions of deep neural networks. In QNNs,
parameterized quantum circuits (PQCs) or variational cir-
cuits act as neurons with parameters that are adapted to
minimize the objective loss function. Killoran et al. [20] used
the Strawberry Fields quantum simulator to perform binary
classification using QNN. Results show a receiver operating
characteristic (ROC) curve with an area of 0.945, opposed
to an ideal value of 1. QNNs have also been applied to
other classification tasks like the popular MNIST database,
and to regression problems especially in the field of finance.
Pistoia et al. [21], used Google’s Cirq to simulate PQCs, and
demonstrated that it outperformed classical BiLSTM neural
networks whenever the noise coefficient was high, and was
comparable otherwise.

C. HYBRID CLASSICAL-QUANTUM ALGORITHMS
Noisy quantum computers, with over 100 qubits, have
recently been developed and shown to perform tasks better
than current supercomputers [22]. While the present is an
exciting time to investigate and explore quantum algorithms
and other applications, noiseless quantum computers with
thousands of qubits are required in order to fully exploit the
advantages of major algorithms like Shor’s algorithm and
Grover’s algorithm. Hence, researchers are leaning toward
hybrid classical-quantum algorithms as applications of quan-
tum computing to machine learning, with the general idea of
combining quantum and classical computers. Endo et al. [23]
used IBM’s superconducting quantum computer to review the
results for hybrid quantum-classical algorithms and quantum
error mitigation techniques, and determined that future work

on error mitigation would be extremely helpful since the use
of NISQ devices is limited by large errors.

D. LIMITATIONS OF EXISTING METHODS
The aforementioned methods have one or more limitations
with regard to wind speed forecasting and general system
structure as follows.

(1) Physical methods use large mathematical models and
require meteorological data on humidity, terrain structure,
pressure, and other variables, to obtain accurate results. They
are very costly and complicated [2] and are generally not used
for short-term forecasting.

(2) Persistence and statistical methods yield accurate
results but their accuracies quickly decline as the forecasting
horizon increases [3].
(3)Manymachine learning models are used for forecasting

andmay encounter difficulties when usedwith data with large
standard deviations [4], [5], [6], [7], [8].

(4) Autoencoders and DBN require large amount of clean
data to generate useful results [9], [10].

(5) Solving the model selection problem for (quan-
tum) deep learning is time-consuming because the structure
parameters and hyperparameters are obtained by trial-and-
error [11], [12], [13], [14], [15], [16], [17], [18], [19], [20],
[21]; thus, the robustness of (quantum) deep learning models
cannot be guaranteed.

E. MOTIVATIONS OF THIS WORK
Overcoming the above limitations would improve the accu-
racy of the predictions. This paper proposes a novel method,
combining a deep learning LSTM model and QNN model,
for 24h ahead wind speed forecasting using historical wind
speeds at seven sites (in Taiwan, China, South Korea, and
the Philippines). The motivation behind this combination
is rooted in the potential to harness quantum computing
capabilities to enhance and potentially revolutionize machine
learning and neural network-based tasks. There are poten-
tial advantages associated with QNNs: (i) Quantum paral-
lelism: QNN can process multiple computations simultane-
ously through superposition, allowing QNNs to potentially
evaluate multiple input states in parallel, making QNNs
attractive for certain machine learning tasks. (ii) Quantum
feature mapping: quantum feature mapping allows for effi-
cient encoding of classical data into quantum states, provid-
ing a more expressive representation of data. (iii) Quantum
entanglement: Quantum entanglement enables strong corre-
lations among qubits, which can be exploited in QNNs to
capture complex relationships between features in the data.
On the other hand, LSTM’s ability to capture long-term
dependencies, handle sequential data efficiently, and mitigate
the vanishing gradient problemmakes it a powerful choice for
a wide range of sequential data processing tasks in machine
learning. Based on these reasons, the proposed model inte-
grates LSTM with QNN.
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F. NOVELTIES AND CONTRIBUTIONS
The novelties of this paper are as follows:

(1) A hybrid classical and quantummodel is proposed. The
LSTM is augmented by a deep QNN, allowing for the seam-
less fusion of classical and quantum neural networks. This
fusion facilitates the transfer of knowledge gained from the
classical layers to the quantum layers, empowering the QNN
to refine predictions through the principles of the quantum
mechanism, resulting in highly accurate 24-hour ahead wind
speed forecasts. Consequently, the limitations mentioned ear-
lier (1) and (2) can be effectively overcome.

(2) The hybrid classical and quantum model leverages the
complementary learning capabilities of classical and quan-
tum layers. LSTM is known for its proficiency in handling
time-series data, while the QNN extends the learning capacity
through quantum entanglement. This unique combination
enables the network to recognize more complex patterns,
which could be challenging for classical models to achieve
alone.

(3) Originally, QML was applied mainly to classification
problems. This paper aims to extend its application to regres-
sion problems, specifically wind speed forecasting.

The contributions of this paper are as follows.
(1) Historical wind speed data from the other ancillary sites

are used to forecast wind speeds at a target location in Taiwan.
Spearman correlation analysis is used to determine the time
lags to be inputted to the LSTM. This aims to overcome
limitations (3) and (4) listed above.

(2) The structure hyperparameters of the LSTM and QNN
are determined without trial-and-error but using a robust
design, specifically, the Taguchi method. The LSTM hyper-
parameters, considered as design factors, are the number of
neurons, number of hidden LSTM, and dropout rate. The
QNN hyperparameters are the type of embedding and the
circuit depth. This aims to improve limitation (5).

(3) The hybrid LSTM-QNN offers a practical solution
for wind speed forecasting, as it harnesses quantum advan-
tages without necessitating fully quantum algorithms. Its
seamless integration with the existing classical infrastructure
makes it more feasible to implement in real-world scenarios.
This contribution opens up new possibilities for leverag-
ing cutting-edge technologies to optimize renewable energy
resources and decision-making processes.

This paper is organized as follows. Section II will discuss
the background of this work with respect to quantum com-
puting and the Taguchi method. Section III will describe the
proposed hybrid LSTM and QNN, based on robust design.
Section IV will present simulation results. Section V will
draw conclusions.

II. BACKGROUND
A. QUANTUM COMPUTERS, SIMULATORS, AND
ANNEALERS
The various approaches to quantum computation include
general-purpose quantum computation, quantum simulation,

quantum annealing, and digital annealing. Ultimately, a quan-
tum computer performs calculations that are intractable on
any classical supercomputer, effectively achieving a quantum
advantage.

The first kind of quantum hardware is called the
general-purpose quantum computer or universal gate model
computer, which is constructedwith processors that use quan-
tum bits (qubits) instead of classical bits. Qubits exploit
three main ideas from quantum mechanics, which are
superposition, entanglement, and interference. Examples are
publicly accessible IBM Quantum Systems [24] and the
privately-accessible Google Quantum Computing Service,
both accessed through the cloud.

Since NISQ computers are still being developed to become
more stable and available for general and public use, quan-
tum simulators are gaining popularity. Quantum simulators
allow classical computers to execute quantum circuits as if
they were being run on a quantum computer. Simulators
vastly help in developing algorithms, debugging code, and
more. Available simulators include run-it-yourself simula-
tors, packaged with open-source tools such as IBM quantum
simulators [24] and Google Cirq simulators [25], which are
advanced cloud-based classical emulators of quantum sys-
tems,or hardware-optimized packages like NVIDIA cuQuan-
tum, which allows any quantum enthusiast to evaluate quan-
tum circuits.

Another approach involves the use of quantum annealers,
such as the D-Wave annealer, mainly to solve optimization
problems [26]. The physical concept is based on the phe-
nomenon of annealing. Quantum annealers are based on the
same principle: an optimization problem is specified as an
entangled state, and qubits are then allowed to settle into the
lowest-energy state or the globally optimal state. Although
not as widely applicable as universal gate model computers,
annealers are less affected by noise and therefore easier to
build.

Finally, a set of variations on quantum annealers are known
as digital annealers. These are regarded as enhanced anneal-
ers for solving combinatorial optimization problems. They
are quantum-inspired computers that emulate qubits in a
digital circuit. Unlike quantum computers, digital annealers
operate at room temperature, saving much energy. Also,
they have a fully connected architecture that allows the
total interaction of signals across bits. Therefore, large-scale
problems that are impossible to solve using classical com-
puters, or require much computing time can be solved in
near-real time. Recently, Fujitsu released pioneering digital
annealers [27] to solve problems for businesses in real-world
scenarios.

B. PENNYLANE
PennyLane is a Python library and software framework for
optimization and machine learning of quantum and hybrid
quantum-classical computations. PennyLane’s core feature
is computing the gradients of variational quantum circuits
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in a way that is compatible with classical techniques like
backpropagation. It essentially extends the popular machine
learning libraries like TensorFlow, PyTorch, and autograd,
to handle modules of quantum computation.

PennyLane manages the execution of quantum computa-
tions, such as evaluation of circuits, and the transformation of
quantum information back to the classical output of a quan-
tum node. Thus, seamlessly forming quantum to classical
connection. It can also handle more complex tasks such as
training a hybrid quantum-classical machine learning model
the same way a classical neural network is trained. Moreover,
by using plugins, this framework can be interfaced with any
gate-based quantum hardware or simulator to evaluate the
hybrid models on publicly accessible quantum computers.

Another extremely useful feature of PennyLane is its
library of templates of circuit architectures from recent quan-
tummachine learning literature. Formally, these templates are
called ansatzes. An ansatz consists of a series of quantum
gates to be applied to qubits. With PennyLane, readily coded
ansatz can be used to build/evaluate models depending on the
problem at hand [28].

C. QUANTUM GATES
Mathematical operations on qubits are carried out by apply-
ing quantum gates. These quantum gates are mathematically
represented as matrices, and qubits are mathematically repre-
sented as column vectors. Thus, qubit operations follow the
rules of linear algebra and matrix multiplication. This section
will describe some of themost commonly used quantum gates

1) ROTATION GATES
Rotation gates perform rotations about the three mutually
perpendicular axes of the Bloch sphere [29]. These rotation
operators are described by the equations that were provided
by M. A. Nielsen and I.L. Chuang in [29]:
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where α is the angle in the initial qubit state, and i is the
imaginary number
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To demonstrate the effect of RZ gate when applied to an
arbitrary single qubit state, |ψ > with θ and φ as initial
coordinates on the Bloch sphere, a mathematical solution is
shown below.
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The rotation around the z-axis is as follows.
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and to finalize the operation, a global phase factor can be
freely multiplied to the quantum state shown in (7). In quan-
tum computing, |ψ > and eiγ |ψ > are mutually indistin-
guishable. So, multiplying the current qubit state by a global
phase factor of eiα/2 yields the quantum state,

RZ (α) |ψ >= cos
(
θ

2

)
|0 > +ei(φ+α) sin

(
θ

2

)
|1 > (8)

Therefore, applying an Rz gate advances the angle φ by α
and essentially rotates the state about the z-axis through angle
α

2) RZZ GATE
The Rzz gate is obtained by taking the tensor product of two
RZ gates. It allows for higher-order encoding as it consid-
ers the interaction between two qubits. RZZ gate effectively
extends the RZ gate by applying it to both qubits, and pro-
ducing a two-qubit Z ⊗ Z with the matrix representation,

RZZ (α) =
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2 0
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3) CONTROLLED-NOT GATE
Another important two-qubit gate is the controlled-NOT
(CNOT) gate. It works by changing the operation that is
applied on one qubit depending on the value of the other
qubit. This operation is analogous to classical ‘‘if-then-else’’
statements, and in quantum, these statements are called con-
trolled gates. Specifically, CNOT gate transforms the quan-
tum states by inverting the second qubit if and only if the
first qubit is in state |1 >. Hence, the state of the second
qubit, called the ‘‘target’’ qubit, is controlled by the first qubit,
called the ‘‘control’’ qubit. Figure 1 displays basic CNOT
operations.

The CNOT gate may also be considered analogous to the
classical XOR gate. The control (c) and target (t) qubits
are XORed, and stored in the target qubit. Its mathematical
representations are given by the following equations.

CNOT |c t > = |c, c ⊕ t > (10)

CNOTct =


1 0
0 1

0 0
0 0

0 0
0 0

0 1
1 0

 (11)
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FIGURE 1. Operations of CNOT gate.

FIGURE 2. P-diagram of system [30].

4) HADAMARD GATE
The Hadamard gate maps the computational basis states into
superposition states and vice-versa. It is very useful for any
quantum circuit because it allows a quantum register to be
loaded efficiently with an equally weighted superposition of
all of the values that it contains. The Hadamard gate and its
operations are defined [29] below.

H =
1

√
2

(
1 1
1 −1

)
(12)

Its basic operation is as follows.

H |0 > = 1/
√
2 ∗ (|0 > + |1 >) (13)

H |1 > = 1/
√
2 ∗ (|0 > − |1 >) (14)

The Hadamard gate rotates the qubits from |0 > and |1 >
on the z-axis to |+ > and |− > on the y-axis, respectively.
If applied to a computational basis state, |ψ >, the Hadamard
produces the following result.

H |ψ >= 1/
√
2 ∗

(
|0 > + (−1)ψ |1 >

)
(15)

D. TAGUCHI METHOD OF ROBUST DESIGN
1) OVERVIEW OF THE PROCESS
Robust engineering is an optimization strategy that chooses
the best nominal values of design factors while ensuring
reliability amidst variability and noise. The Taguchi method
is a way of optimizing design processes [30]. The relationship
of the system with the factors of interest is captured by a
parameter diagram or p-diagram, as in Fig. 2.

These factors are discussed below:
a. System: The hybrid quantum-classical model is the cen-

tral mechanism of this process. It comprises the LSTM and
QNN layers.

b. Signals or Inputs: The signals are input to the system to
begin the process and generate an output. The inputs here are
2D wind speed data from seven wind farms in Taiwan, China,
South Korea, and the Philippines.

c. Control Factors: Control factors, also called Design
Factors, are design parameters that can be controlled. These
factors affect the outputs of the system. For this wind speed
forecasting problem, these refer to the model hyperparame-
ters. For the classical part, LSTM cells, the number of LSTM
layers, and the dropout rate are considered. On the other hand,
for quantum part, the design factors are the kind of embedding
and the depth of the QNN.

d. Noise Factors: Noise factors are uncontrollable or sig-
nals that cause variability in the outputs. Here, this variability
corresponds to the unpredictability of wind speed data in the
four seasons.

e. Responses or Outputs: These are the outputs of the
system that are obtained after the relationship among the
inputs, control factors, and noise factors is considered. The
outputs herein are the forecasted day-ahead wind speeds.

2) ORTHOGONAL ARRAY
Various design factors are considered and the corresponding
design space is systematically explored using an orthogonal
array. This method enables the fewest possible experiments to
be carried out, considering all possible combinations of levels
of the design factors. Orthogonal arrays have the property
that in every pair of columns (or design factors), each of
the possible ordered pairs of elements (or levels) appears the
same number of times. In combinatorics and experimental
design, this is widely known as Latin square design. Common
orthogonal arrays are L12, L18, or L36, where the symbol L
denotes ‘‘Latin square’’ – a mathematical theory developed
by Leonhard Euler who used Latin characters in his works.
The subscript means the number of experiments, but modifi-
cations or hybrids can also be produced.

In this paper, L18(2137), with one two-level design factor
and seven three-level design factors, is modified to fit the
studied problem with only five design factors. Accordingly,
design factors A, G, and H, which refer to the first, seventh,
and eighth columns are disregarded, as shown in Table 1. The
considered columns are enclosed by a red box in the table.

3) EVALUATION OF RESULTS
The Taguchi method helps to optimize design processes by
using the signal-to-noise ratio (SNR) as a performance index
for experiments and for analyzing the results to identify sig-
nificant factors whose adjustment would lead to an absolute
improvement. The formula for SNR varies with the problem
at hand. For this wind forecasting task, the chosen coefficient
of determination is R2, so ‘‘the-bigger-the-better’’ SNR is
used, as follows.

SNR = ηi = −10 log (s/n) (16)
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TABLE 1. L18(2137) orthogonal array.

where

s =

(∑n

j=1

1

y2ij

)
/n (17)

n= 4 is the number of seasons, and yij is the observationmade
in the ith experiment in the jth season.

Thereafter, analysis of means (ANOM) is implemented to
identify the level of design factor that most strongly affects
the optimal design. To evaluate the ANOM, Table 1 is taken
as an example, and the average effects of factor levels (AEFL)
on ηi are calculated. The equations below show yields design
factors A and B.

Since design factor A has only two levels, which appear
nine times each, the relevant calculation is as follows.

Ā1 =

∑9

i=1
ηi/9 (18)

Ā2 =

∑18

i=10
ηi/9 (19)

Design factor B requires more calculations because it has
three levels, which appear six times each. Therefore,

B̄1 =

(∑3

i=1
ηi +

∑12

i=10
ηi

)
/6 (20)

B̄2 =

(∑6

i=4
ηi +

∑15

i=13
ηi

)
/6 (21)

B̄3 =

(∑9

i=7
ηi +

∑18

i=16
ηi

)
/6 (22)

Given B̄1, B̄2, and B̄3, the level that yields the maximum
AEFL is considered to be optimal. The same calculation and
analysis are conducted for all other design factors.

III. PROPOSED MODEL
A. LONG SHORT-TERM MEMORY (LSTM)
LSTM is a popular improved model to the RNNs as it solves
the vanishing gradient problem by adding a memory cell to
the input, output, and forget gates. Thus, the LSTM can store
and access information over long periods.

The forget gate controls how much information must be
kept for the previous cell state, according to the following
equation.

ft = σ
(
Wf · [ht−1, xt ] + bf

)
(23)

where ft is the forget gate unit for time step t; xt and ht are
column vectors; xt is the current input; ht is the hidden state
in which current outputs are stored; bf is the bias vector, and
Wf is the weight matrix.

The next step involves deciding which new information is
to be stored in the cell state. This step has two parts. First, the
input gate layer, it , decides which values are to be updated
by using a sigmoid function. Second, the tanh layer creates a
vector of new values, C̃t .

it = σ (Wi · [ht−1, xt ] + bi) (24)

C̃t = tanh (WC · [ht−1, xt ] + bC ) (25)

The old cell state, Ct−1,is updated into the new cell state
according to,

Ct = ft ∗ Ct−1 + it ∗ C̃t (26)

Finally, this cell state is filtered to produce an output.
A sigmoid layer decides which parts of the cell state will be
outputted. Then the tanh function shifts the values from -1
to 1, and this output is again multiplied to a sigmoid

ot = σ (Wo [ht−1, xt ] + bo) (27)

ht = ot ∗ tanh (Ct) (28)

where ot is the output gate, and ht is the hidden state. The
forget gate, input gate, and output gate all satisfy the equation
for a sigmoid, which yields a value between zero and one,
enabling the gate to be controlled.

B. QUANTUM NEURAL NETWORK (QNN)
A QNN comprises an embedding layer, a variational layer
or parameterized quantum circuit (PQC), and a measurement
layer. In this work, two PennyLane templates are used -
an embedding template and layers template. Embedding is
like feature mapping that encodes classical features into a
quantum state, which will then be manipulated and processed
by the layers template, which consists of series of trainable
quantum gates that perform entanglements and rotations and
so effectively act like the layers of a neural network. These
ansatzes are developed for the purpose of developing a useful
data embedding technique that is believed to be classically
difficult to simulate as depth and width increase. Moreover,
different variational forms tend to produce variously expres-
sive circuits for quantum algorithms [31].
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FIGURE 3. One block of an IQP embedding circuit.

FIGURE 4. One block of the ‘StronglyEntanglingLayers’ template.

Three types of embedding are used to identify the one
that will give the best results. First, amplitude embedding
encodes classical features in the amplitude vector of qubits.
It requires data to be normalized, as is typical in quantum
mechanics. A qubit’s amplitude corresponds to the square
root of the probability that it will be found in a specific state.
This embedding guarantees that each input will have a
unique quantum encoding without the need to use several
quantum gates. Second, angle embedding encodes features
into the rotation angles of the qubits. The field of rotation
can be user-defined as RX, RY, or RZ, but the default is
RX. This embedding requires a single qubit gate per qubit.
Third, instantaneous quantum polynomial (IQP) embedding
encodes the features into qubits using diagonal gates of an
IQP circuit, as proposed by Havlíček et al. [32]. An IQP cir-
cuit comprises Hadamard gates, RZ gates that are diagonal,as
in (3), and lastly the two-qubit ZZ entanglers that encode
higher-order data, providing interactions between two qubits
that encode the product of two features. Figure 3 presents the
circuit.

After transforming the classical data into quantum states,
they are processed by the variational layer or PQC with train-
able parameters. The ‘StronglyEntanglingLayers’ template
used in this study is inspired by the circuit-centric classi-
fier design [33] whose purpose is to obtain a circuit with a
parameter count that only grows poly-logarithmically with
respect to the number of input dimensions by leveraging the
quantum principle of entanglement. The circuit consists of
single qubit rotation gates whose classical parameters are
learnable, and CNOT operators that provide entanglement,
which allows qubits to interact freely and provide information
to each other. For the ‘StronglyEntanglingLayers’, α, β, and
γ are the parameters to be learned. Figure 4 presents the
circuit.

These quantum layers may be repeated and the repeated
layers may be cascaded together to form a more expressive
network, which generally performs better [34]. However,

TABLE 2. Artificial neural network vs. quantum neural network.

these effects on performance still depend on the data and the
problem at hand.

Finally, to obtain an output from the series of parameter-
ized quantum circuits, a measurement gate is added. In this
work, the expectation value of the qubits is measured in the
computational basis at the end of the quantum circuit. This
process is like averaging the expected results, weighted by
their corresponding probabilities of appearing. This combi-
nation of embedding layer and entangling layer, followed by
a measurement gate, forms a QNN.

A summary of the main differences of an ANN and QNN
is listed in Table 2.

C. HYBRID MODEL
This study develops a combination of classical and quan-
tum layers for forecasting wind speeds. The results that are
obtained using the LSTM are then input to the QNN for
further learning. The hybrid model is formed by inserting
QNNs between classical layers. The classical LSTM is imple-
mented using Keras and Tensorflow, and the quantum layer
is implemented using the PennyLane package in Python.

Currently, the number of available qubits is limited to tens
of qubits, which are few enough for our purposes. Impor-
tantly, before a quantum layer can be inserted, a classical layer
that contains the same number of output cells as the number
of qubits in the quantum layer must be stacked to connect
them seamlessly. Figure 5 presents an example. A LSTM
layer with 32 cells must be followed by a classical layer,
which is another dense layer in this example, containing ten
neurons, before it can be connected to the QNN with ten
qubits. Then, the final predictions may be obtained by adding
a fully connected layer after the QNN.

D. ROBUST DESIGN – TAGUCHI METHOD
To develop a hybrid model that is robust for the four seasons,
the structured, engineering-based Taguchi method is used.
Table 3 presents the parameters and hyperparameters that are
chosen as design factors. The first three factors (A, B, C) are
related to the classical part of the model, and the last two (D,
E) are related to the quantum part.
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FIGURE 5. (a) Example architecture with classical layers and a QNN with
ten qubits and two circuit repetitions (depth = 2), (b) details of the QNN.

TABLE 3. Design factors and levels.

As discussed in relation to Table 1, five design factors
require a modification of the L18 orthogonal array. This array
requires only 18 experiments to be performed, as opposed to
hundreds.

The level of each design factor is set to the smallest value
and then gradually increased. Table 3 shows the values of
hyperparameters, which are commonly used at each level.
Then, the SNR for each experiment and AEFL are calculated.
The highest AEFL values obtained determine the optimal
robust design. The specified levels of all design factors are
applicable if the SNRs in the original 18 experiments are
smaller than that in the robust design. Figure 6 presents
a flowchart illustrating the process of obtaining the robust
design using the Taguchi method. The procedure begins by
identifying the design factors and their corresponding levels.
Subsequently, performance metrics are recorded for each
experiment conducted. ANOM is then carried out to deter-
mine the robust design. Finally, the experiment displaying
the highest signal-to-noise ratio (SNR) is validated. If not
achieved, the process is repeated by changing the levels of

FIGURE 6. Flowchart of Taguchi’s robust design.

design factors to ensure the achievement of the most robust
design.

E. ABOUT THE DATA
Data plays a pivotal role in deep learning. Beyond choosing
the most suitable model for the specific problem, ensuring
well-prepared and efficiently processed data is essential to
enhancemodel performance and achieve improved prediction
accuracy. Each model has its own unique requirements. The
subsequent paragraphs discuss the necessary steps for prepar-
ing a hybrid LSTM-QNN model.

The wind speed dataset that is used in this study is a record
of historical data from seven wind farms in various locations
in Taiwan, China, South Korea, and the Philippines from
1st May 2017 until 30th April 2018. This yields a total of
8,760 data points per location. The target wind farm whose
data are to be predicted is located in Fuhai, Taiwan. The
six other wind farms provide ancillary information, yielding
a multivariate forecasting task. The data were purchased
from Solargis company (see website solargis.com), which
sells various meteorological data. Specifically, most weather
projects face challenges due to inconsistent meteorological
resource data. Low-quality data significantly impacts the
accuracy of performance estimates during the development
of prediction methods. Solargis analyst facilitates the use
of automatic error detection tools and offers manual flag-
ging options to identify potential issues in meteorological
data. Consequently, the purchased data is thoroughly cleaned,
ensuring the absence of bad data or missing values.

The wind speeds were estimated at a height of 10 meters
above sea level; therefore, they need to be pre-processed and
adjusted to the wind speed at hub height. This can be done by
(29).

v = vref
ln ( zz0 )

ln( zrefz0 )
(29)

where v is the wind speed at hub height; vref denotes the
reference wind speed measured at the reference height zref
(10meters in height); z is the hub height (height above ground
level for the desired velocity). The symbol z0 signifies the
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TABLE 4. Characteristics of Fuhai wind farm.

TABLE 5. Interpretation table of spearman correlation coefficients [35].

roughness length (0.0002 meters) in the target off-shore wind
farm (Fuhai).

Secondly, data must be normalized in order to minimize
the effects of randomness and the wide range of values in the
input data. This is mathematically shown in (30). Let v be
the current wind speed, vmin be the minimum, vmax be the
maximum, and vnorm be the normalized value. Then,

vnorm =
v− vmin

vmax − vmin
(30)

The third step is to produce the input-output pairs. For this
multi-step, multivariate problem on wind speed forecasting,
the authors employed the intact prediction. It considers all
values from one-hour ahead until 24-hour ahead to calculate
the performance metrics such as R2 coefficient of determina-
tion, MSE, MAE, and RMSE.

Each season has its own characteristics. Some have sudden
peaks and extreme lows. For example, the average value of
wind speed in summer is lower than those in other seasons
because the wind characteristics are not as strong in summer.
This fact may affect the model performance. Table 4 sum-
marizes some of the mathematical characteristics of the data.
It shows that the Fuhai wind farm has considerable potential
for generating power.

Since the wind farms of interest herein are geographi-
cally dispersed, Spearman correlations were considered to
determine the window size that is most suitable for solving
the problem. Table 5 shows the correlation coefficients and
their corresponding interpretation. The criteria for evaluation
were to determine the number of lags that would yield a
non-negligible relationship between the wind speeds at the
maximum time lag for at least two locations, or a correlation
of 0.2 and higher. Different results were obtained for each
location, but the maximum number of hours was selected.

Upon consideration of the four seasons, a window size of
32 hourly data points is used to determine inputs to the LSTM.
Figure 7 displays the results for the target site in Taiwan and
the wind farm in the Philippines. It shows that at time lag
32, the correlations were higher than 0.2 or exhibit a non-
negligible relationship.

FIGURE 7. Spearman correlation for wind speeds of wind farms in Taiwan
and Philippines for (a) winter, (b) spring, (c) summer, (d) autumn.

IV. RESULTS AND DISCUSSION
A. PROPOSED HYBRID MODEL
To evaluate the Taguchi experiments, the proposed method
was implemented in Python using the Keras library from
Tensorflow, and the default.qubit simulator in PennyLane.
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TABLE 6. Performance metrics for autumn.

TABLE 7. R2 scores and SNR values for the Taguchi experiments.

The robust design process seeks an optimal design that is
insensitive to different characteristics in the wind speeds in
the four seasons. The Taguchi method provides a systematic
way of conducting experiments without the need for full
factorial experiments.

Three performance metrics are used to evaluate perfor-
mance of the proposed model with the data characteristics
that vary seasonally. These metrics are the coefficient of
determination (R2), root mean squared error (RMSE), and
mean absolute error (MAE). Eighteen experiments, consid-
ering different design factors and corresponding levels, are
performed, according to Table 1. Table 6 presents the results
obtained using the autumn dataset. Based on this season
alone, the ninth, 11th, and 18th experiments may be the most
effective for producing accurate wind speed forecasts.

Based on the results in Table 6, the RMSE and MAE
have wide ranges of values; therefore, they cannot be easily
used as performance metrics to evaluate the experiments.
Accordingly, R2 is utilized as a performance index for the
proposed robust design. Generally, a good performance is
associated with an R2 value of close to unity (1).

TABLE 8. Summary of analysis of means (Average effects of factor levels
(AEFL) on ηi ).

TABLE 9. Summary of results on the test set obtained using the robust
design.

Table 7 presents the R2 scores of the 18 experiments for
each of the four seasons. The last column presents the R2-
based SNR. See (16) and (17).

The best values vary with the season. In some sea-
sons/experiments, an enormous decrease in R2 score is seen.
Therefore, robust optimization must be used to find the opti-
mal levels of design factors, despite the variations in the
characteristics of the dataset, based on the analysis of means,
given by (16) to (22). Table 8 summarizes the AEFL and
presents the optimal level and value of each design factor.
It also helps to rank the design factors from the most impor-
tant to the one with least effect on the outputs.

The results presented in Table 8 show that the most impor-
tant design factor is the kind of embedding (D), followed by
the dropout rate (C), the number of LSTM layers (A), the
circuit depth (E), and the LSTM cells (B). These factors are
ranked by delta value, which is the difference between the
highest and lowest values of AEFL for a design factor.

The robust and optimal design with the highest AEFL
values is the combination A1B2C2D3E2, as shown in Fig. 5.
This combination states that for this wind speed forecasting
problem, the IQP embedding layer (level 3 for design factor
D; see Table 3) is the best encoding layer to be combined
with the ‘StronglyEntanglingLayers’. Moreover, a deep clas-
sical network with two hidden LSTMs learns the data better.
Accordingly, a quantum circuit with a depth of two, or two
repetitions of the quantum layers, is themost expressive quan-
tum circuit in this study. This optimal design is not included
in the original 18 experiments. Therefore, an additional 19th

experiment with this design is performed, and the results on
the test set are shown in Table 9. TheR2-based SNR (39.4036)
for the optimal design is observed to be higher, and therefore
better than that for any of the original 18 experiments in
Table 7.
The model is trained with mean average error as the

loss function using Adam optimizer. A workstation with an
Intel Xeon W-2245 CPU@3.9 GHz×16, 64 GB of RAM
and 3 NVIDIA GeForce RTX 2080Ti cards is used. Training
themodel with a batch size of 32 for 100 epochs takes 7 hours,
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TABLE 10. Comparison between classical LSTM model and proposed
hybrid model.

TABLE 11. Comparison among R2 scores and SNR values of various
models.

22 minutes, and 29 seconds. On the other hand, testing the
model for one set of datapoints takes only 167 milliseconds.

The time complexity of LSTM for one gradient step is esti-
mated asO(Td2h +Tdhdi) where T , dh and di denote sequence
length, the number of hidden states and input dimension,
respectively [36]. Additionally, in the work of Havlíček et
al. [32], where the quantum ‘‘IQP Embedding’’ was derived,
and its complexity is expressed as O(ϵ−2 - |04

|), where
0 represents the size of the training set and ϵ denotes the
maximum deviation.

B. COMPARATIVE STUDY
In this section, two parts are presented. First, the quantum
layer is removed and the performance of the classical model
is compared with that of the hybrid model. Second, the pro-
posed model is compared with five other models that are
collected from the literature and that also perform day-ahead
forecasting for wind speed or wind power. These include
the random forest (RF) [4], the support vector regressor
(SVR) [6], extreme gradient boosting (XGBoost) [7], the
nonlinear autoregressive (NAR) model [8], long short-term
memory (LSTM) [13] and LSTM-autoencoder.

1) PROPOSED NEURAL MODEL WITHOUT THE QUANTUM
LAYER
The quantum layer is removed from the robust design
obtained through the Taguchi method, and similar training is
conducted on the classical LSTM model. Subsequently, the
performance on the test set is recorded. Table 10 presents a
comparison of the performance between the proposed hybrid
model and the classical LSTM model. Notably, the perfor-
mance of the classical model experiences a more pronounced
decrease in the R2 score during the summer. Several reasons
might underlie this phenomenon, and one potential expla-

nation could be the distinctive characteristics of summer
data that pose challenges for the classical model’s learning
process.

2) COMPARISON WITH OTHER EXISTING MODELS
This section presents a summary of literature related to solv-
ing the same problem as this paper. The first model, Random
Forest (RF), is popular due to its ability to deliver favorable
results with minimal hyperparameter tuning. It makes predic-
tions by combining outcomes from multiple decision trees.
For this study, RF is implemented with the default number
of trees (100), and the number of features considered for the
best split is the square root of the total number of features [4].
The second model, SVR, is based on SVM (support vector
machine), which maps samples to categories until they are
clearly separated by a decision boundary that is ideally as
wide as possible. It can be used for both classification and
regression. For this regression problem, the kernel parameter
settings are as follows: kernel type is ANOVA/polynomial,
C is 1000, and the degree, G, and epsilon values are all
set to unity [6]. The third model is XGBoost, which devel-
ops an ensemble of trees sequentially, unlike RF. In each
iteration, a new tree is developed, depending on previously
obtained information, which is foundational for minimizing
the loss function. The hyperparameters are set as follows: the
maximum depth is six; for early stopping, the ‘‘patience’’
argument is set to five; number of estimators is 10000, and
eta is 0.2 [7]. The fourth method, NAR, involves an open loop
network that can be transformed into a closed loop to predict
as many future values as needed. The architecture has one
hidden layer with five neurons and a feedback delay vector
that contains 48 records. The hidden layer uses a hyperbolic
tangent sigmoid transfer function while the output uses a
linear transfer function. Its training procedure involves the
Levenberg-Marquardt algorithm, which is one of the most
popular algorithms and known to be fast and reliable [8].
The fifth model is the classical LSTM-RNN model with an
input layer of 50 neurons and one hidden layer of another
50 neurons [13]. Additionally, an LSTMautoencoder is inves-
tigated as a deep neural architecture hypothesized to handle
uncertainties in the data. Given the limited availability of
references for day-ahead wind speed forecasting involving
autoencoders, the architecture is modeled following the pro-
posed hybrid LSTM-QNN approach. Specifically, it employs
four stacked LSTM layers with hidden cell counts of 64,
32, 32, and 64, respectively. To ensure comparability with
the proposed model, the number of trainable parameters is
maintained at a similar level.

These model architectures are applied to the same wind
speed datasets to obtain a comparison. Figure 8 presents the
test R2 scores.
Figure 8 illustrates that the proposed hybrid LSTM-QNN

model consistently outperforms the other models by yielding
consistently high R2 scores, even in the face of volatile wind
speeds across all four seasons. Both RF andXGBoost demon-
strate similar performance, achieving scores above 0.8 for the
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FIGURE 8. Comparison of R2 scores of various models on test set.

autumn dataset but diverging in the other three seasons. Con-
versely, SVR consistently obtains an R2 score below 0.8 for
all four seasons. NAR performs well in winter, spring, and
autumn but exhibits weaker results for the summer season.
These variations may stem from the inherent variability in
seasonal datasets. It is also worth noting that ML models
generally perform better when providedwithmore data points
and features; however, their ability to handle sudden vari-
ations is limited. Moreover, the classical LSTM performs
well across all four seasons, and its results match those of
the proposed model for the autumn dataset. Nevertheless, the
proposed hybrid LSTM-QNNmodel still consistently outper-
forms the classical LSTM across all seasons. Furthermore,
the LSTM autoencoder also performs admirably, compara-
ble to the proposed model in spring, autumn, and winter.
However, a notable decrease in the R2 score is observed
for the summer season. As theorized, the proposed hybrid
LSTM-QNN model demonstrates robustness and superiority
over its counterparts, offering enhanced accuracy despite the
varying characteristics of the four seasons.

Table 11 presents the R2 scores and SNR of seven different
models used for wind speed forecasting, allowing for a com-
prehensive comparison of their performances. The R2 score
indicates how well the predicted values fit the actual data,
with higher values representing a better fit. A higher SNR
indicates a more robust model. By examining these statistical
measures, insights can be gained into the performance and
robustness of each forecasting model, helping to identify
the most effective approach for predicting wind speeds. The
proposed model consistently outperforms all other models,
as evidenced by its higher SNR.

C. DISCUSSION
It’s important to note that quantum computing is still in
its early stages. Many of the proposed benefits are theoret-
ical and will require advancements in quantum hardware,
error correction, and quantum algorithms to become practi-
cal advantages in real-world applications. Nonetheless, the
potential advantages of QNNs make them an exciting area
of research and development in the intersection of quantum
computing and machine learning.

In contrast to previous models, QNNs have the potential
to offer quantum advantages over LSTM and can effectively
capture complex nonlinear relationships, akin to SVR. While
LSTM and SVR might be more practical in certain cases
due to their established frameworks and widespread avail-
ability, this doesn’t hold true for specific 24-hour-ahead wind
speed forecasting. Despite sharing modeling capabilities with
XGBoost, the proposed LSTM-QNN consistently demon-
strates superior accuracy in forecasts. Similarly, RF stands out
for its interpretability and ease of implementation, making it
more popular than QNNs. Both NAR and QNN are capable
of capturing complex nonlinear relationships in time series
data, yet NAR’s practicality outweighs the current limitations
of QNNs. Amid the ease of implementing other models, the
proposed hybrid classical quantum model showcases advan-
tages in accuracy and robustness, rendering it a promising and
powerful choice that stands to be further enhanced by ongoing
advancements in quantum computing. These advancements
may eventually pave the way for wider adoption of QNNs in
the future.

V. CONCLUSION
This study proposes a robust hybrid classical-quantum model
for 24-hour ahead wind speed forecasting. The goal is to
exploit the advantages of two promising methods, classical
deep LSTM and quantum machine learning. The innova-
tions/findings are summarized as follows.

(1) LSTM is combined with a QNN, which leverages
quantum mechanical principles, to provide an unparalleled
quantum advantage. A QNN includes an embedding layer
that maps classical data into a quantum state, which is then
processed by a variational layer with trainable parameters,
and then a measurement is made to obtain a classical output.

(2) The robust design of this proposed hybrid model is
achieved by performing Taguchi orthogonal experiments,
considering characteristics of various seasonal datasets. The
hyperparameters (such as the number of hidden LSTM layers,
number of hidden LSTM cells, dropout rate, kind of embed-
ding, and quantum circuit depth) of the proposed hybrid
model are determined systematically without trial-and-error.

(3) The templates that are used to build the proposed QNN
can be made more expressive by repeating each one and
cascading them, effectively creating a deep QNN. This results
from the quantum principles - entanglement, which states
that two or more entangled qubits share information, and
interference, which denotes a single quantum state interfering
or combining with other quantum states of itself. In this
investigation, two repetitions (or depth = 2) is found to yield
the best results as a result of constructive interference of the
probability of obtaining the correct state, and the destructive
interference of that of the incorrect state.

(4) Experiments reveal that the proposed hybrid model
consistently produces more optimal outcomes than its coun-
terpart classical model and other models, such as RF,
XGBoost, SVR, NAR, LSTM, and LSTM autoencoder.
Specifically, while the performance of classical models may
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be comparable for some seasons, a notable decrease is
observed during summer – the dataset with different statis-
tical characteristics. The results obtained from this robust
design, which integrates a classical LSTMwith an expressive
quantum circuit, demonstrate its great promise for near-term
quantum devices.

Conducting the L18 experiments, evaluating the SNR, and
performing an analysis of means, revealed that IQP embed-
ding works best with ‘StronglyEntanglingLayers’ variational
circuit. Moreover, the QNN has a depth of two circuit repe-
titions, making it more expressive through interference. This
design is robust and the least sensitive to variations in the four
seasonal data sets.

The promising results and consistently accurate predic-
tions amidst different seasonal datasets demonstrated by this
study lead to a more optimistic outlook on the potential
expansion of quantum computing applications in areas such
as solar irradiance forecasting and renewable energy hosting
capacity optimization involving quantum computing. Specifi-
cally, QC and QNNmay contribute in the areas of simulation,
scheduling and dispatch, and even reliability analyses in the
renewable energy industry.

This work did not take into account the effects of noise on
the performance of the quantum circuit, as a perfect quan-
tum computer was assumed in the numerical simulations.
Future researchmay explore the impacts of qubit decoherence
and loss, incorporating error correction and noise models on
prediction accuracy. Additionally, various hybrid architec-
tures and more sophisticated quantum ansatzes may also be
employed.
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