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ABSTRACT Parallel coordinates plots are popular tools for high-dimensional data visualization. To alleviate
the difficulties caused by the inherent defects that arise when the dimensions are increased, this study attached
two-dimensional kernel density scatter plots to parallel coordinates plot, which integrates the Cartesian and
parallel coordinate systems, to combine their benefits and conveniently explore the relationships between
paired attributes. The collaborative design combining the two visual types was realized through the corelative
axis swap interaction method, which allows users to freely exchange parallel coordinate axes while also
updating the associated kernel density scatter plots based on the Cartesian coordinate system. In this study,
we obtained six cases of real datasets and performed a field trial study to assess the usefulness of our method
in assisting users in evaluating correlations between paired attributes. The results show that our method is
more useful for analyzing the relationships between paired attributes.

INDEX TERMS Parallel coordinates plot (PCP), scatter plot, two-dimensional kernel density contour plot,

visual analysis, interactive analysis.

I. INTRODUCTION

For the visual interpretation of high-dimensional data, the
Parallel coordinates plot (PCP) [1], [2] is a popular method of
visual analysis. It has a highly valuable feature in that it can
use multiple parallel coordinate axes to visually express mul-
tiple attributes and connect attribute values with polylines,
rendering it possible to visualize high-dimensional data on
a two-dimensional plane. The relationships between paired
attributes are perceived through axis-to-axis-parallelism.
Since the appearance of PCP, considerable development and
positive practical outcomes have been observed in various
scientific research fields, including computer science [3],
health sciences [4], and ecology [5]. However, as the data
records become more comprehensive and detailed, the dimen-
sions continue to increase, leading PCP to plague scientific
results by the curse of dimensionality [6], which aggravates
polyline overlap and occlusion, increases the uncertainty of
identification [7], and conceals the important visual trends
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in the data on the parallel coordinate axes. The discovery of
the relationships between paired attributes is a challenging
task. The commonly explored types of relationships are lin-
ear, nonlinear, and monotonic. Identifying these relationships
can help researchers visualize meaningful trends in the data.
Numerous approaches, such as various interaction analysis
methods and methods for recording correlation-based parallel
coordinate axes, have been proposed to alleviate these limita-
tions, with scientists attempting a range of automated visual
analysis methods covering all circumstances, from entirely
automatic to entirely interactive [7].

Here, we propose a visually enhanced Parallel coordinates
plot using the two-dimensional kernel density scatter plots
method (KDEPCP) to explore the correlation between paired
attributes in PCP. We present two-dimensional (2D) kernel
density scatter plots below the paired axes of PCP. The
exploration of correlations between the paired attributes is
enhanced by integrating 2D kernel density contour plots and
scatter plots using Cartesian coordinate system visualization
to study the distribution of the data between the paired parallel
coordinate axes in the PCP. Users can reorganize parallel
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coordinate axes and update 2D kernel density scatter plots
using the axis swap interaction method, even if the two
attributes are far apart. The 2D kernel density scatter plot
intuitively reveals the distribution and implicit correlations
between and the paired attributes through the distribution of
the 2D kernel density contour plots and scatter plots, where
the points in the Cartesian coordinate system correspond on
a one-to-one basis to the polylines in the parallel coordinate
system. To comprehensively and quickly view the relation-
ships between attributes, we also drew a scatterplot matrix
(SPLOM) to assist in visual analysis, in which 2D kernel
density scatter plots were employed for the lower triangle,
scatter plots were used for the upper triangle, and histograms
were used for the diagonal line. Based on our work, inter-
action approaches were designed to help analysts study the
details of 2D kernel density scatter plots in a limited screen
space.

We demonstrate the practicality of the proposed approach
using five datasets from various fields, showing that KDE-
PCP outperforms in revealing hidden relationships between
data attributes. Moreover, we show that KDEPCP can
innately extend the histograms through kernel density curves,
thereby continuously providing the distribution and develop-
ment trend of each attribute. Additionally, to evaluate that our
method usefulness and more efficient, we conducted a field
trial study to assess how KDEPCP assists users in estimating
the correlations between paired variables.

The following are the advantages of KDEPCP in particular
and the contributions made by this study:

1. Enhance the visual analysis of the relationships between
paired attributes in PCP: distribute a two-dimensional kernel
density scatter plot along the bottom of the PCP, take advan-
tage of the Cartesian coordinate system’s universality and
intuitiveness, improve the comprehension of PCP through
contrast, and improve the function of exploring the relation-
ship between paired attributes in PCP;

2. Linkage update Interaction technique: the 2D kernel
density scatter plots are updated while the axis exchange
interaction analysis technique of PCP is employed to combine
two non-adjacent attributes for visual analysis;

3, Use of 2D kernel density scatter plots in scatterplot
matrix to assist visual analysis: the lower triangle in scatter-
plot matrix is visualized using 2D kernel density scatter plots
without wasting visual layout.

In Section II, we review related studies on PCP, particularly
those that utilize scatter plots and histograms. In Section III,
we explain the design of the KDEPCP approach and its
principles. In Section IV, we explain the process of data
exploration using KDEPCP for visual interaction analy-
sis, using five publicly available high-dimensional datasets
and detailing user interactions. Then, we conduct a field
trial study to evaluate the practical and efficient of our
method in Section V. In Section VI, we discuss KDE-
PCP’s shortcomings and implications. Finally, we conclude
our work and suggest potential future research directions
of KDEPCP.
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Il. RELATED WORK

PCP provides a comparative view of polyline connections
between attributes [8]. However, with the diversification
of the recording methods for the datasets and refinement
of the recorded content, the data dimensions are contin-
uously increasing, and PCP faces the so-called curse of
dimensionality.

The difficulty in exploring the relationships between
attributes in PCP is a serious problem and an inherent
defect. Two coordinate axes that are far away from each
other hide much of their correlations. To solve this prob-
lem, many experts have proposed various visual interaction
analysis technologies and methods for reordering the axes.
For example, highlighting interaction technique highlights
a polyline with the mouse hovering over it, surrounded by
many other polylines, for a detailed observation. Brush-
ing interaction technique [9] allows the user to filter data
by selecting areas on the parallel coordinate axes. In axis
swap technique [10], the order of the axes can be tenta-
tively exchanged such that the implicit trends and correlations
between different attributes can be obtained by subjective
judgment. Even with such excellent visual interaction meth-
ods, the intrinsic limitations of PCP continue to present many
challenges, often necessitating the sacrifice of the original
structure to alleviate them, which significantly diminishes the
perceived advantages of this method. A method proposed by
Nohno et al. rearranges parallel coordinate axes through
spectral analysis of graphs [11]. A parallel coordinate axis
reordering approach was presented by Lu et al. to shift the
order of the parallel coordinate axes while reducing the com-
puting complexity from the perspective of dimensionality
reduction [12]. A method for interactive spacing modification
and dimension reordering founded on a parallel coordinate
dimension hierarchy was introduced by Yang et al. [13]. Peng
et al. introduced the concept of clutter-based dimension
reordering. Its aim is to discover views with the lowest
degree of visual clutter by altering the dimension order in
the visualizations [14]. Koh et al. proposed a cooperative
reordering method based on the optimization of the pairwise
visual difference in PCP to facilitate their contrastive compar-
ison [15]. The method of rearranging the coordinate axes can
only depict the degree of connection between the order of the
axes and their separation but not the precise distribution, and
different axis-sorting algorithms have different outcomes.

By highlighting distinct parts of the data that are difficult
to understand through polyline patterns alone, the integration
of other visualizations with PCP can assist researchers in
visually searching for information. The scatter plot, which
depicts the correlations between two attributes, is a popu-
lar visualization technique employed for this purpose [16].
Finding data distributions and clusters is rendered easier
by visual representations of the data through scatter plot
points [17]. A scatter plot is based on the Cartesian coordinate
system, which can reliably display datasets with two or three
attributes. For visual tasks with higher-dimensional datasets,
a SPLOM [18], [19], [19], [20] was used to describe the
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relationships between paired attributes for all attributes in
the entire dataset. Qu et al. placed scatter plots between the
paired axes above the PCP to illustrate the distribution of
data between the paired axes and observed their possible
correlations [21]. To enhance PCP, Janetzko et al. integrated
three advanced statistical visual encoding methods, including
violin charts and box plots, to represent the density distri-
bution of each axis [22]. To enhance PCP, Bok et al. added
color-stacked histograms to parallel coordinate axes [23],
enabling users to visually inspect the relationships between
attributes even when the attribute axes are separated by a large
distance. An accessible approach that enables users to study
clustering, linear correlations, and outliers in large datasets
without running on the overdraw and clutter issues of the
original PCP is a histogram attached to the PCP axis [24]
that depicts both the density of the polylines and their slopes.
In the geo-coordinated parallel coordinates (GCPC) [25]
method, box plots are attached above the parallel axes to
illustrate the relationships between the paired coordinate
axes. Schmid et al. combined SPLOM, PCP, a permutation
matrix, and Andrew’s plot [26]. Wong et al. integrated the
SPLOM with PCP [27].We discovered that scatter plots, his-
tograms, box plots or violin plots can be attached above the
PCP to obtain a coordinated-view visualization. These visual
enhancement approaches, based on the frequency of the data
and Cartesian coordinate system, can visually express the
paired attribute relationships. Histograms, which are useful
for providing a summary of the data, have been used in
numerous previous studies [28]. This approach is straight-
forward and effectively displays the clusters and outliers.
However, this histogram employs bin mapping. Parameter
bins were chosen before the histogram was drawn. The final
histogram is substantially different if the bins are different.
In addition, the distribution of the histogram is not smooth,
meaning that samples in the same bin have the same proba-
bility density. Of course, this is frequently inappropriate for
the types of analysis in which these methods are applied.

Iil. DESIGN OF KDEPCP

This section discusses the means by which we implemented
the PCP with 2D kernel density scatter plots, with an empha-
sis on interactive features and visual enhancements.

A. DESIGN RATIONALE
A polyline in a parallel coordinate system represents a point
in the Cartesian coordinate system. PCP enables users to
visually explore high-dimensional datasets on a 2D plane by
connecting the values of each attribute to each data point.
However, similar to many other visual encoding methods,
PCP is difficult for inexperienced users to interpret, and users
must learn its principles. Moreover, to a certain extent, the
intrinsic flaws of PCP, such as the order of axis arrangement,
overlapping of polylines, and difficulty in pattern recognition
between paired attributes, restrict its development.

KDEPCP is designed to estimate the relationships between
paired coordinate axes while maintaining the original
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advantages of PCP. In our design, an SPLOM is also attached
to assist in the expression of the overall structure and
comprehensively estimate the relationships between various
dimensions.

To achieve our design goals and alleviate the curse of
dimensionality and difficulties in identifying the attribute
relationships between paired coordinate axes in the PCP,
as well as the challenges in interpreting the polylines while
maintaining advantages of PCP, we attached scatter plots
between every pair of coordinates below the PCP and then
superimposed 2D kernel density contour plots onto the scat-
ter plots to enhance the density perception. The 2D kernel
density contour plot displays the distribution frequency of the
data scatter points in a continuous manner, without requiring
previous subjective knowledge, by fitting the distribution
according to the characteristics of the data. This is better
than parameter estimation and can easily detect outliers.
To achieve our goal of maintaining the inherent benefits of
PCP, our visualization design was efficient and did not require
any changes to the original PCP design. The 2D kernel den-
sity scatter plots in KDEPCP have superior interpretability
and capacity for intuitive comprehension compared to PCP
because they employ the most popular and straightforward
Cartesian coordinate system on the 2D plane. The initial
unintelligible polyline is rendered understandable, since the
point and the polyline have a one-to-one correspondence as
they are attached below the PCP and updated collectively
with the coaxial exchange interaction. Polylines, scatter plots,
and kernel density contour plots can be used to visualize the
relationships between attributes.

To visualize high-dimensional data, we designed a visual
enhancement approach that combines PCP with 2D kernel
density scatter plots and follows the visual design principles
proposed by Shneiderman [29]. We also designed correlative
axis-swap interaction, brushing interaction, and statistical
coloring interaction methods for scaling and filtering data.
The scatter plots and 2D kernel density contour plots in the
2D Cartesian coordinate system are effective in showing
the probability density distributions of the datasets and the
connections between paired characteristics, but they cannot
effectively help users estimate the relationships between non-
adjacent paired attributes in PCP. However, the distribution
of each attribute was not reflected. Therefore, we combined
the overview of KDEPCP with SPLOM for comprehensive
assistance, making them complementary. The diagonal line
shows histograms displaying the probability distribution of
a single attribute, and the distribution was continually fitted
using one-dimensional kernel density curves. The lower tri-
angle shows the 2D kernel density scatter plots and the upper
triangle shows scatter plots. Thus, the display area of the
screen is not wasted.

B. BUILDING 2D KERNEL DENSITY SCATTER PLOTS

Kernel density estimation [30], [31] is a nonparametric esti-
mation method that differs from commonly used parameter
estimation approaches, such as likelihood estimation, in that
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Parallel Coordinates Plot with 2D Kennel Density Scatter Plots of Car Dataset.
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FIGURE 1. Car performance dataset visualization with KDEPCP.

a better model can be obtained by directly using samples to
fit the probability distribution of the dataset in accordance
with the characteristics and properties of the data, even when
one is prior knowledge and the form of the density function
of probabilities is unknown. The continuous kernel density
curve can be used to represent the density and distribution
of the data and alleviate the shortcomings of the uneven
distribution of the histograms. Kernel density estimation has
made many contributions to visualization [32], [33], [34],
particularly as a natural extension of the histogram, has shown
promising results in real-world applications [35], [36]. Here,
we used 2D kernel density contour plots, which inspired our
previous work [37], to enhance the scatter plots. This allowed
us to analyze and explore the relationships between paired
property associations by perceiving the contour distribution
and trend of the curve, as well as the density of the scatter
points.

To construct the 2D kernel density scatter plots in
KDEPCP, we first used the scatter plots presented in the
Cartesian coordinate system, and then superimposed the 2D
kernel density contour plots onto the scatter plots. In this
case, the visualization graph represents the distribution of
the paired attributes and the frequency of the distribution.
Owing to the lifting effect of the contour lines, users can
investigate the implicit connections between the paired fea-
tures. Moreover, the visualization based on the Cartesian
coordinate system is more precise and effective than that
based on the parallel coordinate system, which is also
an innate advantage of our KDEPCP design. FIGURE 1
illustrates the method for adding 2D kernel density scat-
ter plots for every two parallel coordinate axes along
the PCP.
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C. INTERACTION CAPABILITIES

We also designed interactive technologies for KDEPCP to
enhance visual analysis. First, we applied the correlative
axis swap interactive analysis method, which is a crucial
interaction function because both the quantity and qual-
ity of the presentation are significantly affected by the
order of the axes [38]. Moreover, it is difficult to compare
data between nonadjacent dimensions, which may introduce
ambiguity [25]. Therefore, KDEPCP includes interactive
methods that allow the manual reordering of axes [10]. Users
can reorder the axes by simply dragging and dropping oper-
ations onto the labels of each attribute’s coordinate axis,
placing the attributes to be compared together, and reconfig-
uring the data accordingly. The 2D kernel density scatter plots
attached below the PCP were updated with each axis swap
operation. It should be noted that the order of the parallel
coordinate axes was chosen to highlight important pairwise
correlations.

Second, we applied statistical coloring interactive tech-
nique to PCP [22], in which the use of color is an important
visual channel used to express attribute values. All attributes
are included in the drop-down list, and the corresponding
color legend is shown above. The color values in the legend
are continuous. In this study, we used the color-matching
scheme of the D3.js framework. These color schemes are
visually appealing and adhere to the accepted range for
human color discrimination. Statistical coloring was used to
color the polylines according to the attribute value of the data
on an axis to reveal the correlations.

Finally, brushing interaction technique is employed in the
process of visual information exploration to filter out items
that users do not consider important to realize the expansion

VOLUME 11, 2023



J. Liu et al.: Visually Enhanced PCP With Two-Dimensional Kernel Density Scatter Plots

IEEE Access

and contraction of the data items and render the visualization
clearer. Brushing interaction technique has been applied to
PCP and SPLOM.

IV. CASE STUDY

To demonstrate how useful the KDEPCP is in helping explore
relationships between paired attributes, we selected five pub-
licly available datasets from different domains for visual
analysis. The first dataset was the car performance dataset,
which has been used in many publications and contains
398 data items and eight attributes. It records various per-
formances for different types of cars. The second dataset
was the shared bicycle daily dataset, which had 731 records
and 10 attributes, including time, weather, and wind speed.
The third dataset is the wine quality dataset, which contains
1600 data items and 12 attributes, including wine density,
pH value, and citric acid content. The fourth dataset is the
Boston housing price dataset, which contains 506 data items
and 12 dimensions, recording the relevant factors that affect
housing prices. The fifth dataset was a dataset for diabetes.
It includes data based on the physiological characteristics of
442 patients and the progression of the illness after 1 year.
The dataset has 10 characteristics.

Our software was implemented using the D3.js visualiza-
tion library [39]. D3.js uses a scalable vector graphics (SVG)
file format to generate high-resolution web graphics pages
with a high degree of flexibility, which enables developers
to design various types of visualization methods and visual
interactions.

In KDEPCP, the density is calculated using the
d3.contourDensity() function, and the bandwidth() function
is employed to determine the appropriate resolution. In this
study, it was important to set the bandwidth to 13 and
threshold to 30. In the SPLOM, we employed the Epane-
chinikov function as the kernel function in kernel den-
sity estimation, with a bandwidth of 3. And all visual-
ization demos of KDEPCP are available at http://18.223.
136.39:8080/kdepcp/index.html.

A. CAR DATASET

We visualized seven attributes from the car performance
dataset, which also served as an example dataset for D3.js,
as illustrated in FIGURE 1. According to PCP, early cars
tend to be less economical with higher fuel consumption.
Although this characteristic may have a strong correlation
with the number of cylinders, displacement, power, and
weight, it leads to rapid acceleration. From this, we again con-
cluded that PCP is an excellent high-dimensional data visu-
alization technique, providing users with a good overview of
the data, and the statistical coloring technique is particularly
beneficial to users and improves the effectiveness of the
analysis.

We discovered an intriguing fact by observing the
2D kernel density scatter plots attached below the PCP:
cars with the same number of cylinders had different
amounts of fuel consumption and different displacements.

VOLUME 11, 2023

The displacement, power, and weight are approximately pro-
portional to each other and inversely proportional to the time
required to accelerate from 0 km/h to 60 km/h. In other words,
a higher power and faster acceleration are associated with
a larger displacement. The labels above the coordinate axes
could simply be dragged to render the two axes adjacent if
the user wished to examine the relationship between the two
nonadjacent coordinate axes. The year attributes also show
that the quality of automotive manufacturing is continuously
increasing.

Each of the enlarged images in FIGURE 2 is two-
dimensional. With the use of statistical coloring in PCP,
we observed that (a) the weight and fuel consumption have
an inverse correlation, and (b) the number of cylinders and
acceleration also have an inverse correlation. By observing
the corresponding 2D kernel density scatter plot, consistent
conclusions were obtained. With the capacity for interactive
exploration and the integrated visualization environment pro-
vided by KDEPCP, the task of exploring correlations between
attributes has become easier.

cylinders

|

a5 .

weight economy zero_60_mph

(a) (b)

FIGURE 2. Details of car performance dataset visualization with KDEPCP.

B. BIKE SHARING DATASET

There are more attributes in the shared bicycle dataset, which
contains data collected daily for 2 years. Nine numerical
attributes were visualized, as shown in FIGURE 3. In PCP,
brushing interaction technique can be used to view the bicycle
usage in each season. We found that more bicycles were used
in the summer and autumn than in the winter and spring.
The reason for this may be related to temperature. People are
more willing to travel bikes during relatively warm weather.
We also observed that more people choose to ride bikes when
the humidity was appropriate and the wind was not too strong.
However, under truly severe weather conditions, almost no
one wants to ride bikes. Using 2D kernel density scatter plots,
we observed the situation in detail and found several outliers.
Occasionally, some people choose to ride under windy and
dry weather conditions.

C. RED WINE QUALITY DATASET

In the red wine quality dataset, the attribute dimensions
were 12. The entire display could be observed without
scrolling through the webpage, because we used a widescreen
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Parallel Coordinates Plot with 2D Kennel Density Scatter Plots of Bike Sharing Dataset.
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FIGURE 3. Bike sharing dataset visualization with KDEPCP.
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FIGURE 4. Red wine quality dataset visualization with KDEPC.

monitor. First, statistical coloring was adjusted to sort and
colorize the data according to the attributes of quality,
as shown in FIGURE 4. Although there were no discernible
differences in quality between the classes, we found that
lower-quality wines had greater levels of volatile acidity,
chloride, and total sulfur dioxide.

By switching the quality attribute axes individually, we can
compare and analyze the correlations between the quality
attribute and other attributes, which is our area of interest in
this study. However, in our approach, the auxiliary SPLOM,
as shown in FIGURE 5, can be used to make general obser-
vations. The last row shows 2D kernel density scatter plots of
red wine quality and other attributes, whereas the last column
shows scatter plots of red wine quality and other attributes.
Here, SPLOM helps visualize the desired features in the most
efficient manner.

D. HOUSE PRICE IN BOSTON DATASET
Boston housing price dataset was used as the object of anal-
ysis to identify the main factors affecting housing prices and
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has the largest dimensionality of all datasets utilized in this
study, with a total of 14 dimensions. As long as the screen
is sufficiently large, we believe that KDEPCP can still be
used to perform effective visual analysis even with greater
dimensions. Because the factors influencing the prices of
homes are those that we were most interested in studying,
we chose the parallel coordinate axis, which represents the
price attribute as the statistical coloring object, as shown in
FIGURE 6. Housing prices were evidently high in places with
low per capita crime rates and high concentrations of lower
economic classes. These two elements can be seen to have
significant impacts on housing prices. The 2D kernel density
scatter plots, which demonstrate that these two parameters are
inversely related to house value, provide more support this
conclusion.

E. DIABETES DATASET

The diabetes dataset included 11 dimensions and was sub-
jected to mean centralization to facilitate quantification,
where the target was the progression of diabetes. We adjusted
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FIGURE 5. Red wine quality dataset visualization with scatterplot matrix.

the statistical coloring applied to this axis, as shown in
FIGURE 7. The 2D kernel density contour plots outline of
the data distribution, allowing users to quickly determine the
distribution profile and correlation by observing the shape.
KDEPCP users can quickly detect factors, such as those
that are more closely associated with the course of diabetes,
allowing for the possibility of performing early diabetes
intervention. This would take longer if conventional PCP
identification were to be used alone.

V. EVALUATION

To evaluate the overall performance of KDEPXP in the cor-
relation analysis between paired attributes, we conducted a
field trial study. The field trial study is open-ended analysis
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that give analysts the freedom to investigate and analyze as
part of a typical data analysis activity.

We recruited 92 participants from the faculty members
of a university, including 51 males and 41 females aged
17-55 years. Of these, 40 were undergraduates, 18 were
master’s students, 11 were PHD students, 3 were professors,
4 were associate professors, 5 were lecturers, and 11 were
civilian staff. These participants were unfamiliar with the
visualization methods but were proficient in using computers
and web browsing. To show the visualizations throughout the
experiment, we used 34-inch Lenovo widescreen monitors
with a resolution of 2560* 1440.

Before the task started, all participants were trained to
use KDEPCP for visual analysis. We provided participants
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Parallel Coordinates Plot with 2D Kennel Density Scatter Plots of house prices in Boston Dataset.
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FIGURE 6. Housing prices in Boston dataset visualization with KDEPCP.

Parallel Coordinates Plot with 2D Kennel Density Scatter Plots of Diabetes Dataset.
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FIGURE 7. Diabetes dataset visualization with KDEPCP.

with instructions on how to visually analyze the relationships
between paired attributes and evaluate the results. The train-
ing goal was to familiarize users with visual analysis and
enable them to understand the subsequent analysis tasks.

A. STUDY DESIGN

The goal of the field trial study is to offer empirical proof
of the performance and usefulness of KDEPCP method.
We chose another two visual analysis methods for compar-
ison with KDEPCP: PCP and SPLOM. PCP was chosen as
the control condition to demonstrate the degree to which our
approach improved. SPLOM was chosen because it is com-
monly used and is considered the best way to visually analyze
the relationships between two attributes and is more accu-
rate and efficient than analyzing the relationships between
paired attributes through PCP [40]. We did not use histograms
for comparison because they did not show any relationships
between attributes. Moreover, the kernel density plot is an
improvement over the histogram.

We conducted the content of the comparison open-
ended analysis, including four instructions: (1) without any
interactions, analyze the factors influencing iris species;
(2) exchange the order of the parallel axes to analyze the fac-
tors affecting iris species again, where the SPLOM showed no
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such interactions; (3) use the brushing interaction to analyze
the factors affecting iris species (the SPLOM also included
brushing interaction and certain points could be selected for
analysis); and (4) perform free analysis, using the original
conditions and interactions of each visualization method in
order to analyze the factors that determine iris species. With
these guidance, we can more thoroughly evaluate the effects
of interactive methods. Then the participants’ reaction times
and errors were recorded.

After the comparison open-ended analysis, the participants
were invited to participate in our interviews, aiming to fur-
ther investigate the usability of KDEPCP and obtain their
responses to the following questions: (1) Which of the three
visualization methods do you think is the most useful? (2) Are
the interactions created by KDEPCP helpful for increasing
the effectiveness of visual analysis? (3) What problems did
you face when using the KDEPCP? (4) What functions or
interactive technologies do KDEPCP currently not offer? Do
you want to be available to implement?

B. SETTINGS

The field trial study was conducted with the publicly acces-
sible iris dataset, which has 150 entries and five variables,
including the categorization and the lengths and widths of
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the iris calyx and petals. This dataset was chosen because it is
often used for data mining, has a small number of dimensions,
and allows one to make clear comparisons.

V1. RESULTS

A. RESPONSE TIME

FIGURE 8 illustrates the total response time required for the
participants, using the three visual analysis methods, to com-
plete the analysis assignment, and it reveals that KDEPCP
required the least amount of response time. This indicates that
the participants spent less time analyzing the relationships
between attributes and drawing conclusions, confirming the
high efficiency of KDEPCP. The effect of the SPLOM is also
evident. We speculate that the variations in the response time
were due to participants’ greater familiarity with the SPLOM
constructed in the Cartesian coordinate system. As the dimen-
sions increase, the SPLOM become less effective because
they are visually displayed as matrix, which causes the web-
page to become congested and chaotic, thereby reducing the
effectiveness of the visual analysis.

2400
2,200
2,000
1,800

1,600+

=

3

=3
I

1,200+

1,0004

800+

Response time(s)

600+

400

200+

KDEPCP SPLOM PCP

Analysis 1: Analyze without interaction
Analysis 2: Analyze with axis-swap interaction
Analysis 3: Analyze with brushing interaction
Analysis 4: Freely analyze

FIGURE 8. Results regarding the response time of the field trial study.

B. ERROR RATE

FIGURE 9 demonstrates that the error rate of KDEPCP is
substantially lower than that of the other methods. Most of
the time, there was no trade-off between the response time
and error rate; hence, better performance did not lead to
increased error rates. The error rate also decreased as further
analysis was performed, proving that an effective interactive
analysis design can enhance visual encoding performance
and improve visual analysis accuracy.

C. ANALYSIS OF VARIANCE
Analysis of variance (ANOVA) is a useful technique for
determining whether and to what extent each element has
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an impact on the given outcomes [41], [42], [43], [44], [45].
Using the social science statistical online tool SPSSPRO
(https://www.spsspro.com/), we first conducted a two-way
analysis of variance (two-way ANOVA) of the response time
of each participant in the four phases of the visual analysis
assignment using three visual analysis methods. We put the
following two hypotheses into the test, assuming that there
are three levels of factors affecting the visual analysis method
and four levels of factors affecting the task stage:

Hor:opy = = a3 =0,
(D

Hii:a1, ar, a3 are not all zero.

Hy:p1=p=p3=p4=0,

2
Hi2:B1, B2, B3, Ba are not all zero. 2

where « represents the visual analysis method factor, and
B represents the visual analysis task stage factor. The results
are shown in TABLE 1.

0.16
0.14
0124
0.0+

0.08 o

Error Rate

0.06

0.04 o

002 4

KDEPCP SPLOM PCP

Analysis 1: Analyze without interaction
Analysis 2: Analyze with axis-swap interaction
Analysis 3: Analyze with brushing interaction
Analysis 4: Freely analyze

FIGURE 9. Results regarding the error rate of the field trial study.

TABLE 1. Results of two-way ANOVA for response time of field trial study.

SuM OF DEGREE OF Mean
Item F P
SQUARES FREEDOM SQUARE
Intercept 526981.363 1 526981.363  22184.67  0.000***
Method 2616.739 2 1308.37 55.079 0.000%***
stage 1012.494 3 337.498 14.208 0.000%**
Error 26082.224 1098 23.754 NaN

Hypotheses Hp; and Hpy are rejected because the time
required to analyze high-dimensional data using the different
visual analysis methods differs considerably, as shown by the
values of Fy 05 (2, 1098) = 19.5 < 55.079,F 05 (3, 1098) =
8.53 < 14.208. Additionally, the amount of time required
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for the visual analysis of high-dimensional data using vari-
ous visual interaction analysis methods varies considerably.
In other words, both interactive and visual analysis meth-
ods significantly affected the duration of the visual analysis
process.

For the error rate, we also performed a two-way ANOVA,
and the results are reported in TABLE 2. It is considered that
there are considerable variances in the error rate produced by
employing different visual analysis methods to examine high-
dimensional data, as well as large differences in the error rate
generated by different visual interaction analysis methods.
In other words, the visual analysis error rate is significantly
influenced by both the interactive technique and the visual
analysis approach.

TABLE 2. Results of two-way ANOVA for the error rate of visual analysis
task.

Ttem SuM OF DEGREE OF Mean F P
SQUARES FREEDOM SQUARE
Intercept 8.452 1 8.452 3279.212  0.000***
Method 0.787 2 0.393 152.584 0.000***
stage 0.867 3 0.289 112.133 0.000%***
Error 2.83 1098 0.003 NaN

D. RESULTS OF INTERVIEW
In the interviews, in addition to providing their opinions
on, and details about their comprehension of, the KDEPCP,
the participants also provided results for the comparison
open-ended analysis, focusing primarily on the following
two points: (1) KDEPCP performs better in analyzing the
relationships between paired attributes than other models.
Because users can select comparison factors, the interactive
axis swap approach is particularly useful. (2) SPLOM is
also quite practical, allowing one to fully understand the
relationships between paired attributes even in the absence
of interactions. However, the 14-dimensional Boston housing
price dataset formed a very large matrix to be presented in
full, because widescreen monitors were used. If an ordinary
monitor is to be used, the need to constantly scroll through
the webpage would weaken the advantages of the SPLOM.
We also collected many useful recommendations, mainly
focusing on the following two points. (1) Despite being
comparatively unrestricted, the attribute comparison lacks a
scientific foundation. If some reliable quantification tools,
such as correlation coefficients, could be combined to render
the axis swap interaction more purposeful, instead of taking
the form of a random comparison, the efficiency would be
greatly enhanced, especially when the dimensions increase,
because the increase in dimensions would render the paired
attribute exploration process more time-consuming. Future
improvements in KDEPCP will primarily focus on this direc-
tion. (2) Because a polyline in the parallel coordinate system
is equivalent to a spot in the Cartesian coordinate system,
if the filtered data are also highlighted in the 2D kernel
density scatter plot while the data are filtered on the parallel
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coordinate axes, the visual analysis effect can be enhanced by
sensing the implicit connections generated by all highlighted
matches and analyzing the correlations between attributes.

In summary, it can be concluded that KDEPCP has a sig-
nificant effect on the correlation analysis between attributes,
is more widely applicable, and, in particular, outperforms
other visualization methods in terms of visual enhancement
and interactive features.

E. DISCUSSION

The intrinsic drawbacks of PCP include difficulty in
comprehension, overlapping occlusion of lines, curse of
dimensionality, and ambiguous relationships between non-
adjacent variables, as can be observed in the plots in the
previous section. Most non-experts would also require some
training for the parallel coordinate system because they are
more accustomed to the Cartesian coordinate system. As the
dataset’s number of records increase, it becomes impossible
to avoid polyline overlap, even if the polylines are rendered
translucent or partially reduced by brushing interactions. The
relationships between paired attributes are unclear because
the axes are far apart from each other. KDEPCP integrates 2D
kernel density scatter plots in the Cartesian coordinate system
and PCP in the parallel coordinate system, thus combining the
advantages of these two types of visualizations and allowing
for comparisons to be made between these two coordinate
systems.

Similar to many other PCP-based visualizations, the
pattern-recognition ability of the original PCP can be use-
ful. Users can seamlessly use it with KDEPCP, which also
supports interactive analysis methods, including brushing,
axis swap, and statistical coloring interactions. As shown in
FIGURE 10, for the iris dataset, without statistical coloring
interaction, the original PCP cannot effectively observe the
boundaries of the classification, and it is difficult to explore
the relationships between paired attributes without axis swap-
ping. Furthermore, the attached 2D kernel density scatter
plots can improve the exploration efficiency of the origi-
nal PCP and facilitate an understanding of the relationships
between the paired attributes. As shown in FIGURE 10, the
iris can be classified according to the length and width of the
petals. In the corresponding figure of the Cartesian coordinate
system, we can also see that the lengths and widths of the
petals of different varieties of irises are diverse.

The histogram of each attribute is displayed on the diagonal
line in the SPLOM, which provides visualization assistance
in KDEPCP approach. To alleviate the drawbacks of the
histogram’s lack of smoothness, we combined the histogram
with a one-dimensional kernel density curve and fitted the
data by smoothing the peak function. In KDEPCP, 2D kernel
density contour plots are combined with scatter plots, and
continuous density curves are used to describe the distribution
forms of the variables. Thus, the visualization has strong
robustness and weak model dependence.

The scatter plot is a particularly effective visualization
tool for representing the distribution of the two attributes.
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Parallel Coordinates Plot with 2D Kennel Density Scatter Plots of Iris
Dataset.
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FIGURE 10. Iris dataset with KDEPCP.

However, when a dataset with n attributes is visualized,
it needs to be presented in nxn scatter plots, and the space
efficiency of this visual analysis method can also present
problems, as shown in FIGURE 5. Each scatter plot shrinks
and the SPLOM becomes more congested as the number of
attributes increases, making it more difficult to determine
how the attributes are related. Moreover, the matrix is diag-
onally symmetric, and because half of the space is wasted,
we use 2D kernel density scatter plots to represent this portion
of the matrix. However, when visualizing multiple attributes,
the spatial efficiency of the visual analysis methods is critical
because it directly affects the number of attributes that can be
presented within the constrained screen area. KDEPCP can
depict the correlations between numerous paired characteris-
tics in a more space-efficient manner than SPLOM, which is
advantageous for users who want to discover information on
the relationships between several attributes.

The 2D kernel density scatter plots used in KDEPCP are
based on the Cartesian coordinate system, which is in line
with human comprehension tendencies. The learning process
required to understand these plots is short or may even be
unnecessary. This method can also be used to enhance the
information search processes for other visuals. KDEPCP
allows users to analyze data more efficiently by sorting the
attributes according to their relevance or similarity.

VIi. CONCLUSION

The KDEPCP visual analysis approach was presented in this
work with the intent of overcoming the drawbacks of PCP
in exploring nonadjacent attribute associations, improving
the experience of investigating correlations between paired
attributes, and resolving the dimensionality problem. While
maintaining the perceptual benefits and features of PCP, ker-
nel density contour plots and scatter plots, KDEPCP uses
the 2D kernel density scatter plot visualization method based
on a Cartesian coordinate system, integrates with a PCP,
visually expresses the relationships between paired attributes
on a joint basis, and visually mines implicit relationships and
trends between attributes. With KDEPCP, users can employ
axis swap interaction technique with their own subjective
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intuition to identify potential trends and implicit relationships
in the data. In addition, the 2D kernel density contour plot
has an effect on the detection of outliers, and we believe that
a more comprehensive analysis and application of this prob-
lem could be a fascinating subject for the future. KDEPCP
also provides several interactions, including axis swapping,
brushing, and statistical coloring, to help users quickly and
efficiently study the details of kernel density scatter plots
within a limited screen space. In our case studies, we demon-
strated the use of KDEPCP on real datasets. We evaluated
KDEPCP’s performance on tasks involving visual data anal-
ysis. The results indicate that, even with high dimensions,
the KDEPCP method has excellent correlation estimates and
strong applicability, enabling it to meet the basic data analysis
requirements of various fields.

When visualizing datasets with higher dimensions, the
KDEPCP process for analyzing the relationships between
paired attributes is limited. If a high-dimensional dataset con-
tains n dimensions, there will be (n — 1) ! possible combina-
tions of paired attributes. Consequently, the user’s execution
will be limited, and the study of the paired attributes will
result in blindness. Therefore, the user will no longer be
able to explore the relationships between paired attributes by
continuously and actively switching the axes. effectiveness
of the analysis, we must utilize axis-reordering methods or
correlation coefficient calculations. Future research efforts
will follow this direction.
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