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ABSTRACT Intrusion Detection Systems (IDSs) have played a crucial role in identifying cyber threats for
a very long time. Still, their significance has increased significantly with the advent of 5G/6G technologies,
particularly Device-to-Device (D2D) communication. Multiple cyberattacks, such as Man in the Middle
(MITM) attacks, Structured Query Language (SQL) injection attacks, Dictionary attacks, Distributed Denial
of Service (DDoS) attacks, and others by using specific attack tools such as HULK, RUDY, and GoldenEye,
that can cause rapid battery drain, rendering D2D network devices more prone to hardware failure or even
to the dissolution of the D2D communication network affecting the operation and the performance of the
mobile network. Using a Deep Hierarchical Machine Learning Model/Deep Hierarchical Neural Network
(DHMLM/DHNN) technique, we develop an Intrusion Detection System (IDS) for D2D communication
that, due to its hierarchical structure, is distinct from other comparable approaches. (i.e., Recurrent Neural
Networks (RNN), Deep Neural Networks (DNN), Long short-term memory (LSTM)), has several advan-
tages, including i) reduced training time (training time can be reduced by 56%.); ii) the ability to identify
multiple types of attacks; iii) the ability to identify Zero-day/Unknown attacks (i.e., attacks that it has not
seen before); iv) a more straightforward model design due to the low number of connections and neurons
compared to other approaches (excluding RNN and LSTM), and; v) overall outstanding performance in terms
of accuracy (i.e., 99.07%). The custom/unified data set used to train and evaluate the model was partially
manually emulated and partially sampled from a large set (>95%) from the commonly used CIC-DDoS-2019
data set. The after-comparison final proposed model’s 99.07% accuracy on this unified data set demonstrates
the efficacy of our method. The model was also tested and demonstrated an astounding 99.63% accuracy for
zero-day/unknown attacks.

INDEX TERMS 5G, D2D, D2D security, intrusion detection systems, multiple cyber attacks, hierarchical
machine learning.
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I. INTRODUCTION
Device to Device (D2D) networks [1], [2] represents a
new communication paradigm for 5G and beyond cellular
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networks, as it enables devices near in proximity to connect
via a direct link, as opposed to sending network packets
through a Base Station (BS) or a core network (which causes
considerable packet transmission delays), but the devices in
order to construct a network that can access the internet they
must have at least one connection towards the BS (one UE
that can share its connection towards BS and act as D2D
Relay or D2D MultiHop Relay as mentioned in [2]) and
let the BS act as gateway. Moreover, D2D networks aim
to enable direct device-to-device communication and reduce
reliance on base stations; in certain scenarios, the presence
of a base station may still be necessary to facilitate network
management and coordination. In this manner, the geograph-
ical proximity between network nodes increases network
coverage and transmission speed. However, the lack of a
monitoring authority, the dynamic nature of D2D networks
(in which devices can enter and exit the network at will),
and the low processing capability of pervasive devices, i.e.,
User Equipment (UE), make them vulnerable to cyber-attacks
and makes D2D network recovery difficult [3]. These attacks
are diverse and include crippling large-scale operations such
as DDoS attacks that can affect the operation of tech titans
like Twitter, Amazon, and Cloud Flare. The alleged Google
Attack on October 16, 2020, has unquestionably cemented
DDoS attack detection as the top cyber security objective.
Functionally, two primary types of IDSs are employed to
detect cyber attacks. These are [4]:

• Anomaly Detection: In anomaly detection (unusual
event detection), the IDS learns the signature of regular
traffic and records departures from that signature as
highlighted anomalies for further investigation to dis-
cover attack signatures.

• Misuse Detection: In misuse detection, the IDS learns
the attack signatures and classifies attacks as they are
detected to neutralise them with minimal impact on the
network infrastructure.

Note that due to the nature of the architecture utilised to
establish D2D communication networks, cyber-attacks, espe-
cially DDoS attacks, are worsened, making standardisation
of security measures and secure data transmission between
devices challenging. Several Machine Learning (ML) meth-
ods, such as Support Vector Machine, k-nearest neighbour,
and Naive Bayes [5], have been utilised in D2D networks to
accurately identify and classify network data, as well as detect
assaults. Numerous algorithms adopt a shallow learning strat-
egy, emphasising feature selection and feature engineering to
produce optimal outcomes. However, shallow models cannot
categorise vast quantities of live traffic in a real-time appli-
cation environment. Deep learners, such as Neural Networks
(NN), outperform shallow learners in extracting trends from
enormous amounts of data to generate more realistic models.
NNs can learn from training data given to them without
requiring any prior knowledge.

Hierarchical decomposition through Hierarchical Machine
Model simplifies complex issues by breaking them into

smaller, interconnected ones. The smaller problems are
solved independently, and the answers are recombined to
solve the original problem. Consequently, one of the primary
objectives of hierarchical learning is the reduction of comput-
ing complexity. Using a collection of multi-level classifiers
can lower the cost of learning, according to the proposed
approach. Undoubtedly, the collection of multi-level classi-
fiers constitutes a hierarchical learning structure. Experimen-
tal findings in handwritten Chinese character recognition and
image retrieval are provided to validate the approach’s util-
ity [6], [7]. Hierarchical learning, inspired by human learning,
is one of the techniques for enhancing machine learning
performance [8], [9], [10], [11], [12].

The novelty of the investigation is that with the use of a
DHMLM/DHNN (called also DHNN) approach, we develop
an intrusion detection system (IDS) for D2D communication
that, due to its hierarchical structure, has several advantages
over other comparable approaches, such as reduced training
time, the ability to identify numerous types of assaults on
security, the ability to identify Zero-day attacks (i.e., attacks
that it has never seen before), a more straightforward model
design due to the low number of connections and neurons and
remarkable overall accuracy. The key contributions of this
paper are summarised below:

• Introduced (to the best of our knowledge) the DHMLM
in various attack identification in D2D communication
networks.

• Using the DHMLMmodel, we develop an IDS for D2D
Networks that, due to its hierarchical structure, in con-
trast to other related approaches, has various advantages,
including:

– Reduced training time. More specifically, we
achieved more significant computation optimisa-
tion with the use of a hierarchical structure model
that permits greater flexibility and customisation (as
demonstrated in Section V-D) rather than using a
shallow DNN [13] or any other approach.

– Ability to identify multiple types of Linux
tool-based security attacks and with greater accu-
racy (i.e., 99.07%; see Section VI-B) than the DNN,
RNN, and LSTM (see Section VI-B2) and the rest
of the other investigated approaches (see Section
VI-B). More specifically, the attacks identified are
i) Man in the Middle attack; ii) SQL injection
attack; iii) Dictionary attack; iv) various types of
DDoS attacks such as UDP, SSDP, Synchronisation
(SYN), NetBIOS, Portmap, Trivial File Transfer
Protocol (TFTP), LDAP, and MSSQL; and v) vari-
ous Kali as HULK, RUDY, and GoldenEye.

– Ability to recognise and evaluate unknown threats
as attacks (see Section VI-B5) [14].

– Provides a simpler model design due to the low
number of connections and neurons used.

• We have created a novel data set by combining the most
common attacks of the CIC-DDoS-2019 data set [15]
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and emulated attacks with the help of common Kali
Linux tools and a D2DClient, therebymaking the model
immune to data distribution variability which leads to
fewer false alarms and better accuracy.

The rest of the paper is structured as follows: Section II
provides some background information related to D2D com-
munication networks, Intrusion Detection Systems, the inves-
tigated approaches used in this research, and the examined
cyber-attacks and other types of attacks explored in the paper
(see Section II-A4). Additionally, Section II shows the related
work in the open literature related to IDS and a comparison
table of related works that utilised ML used at IDS along
with our investigation approach (DHMLM) of this paper.
The problem description, primary objective, and assumptions
used in our investigation are described in Section III. The
end-to-end workflow of our system is described in Section
IV. The methodology of the approach, including the hier-
archical architecture of the model, the emulation setup, the
unified data set generation process used, the feature selection,
and the DHMLM’s, RNN, and LSTMworkflow/architectural
structure, are elaborated in Section V. The efficiency of the
investigated approaches is examined, evaluated, and com-
pared in Section VI. Finally, Section VII includes concluding
remarks and our future directions.

II. BACKGROUND KNOWLEDGE AND RELATED WORK
This section provides the context for the primary concepts
discussed in the paper and used in our solution approaches
as background work. It also discusses recent results from
relevant, high-quality papers on attack identification and
intrusion detection in D2D and non-D2D communication
networks.

A. BACKGROUND KNOWLEDGE
In this section, we provide some details about D2D, IDS, and
the insides of our investigated machine learning techniques
(i.e., RNN, LSTM, and deep hierarchical machine learning).
Moreover, we provide some background information about
the investigated Cyber-Attacks.

1) D2D COMMUNICATION NETWORKS
D2D networks are transparent to cellular networks (such as
Base Stations) and operate independently in licensed (inband
D2D) and unlicensed (outband D2D) spectra, and allow prox-
imate devices to bypass BS and establish direct links between
them. Also, D2D communications have the possibility of any
device being directly connected to BS and becoming a gate-
way to others (share their connection, act as relay stations,
or directly communicate and exchange information). D2D
communication has applications in pervasive social network-
ing, emergency rescue, location-based services, and LTE-
Advanced networks’ underlay networks. The standardisation
of D2D is in progress. Due to automatic security and reduced
computational power, D2D links are more vulnerable. D2D
networks support three application scenarios: in-coverage,

relay-coverage, and out-of-coverage. In in-coverage, UEs are
within the cellular network’s coverage, link establishment is
operator (BS) controlled, and the band used is licensed cellu-
lar spectrum. D2D communication is also useful for reducing
traffic by rerouting it. Relay coverage is the same, but when
UEs are at the network’s edge, the connection is poor, and
D2D improves it. There is no UE network connectivity out-
side of coverage. Additionally, D2D communication is useful
when natural disasters destroy the underlying infrastructure
because it operates autonomously and does not require BS
intervention. It also employs a dedicated band.

2) INTRUSION DETECTION SYSTEMS
Intrusion Detection systems are utilised to monitor and detect
network traffic to identify malicious users through anomaly
detection and misuse detection. In misuse detection, prede-
fined models are compared to current user activity obtained
by continuously monitoring network data. IDS are used to
detect common, well-known intrusions. Anomaly detection
detects novel intrusions by comparing normal traffic patterns
with current traffic patterns and utilising a threshold to deter-
mine if the deviation is within the allowed threshold. Ideally,
a real-time IDS should possess both of these features.

3) INVESTIGATION APPROACHES BASED ON THE MACHINE
LEARNING
This section provides background information on theMLNN
(i.e., RNN) and ML DNN (i.e., LSTM, DHMLM, and DNN)
approaches we use to tackle the problem of detectingmultiple
security attacks in D2D communications.

a: RNN
RNN [16], [17] is a type of artificial neural network in which
the connections between nodes can create a cycle, permit-
ting the output of some nodes to affect subsequent input to
the same nodes. This enables the entity’s dynamic temporal
behaviour. RNNs are dynamic systems where the internal
state varies at each classification time step due to the circular
connections and potential self-feedback connections between
neurons in the upper and lower layers. These feedback con-
nections allow RNNs to convey data from past occurrences to
processing stages that are now occurring. Therefore, RNNs
construct a memory of time series events. If a Recurrent
neural network has time delays or feedback loops, a different
network or graph may be substituted for the store. Note that
LSTM networks with recurrent gated units contain regulated
states known as gated states or gated memory. Using their
internal state (memory), RNNs constructed from feedfor-
ward neural networks can manage input sequences of vary-
ing lengths. As stated previously, recurrent neural networks
have an infinite impulse response, while convolutional neural
networks have a finite impulse response; however, both net-
work types exhibit dynamic temporal behaviour. In addition,
RNNs can be serially interconnected; therefore, in the case
of two RNNs with a single layer, the remaining RNNs range
from partially linked to wholly connected. Comparable to
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a three-layered neural network, the Elman network1 retains
the hidden layer outputs within context cells and returns
the context cell output and the signal’s provenance to the
hidden neuron. Each neuron in the hidden layer receives input
from both neurons in the context layer and the input layer.
Also, it adds a connecting layer to the hidden layer of the
feedforward network as a time delay operator to memorise.
As a result, it makes the system exhibit time-varying charac-
teristics and stronger global stability. Elman networks can be
trained using standard error backpropagation, with the output
of the context cell considered an additional input.

b: LSTM
Long short-term memory (LSTM) is a feedback-connected
artificial neural network. Over a thousand distinct time steps,
LSTM can learn to bridge tiny temporal delays. The LSTM
architecture is intended to equip RNNs with a short-term
memory that can last for thousands of timesteps, hence the
name ‘‘long short-term memory. A typical LSTM unit com-
prises a cell, an input gate, an output gate, and a forget gate.
The network’s connection weights and biases change once
per training session, similar to how physiological changes in
synaptic strengths store long-term memories; the network’s
activation patterns change once per time step, similar to
how minute-to-minute changes in the brain’s electrical firing
patterns store short-term memories. Long-term, short-term
memory is a gradient-based technique that avoids the van-
ishing gradient problem produced by the derivative of the
activation function used to construct a neural network and,
ultimately, the LSTM [19].

The system uses Constant Error Carousels (CECs) to
ensure a consistent flow of errors within particular cells. The
cell state is defined by activating a CEC by the input gate.
Multiple gate devices regulate cell access by determining
when admittance is permitted. This is the most important
feature of LSTM, which enables long-term storage of short-
term memory. As we still manage the connections between
other units and a unit named, for example, u, the various
LSTM network components are utilised here. By extending
the CEC with input and output gates connected to the net-
work’s input layer and other memory cells, LSTM can avoid
the issue of conflicting weight updates. This results in the
creation of a memory block, which is a complex LSTM unit.
The input gates, which are fundamental sigmoid threshold
units with an activation function range of [0, 1], scale network
signals for the memory cell; activation is near zero when
the gate is closed. In addition, they can learn how to avoid
extraneous signals from interfering with the stored data in the
predefined unit u. The cell remembers values across arbitrary
time intervals, and the three gates control data flow into and
out of the cell. The output gates can learn how to buffer
neighbouring memory cells from u-caused disruptions by

1Elman neural network [18] is a feedback neural network that is optimised
based on the research of backpropagation (BP) neural network by Elman in
1990.

regulating access to the memory cell’s contents. The major
role of multiplicative gate units is to authorise or refuse access
to the CEC’s continuous error flow [19].

c: DEEP HIERARCHICAL MACHINE LEARNING MODEL/DEEP
HIERARCHICAL NEURAL NETWORK
This section provides information about Deep hierarchical
Machine Learning. A brief description of Artificial Neural
Networks (ANNs) along with the traditional DNNs should
be provided to fully understand the concept because these are
our approach’s building blocks.

ANNs are supervised machine learning models inspired by
our brain’s biological network of neurons. They consist of a
layer that receives external data (i.e., the input layer), a layer
that produces the final result (i.e., the output layer), and zero
or few hidden layers in between them. Each layer is composed
of nodes or neurons that are connected according to a prede-
termined weight and threshold. If the output of a particular
node exceeds the threshold, the node is activated. Because
ANNs are supervised learning models requiring substantial
training data to improve their accuracy. A DNN is an ANN
with more layers and is, therefore, capable of identifying
more complex data patterns.

Traditional DNNs are frequently utilised in attack and
threat detection [20]. The deep learning architecture uses
many neurons to introduce non-linearity in classification
hypotheses, thereby increasing classification complexity. It
consists of one input layer and an arbitrary number of hidden
layers containing neurons. This network has complete con-
nectivity. Every connection has a corresponding parameter.
The output layer may be a multi-class or binary classifi-
cation that makes predictions using the parameters learned
by all connections. However, weight or parameter sharing
between the DNN nodes leads to a restricting interdepen-
dence between them or imposes constraints on their inter-
dependence. Also, the complete network must be retrained
whenever a change must be incorporated into a DNN. The
network also exhibits a marked increase in complexity when
more nodes and layers are added, increasing trainable param-
eters. In addition, the DNN’s black box design prevents it
from comprehending or identifying the hierarchical nature of
the attacks.

In hierarchical machine learning-based models, supervised
learning (classification) can be viewed as discovering a map-
ping from a low-level feature space to a high-level conceptual
space or from an adequate space to its quotient space (a
coarse space). There is a large semantic gap between the
low-level feature spaces and the conceptual spaces, making
it difficult and inefficient to locate the mapping. Human
learning features are applied to lower the computational
complexity of machine learning. In human learning, people
always employ a multi-level learning method, consisting of
multi-level classifiers and multi-level features, instead of a
single level, i.e. learning at distinct grain-size spaces. This
type of machine learning is known as hierarchical learning.
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Therefore, hierarchical learning is an effective method for
enhancing machine learning.

A DHMLM is a machine learning model with a hierar-
chical data-driven structure. In contrast to traditional DNNs,
which have a black box model, a-priori data knowledge
is used to structure the networks, thereby enhancing our
understanding of the model’s operation and efficacy. A Deep
Hierarchical ML model is a classification model that exploits
hierarchical patterns within the data. DHMLM is comprised
of learners ofmultiple levels. Themodels in question could be
homogeneous or heterogeneous and consist of any machine
learning algorithm. In this paper, we leverage the inherently
hierarchical nature of the data and use a DHMLM-based
approach that achieves modularity by splitting the realisation
of the IDS task into three DNNs components to implement
an efficient and real-time IDS. The reasons for choosing
DHMLM to design our approach are the following:

• The DHMLM is capable of identifying unknown attacks
without the need for prior training (see Section VI-B5).

• The DHMLM is hierarchical and consists of separate
levels of DNNs. The model’s retraining consumes sig-
nificantly less time as we are only required to train one or
two relatively shallow DNNs. Furthermore, the overall
training time of the DHMLM is almost halved compared
to a similar traditional DNN.

4) INVESTIGATED CYBER ATTACKS
A cyber-attack is any malicious attack aimed at disrupting
operations, gaining access to data, or damaging information.
Cybersecurity threats are the greatest obstacle for any com-
pany operating in the Information Technology (IT) sector.
Globally, it is estimated that the total damages caused by
cyber events amount to approximately $8.5 billion [21]. The
most common cyber attacks are MITM, DoS, DDoS attacks,
SQL injection attacks, Password attacks, Phishing, Malware,
and Ransomware attacks.

In this paper, we have examined and compiled a data set
containing MITM attack using Ethernet Capture (ETTER-
CAP) tool, HTTP DDoS attack using R U Dead yet
(R.U.D.Y.) tool, DDoS attack using GoldenEye tool, Hyper-
text Transfer Protocol (HTTP)DDoS attack using Flood, DoS
HTTP attack using HTTP-Unbearable-Load-King (HULK)
DDoS tool attack, TFTP amplification DDoS attack using
Low Orbit Ion Cannon (LOIC) tool, UDP (User Datagram
Protocol) Flood DoS attack using Hping3 tool, Lightweight
Directory Access Protocol (LDAP) reflection and amplifi-
cation DDoS attack using Distributed Reflection Denial of
Service (DrDoS) tool (called r2dr2-udp-drdos-tool), Sim-
ple Service Discovery Protocol (SSDP) distributed reflective
DDoS attack using Saddam tool, Network Basic Input/Output
System (NetBIOS) DDoS attack using XOIC tool, Port Map-
per (Portmap) DDoS Attack attack using Rpcinfo tool, Syn-
chronisation (SYN) flood DDoS attack using Hping3, Struc-
tured Query Language (SQL) injection attack using #RefRef
tool, Microsoft SQL Server Resolution Protocol (MC-SQLR)

amplification for ms-sql server DDoS attack using mssqldos
tool and Password attack which is a type of dictionary attack
using xHydra tool, which we briefly describe below. Also,
some terms considered in our investigation are defined. The
list of attacks with their description and the related protocols
considered in our research, along with the related tools used
in the emulation, are described below:

• Man-in-the-middle (MITM) attack [22]: A Man-in-
the-middle attack is an attack in which an attacker
eavesdrops on a conversation over the network between
a computer with another computer using a protocol (such
as address resolution protocol) or a user and a web
application. The attacker secretly collects data such as
personal information and passwords by sifting through
the network packets exchanged between the application
and the user. The adversary can also use this information
to assume the user’s identity and conduct illegal opera-
tions [22]. The related protocol is Address Resolution
Protocol(ARP). The tool that is used in the emulation
for doing MiTM is the Ethernet Capture (ETTERCAP).
ETTERCAP is a powerful network interception tool
used for network monitoring, analysis, and penetration
testing. It stands for Ethernet Capture and is primarily
designed to performman-in-the-middle (MITM) attacks
on computer networks. ETTERCAP allows security
professionals to intercept, sniff, and manipulate net-
work traffic flowing between different devices on a
network. With ETTERCAP, you can analyse and cap-
ture various network protocols such as TCP/IP, Address
Resolution Protocol (ARP), Internet Control Message
Protocol (ICMP), Dynamic Host Configuration Protocol
(DHCP), and others. It operates by placing the attacker’s
machine in themiddle of a communication flow between
two devices, allowing it to intercept and modify network
packets in real-time. Another tool that can be used in
the MiTM attachment is Hyenae. Hyenae is a platform-
independent, extremely flexible network packet gener-
ator. It enables the reproduction of multiple MITM,
DoS, and DDoS attack scenarios, including a clusterable
remote daemon and an interactive attack assistant.

• SQL Injection attack [23]: An SQL injection attack
exploits vulnerabilities in a SQL database server and
enables the attacker to inject statements that allow him
to insert large amounts of fake data into the database or
extract and delete data from the database, thereby com-
promising the data’s integrity [24]. The related protocol
is Hypertext Transfer Protocol (HTTP). The tool that is
used in the emulation for SQL injection is the #RefRef.
#RefRef is a Perl-based DoS attack tool created by the
Hacktivist group ‘Anonymous’ that exploits a MySQL
vulnerability and it leverages it to execute a SQL injec-
tion employing the MySQL BENCHMARK() function,
allowing for repeated execution of an expression to crip-
ple the website through MySQL. #RefRef exploits the
BENCHMARK() function, which enables the repetitive
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execution of an expression to exhaust the resources of
a targeted server. If the server’s infrastructure employs
MySQL and is vulnerable, a significant disruption can
be caused by a few machines. A tool that can be
used in the SQL injection attack, also, is the sqlmap.
It detects and exploits SQL injection vulnerabilities and
takes over database servers automatically. It includes a
powerful detection engine and a vast array of switches
for database fingerprinting, data retrieval, accessing the
underlying file system, and executing commands on the
operating system via out-of-band connections.

• Password attack [25]: As the name suggests, password
attacks are brute force attacks used to steal a victim’s
passwords. It employs a trial-and-error algorithm for
guessing passwords and login credentials [26]. Password
attack is a type of dictionary attack. The tool that is
used in the emulation for making Password Attacks
is xHydra. The xHydra is a powerful graphical user
interface (GUI) application with Hydra tool as the back-
end for brute force attacks and password decryption.
Hydra is used for online or offline password attacks.
The xHydra tool is used to commence brute-force pass-
word attacks. Additionally, xHydra is primarily used to
evaluate the efficacy of passwords and authentication
systems through automated and systematic attempts to
determine login credentials. The xHydra is based on
the well-known and widely used Hydra application,
which is a command-line password decryption utility.
However, xHydra provides a user-friendly interface that
facilitates the configuration and execution of brute-force
attacks. The application supports multiple attack proto-
cols, including SSH, FTP, Telnet, and HTTP. It permits
users to specify a list of target IP addresses or hostnames,
username lists, and diverse password generation tech-
niques, such as dictionaries, masks, and combination
attacks. A tool that can be used in the password attack,
also, is the Medusa. Medusa is a rapid, modular, and
parallel brute-force password encoder. The Medusa util-
ity is a lightweight and extremely effective instrument
and is used to brute-force credentials across as many
protocols as possible, resulting in the remote execution
of code.

• DoS attack [27]: A DoS is a malicious and targeted
attack that bombards a network with repeated synthetic
requests to disrupt or even shut down the network. This
prevents network users from making use of network
resources. It does not result in data theft or loss, but
the cost to restore networks and services is significant.
The related DoS tools, the associated attack, and the
associated protocols (in the parenthesis) are:

– Http-Unbearable-Load-King (H.U.L.K) tool,
HTTP attack (HTTP protocol) [28]: HULK is
a Denial of Service (DoS) tool used to attack web
servers by generating unique and obfuscated traffic
volumes. Thus, it uses some obfuscation techniques

to mask the Hulk server generating the requests
meant to overwhelm the web server hosted on
the victim device. The URL in the request is also
modified to make the URL look legitimate enough
to be processed.

– Hping3 tool, UDP (User Datagram Protocol)
Flood attack (UDP protocol) [29]: Hping3 is a
network tool able to send custom ICMP/UDP/TCP
packets and to display target replies like ping does
with ICMP replies. A UDP flood attack is a type of
DoS attack in which many User Datagram Protocol
(UDP) packets are sent to a targeted server to over-
whelm that device’s ability to process and respond.

– R U Dead Yet (R.U.D.Y.) tool, HTTP attack
(HTTP protocol) [30]:By submitting lengthy form
fields, R.U.D.Y. is designed to cause a web server
to collapse. R.U.D.Y. is a slow-rate DoS attack that
opens relatively few connections to the targeted
server or website over a period of time and leaves
the sessions open as long as possible. The number
and length of open HTTP sessions exhaust the tar-
get’s resources making it unavailable for legitimate
traffic.

• DDoS attack [31]: The goal of a DDoS attack is to
disrupt a network by employing multiple systems to
perform various DoS attacks on the same network [32].
Distributed Denial of Service Attack is an attack that
aims to disrupt the regular operation of a web server by
consuming its resources and violating the Availability
security principle by preventing legitimate users from
accessing the web server’s services. DDoS has the fol-
lowing types: i) Volume-based attacks, ii) Application
layer attacks, and iii) Protocol attacks. The relatedDDoS
tools, the associated attack, and the associated protocols
(in the parenthesis) are:

– LowOrbit Ion Cannon tool, TFTP amplification
attack (TFTP protocol) [33]: Low Orbit Ion Can-
non (LOIC) tool is used for network stress testing,
and capable of initiating TCP, UDP, andHTTPGET
floods. A DDoS attack that engages TFTP servers
(that use UDP) connected to the Internet. It makes a
default request for a file, and the victimTFTP server
returns data to the requesting target host as a result
of this request, regardless of a file name mismatch,
resulting in a waste of time.

– GoldenEye Tool, DDoS attack (HTTP proto-
col) [34]: Goldeneye is a tool that incapacitates a
web server by transmitting legitimate HTTP traffic.
It is an open-source tool written in.NET Core that
allows users to create legitimate HTTP requests
using a botnet. It requires only a few hundred
requests at regular intervals after establishing a
complete TCP connection. Consequently, the appli-
cation does not need to utilise a substantial amount
of traffic to exhaust the available server connec-
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tions. A DDoS attack tool that uses legitimate
HTTP traffic to take down a web server. It sends
requests to the target and generates heavy traffic
using botnets.

– FLOOD Tool, DDoS attack (HTTP protocol on
GET and POST requests) [34]: FLOOD is a tool
designed specifically to launch HTTP deluge/flood
attacks. It is a Python script-based tool with HTTP
GET and POST types of requests. The HTTP Flood
attack uses the HTTP GET request on the FLOOD
tool. HTTP deluge assaults are denial-of-service
(DoS) attacks in which many ostensibly legitimate
HTTP queries are sent simultaneously or in rapid
succession to a target web server, overwhelming its
resources and causing it to become unresponsive or
collapse. An HTTP deluge attack aims to disrupt
the accessibility and functionality of a targeted web
application or service, thereby denying access to
authorised users. These attacks frequently exploit
vulnerabilities in the server’s management of HTTP
requests, such as processing or resource allocation
inefficiencies.

– Saddam tool, SSDP) distributed reflective2

attack (Universal Plug and Play (UPnP) proto-
col) [35]: Saddam is a tool that uses UDP reflection
and amplification in Domain Name Server (DNS),
Network Time Protocol (NTP), Simple Network
Management Protocol (SNMP), and Simple Ser-
vice Discovery Protocol (SSDP) servers to saturate
and overwhelm a target’s internet uplink. A server
capable of simulating UDP traffic, which entails
transmitting Internet Protocol (IP) packets to the
internet with another user’s IP address, would be
required to archive this. Specific DNS servers do
not respond to DNS ANY queries. The second
requirement is a list of servers that respond to UDP
queries, presumably without rate limiting and with
a high reflection factor. A DDoS attack exploits
UPnP networking protocols to send an amplified
amount of traffic to a targeted victim. It overwhelms
its infrastructure because the attack attacks a pro-
tocol under/part of the Universal Plug and Play
Protocols.

– DistributedReflectionDenial of Service (DrDoS)
tool (called r2dr2-udp-drdos-tool), LDAP reflec-

2An attacker conducts a reflection attack by impersonating a target’s
IP address and sending a request for information, typically via the User
Datagram Protocol (UDP) or, in some instances, the Transmission Control
Protocol (TCP). The server then transmits a response to the IP address of
the target in response to the request. This ‘‘reflection’’ - employing the same
protocol in both directions - is the reason why this is known as a reflection
attack. Any server offering UDP or TCP-based services may be targeted as
a reflector.

tion and amplification3 through connectionless
LDAP, or CLDAP attack (LDAP protocol) [36]:
DrDoS tool techniques typically involve multi-
ple victim devices that unwittingly contribute to
a DDoS attack against the perpetrator’s intended
target with increased assaults. Anonymity is a ben-
efit of the DrDoS attack method. In a Distributed
Denial of Service (DDoS) attack, the target website
appears to be under attack by the victim servers
rather than the attacker. So, this DDoS attack sends
multiple requests to various servers on the Inter-
net using a spoofed IP address of the victim. This
causes the web servers to send their responses to
the spoofed address, i.e. the victim instead of the
attacker. Note that in this attack the Saddam-new
tool can be used (as seen in the previous list item).

– XOIC tool, Network Basic Input/Output Sys-
tem (NetBIOS) attack (NetBIOS protocol) [37]:
XOIC executes attacks against the target IP address
based on the port and protocol selected by the user.
The attack mode of the XOIC includes an Internet
Control Message Protocol (ICMP) Flood. XOIC’s
Test Mode can be used to assess the effectiveness
of the host launching the attack. In a NetBIOS-
based DDoS attack, the attacker sends many queries
to the port on which the NetBIOS service runs,
increasing network traffic. The protocol that the
attacker attacks is a type of User Datagram Proto-
col. NetBIOS is a service on Windows that allows
file sharing through the Internet.

– Hping3, Synchronisation (SYN) flood (Trans-
mission Control Protocol (TCP) protocol) [38]:
Hping3 is a network utility that can send customised
ICMP/UDP/TCP packets and display target replies
as ping displays ICMP replies. It supports fragmen-
tation, arbitrary packet size, and content and can
transfer files using supported protocols. An SYN
flood is a DDoS attack in which the attacker sends
only initial connection (SYN) requests. The SYN
is a Transmission Control Protocol message type.
The victim responds to these requests and keeps all
its ports open for a response making it unable to
respond to legitimate traffic.

– Mssqldos tool, Microsoft SQL Server Resolution
Protocol (MC-SQLR) amplification for ms-sql
server (MC-SQLR protocol) [39]: mssqldos
operates by broadcasting the CLNT_BCAST_EX
packet, which requests a directory of database
instances on the network and connection informa-

3Amplification attacks generate a large number of packets to overwhelm
a website without alerting an intermediary. This occurs when a service
transmits a lengthy response in response to an adversary’s ‘‘trigger packet’’
request. An attacker can transmit tens of thousands of these queries to
vulnerable services using readily available tools, resulting in responses that
are considerably bigger than the original request and significantly increasing
the target’s size and bandwidth.
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tion. Mssqldos requests the transmission of the
phonebook to the target IP address thousands of
times per second. The DDoS attack exploits the
MC-SQLR, which responds with an exhaustive list
of all database instances when a client requests data
from a particular database. MC-SQLR is a protocol
designed to use the User Datagram Protocol (UDP)
to perform the attack. In this attack, hackers spoof
their Internet Protocol address with the address of
the target or victim and request from the MSSQL
database server the list of online databases. This
results in an amplified attack.

– High Orbit Ion Canon (HOIC) tool, Hypertext
Transfer Protocol (HTTP) Flood [40]:HOIC is an
update of the LOIC and was created to use acceler-
ator scripts that allow attackers to distribute attack
traffic and conceal their collocation, requiring only
a single user’s coordination. The HTTP flood is a
type of Distributed Denial of Service (DDoS) attack
in which the attacker exploits seemingly-legitimate
HTTPGET or POST requests to attack a web server
or application. The attacker often employs a botnet
to send large volumes of these requests.

– Rpcinfo tool, Port Mapper (Portmap) Attack
(Remote Procedure Call (RPC) protocol) [41]:
RPCInfo employs Open Network Computing
(ONC) Remote Procedure Call (RPC) protocols to
communicate with the Portmapper daemon/service,
which operates on port 111 by default on Unix and
Linux machines. A Portmapper output is detailing
all active and registered daemons. Includes RPC
TCP Ping and UDP Ping, which query the oper-
ating port versions of daemons. The port mapper
(rpc.portmap, portmap, or rpcbind) is an ONC RPC
service that operates on network nodes that provide
other ONC RPC services. Thus, Portmap is a mech-
anism by which Remote Procedure Call (RPC)
services register to allow calls to be made to the
Internet. In this DDoS attack, victims are sent large
amounts of responses from Portmap servers using
Transmission Control Protocol or User Datagram
Protocol, making web-based services unusable.

B. RELATED WORK
This section summarises the learners/approaches found in the
literature that utilise AI/ML (e.g., Deep NN, RNN, LSTM
and Hierarchical) techniques along with their application
in Intrusion Detection Systems for detecting DDoS, DoS,
Password, MiTM, SQL Injection and other types of attacks.
Additionally, security approaches for D2D networks have
been considered in the investigation because our setup is
focused on the D2D communication network.

The contribution of the paper [42] is the introduction of a
structure-oriented network known as a Hierarchical Neural
Network (HNN) that overcomes the shortcomings of the

Traditional Neural Network (TNN). TNNs’ lack of a con-
sistent internal structure provides no information about the
task. With the aid of apriori knowledge, these networks can
be structured. Thus, the paper’s contribution was to reduce
the number of HNN nodes and connections, thereby reducing
computational costs.

Two HNN models, Parallel Hierarchical IDS (PHIDS) and
Serial Hierarchical IDS (SHIDS), are proposed by authors
in [43]. SHIDS used an anomaly classifier to detect intru-
sion packets stored in a database and clustered using a
clustering algorithm. When the number of attacks reaches a
predetermined threshold, the networks retrain. PHIDS rec-
tifies SHIDS’s single-point failure problem by employing a
three-level network structure, thereby significantly improv-
ing accuracy by reducing error accumulation. The detection
rate for SHIDS and PHIDSwas greater than 98%, and the rate
of false positives was less than 10%.

Authors in [44] investigate the possibility of a Neural
Network self-organising into a self-consistent, hierarchical
internal structure. This experiment is conducted based on
the Adaptive Resonance Theory (ART) Neural Network. The
authors’ model is able to generate new output nodes without
losing track of old categories. Experiments conducted on the
Zoo ML data set [45] produced a distinct hierarchy.
Authors in [46] introduce a feature selection methodol-

ogy based on a wrapper method called Cuttlefish Algorithm
(CFA) and use Feature Grouping based on Linear Correlation
Coefficient (FGLCC) to reduce the complexity of the same.
CFA is used to search for the optimal subset of features to
improve the classifier’s accuracy. On the KDD Cup’99 data
set, the combined feature selection algorithm outperforms
Feature Grouping based on Mutual Information (FGMI) and
Label Construction for Feature Selection (LCFS). FGLCC-
CFA had a detection rate above 95%, whereas LCFS and
FGMI had detection rates below 90%.

In the experiment conducted by authors in [47], five
Android devices are used to conduct DoS and DDoS attacks
over a shared access point. It was discovered that the attacks
were taxing the web servers hosted by the victim devices,
resulting in their restart. Due to heating issues, they also
caused the devices themselves to restart. This highlighted the
negative impact of DDoS attacks on victimised devices.

The authors in [48] propose a new feature selection
algorithm that calculates Attribute Ratio (AR) based on each
class’s average and frequency of attributes. The AR values
are then ranked, and the most advantageous features are
chosen. This technique was tested on Information Gain, Gain
Ratio, and Correlation-based Feature Selection. Using the
top 22 features and a J48 decision tree, implementing the
iterative dichotomise (ID3) algorithm, 99.74% accuracy was
achieved on the NSL-KDD data set, which was superior to
the competition.

Authors in [49] apply multiple machine learning tech-
niques to a newly generated data set titled Game Theory
and Cyber Security (GTCS). The problem is subdivided
into subproblems, and one ensemble module is assigned to
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each subproblem. For the above problem, the Naive Bayes,
LogisticMulti-Layer Perceptron (MLP), k–nearest neighbour
(IBK), Sequential Minimal Optimisation, and J48 are used
as classifiers. The ensemble model utilised the top three
performers, MLP, J48, and IBK, to enhance precision. The
ensemble model outperformed all individual models.

Using Call Detail Records (CDR), the authors in [50] pro-
pose a novel Residual Convolutional Neural Network (CNN)
with 50 layers for the detection of attacks such as Silent
Call, Signaling, and SMS flooding against 4G infrastructure
(CDR). In 2015, the experiments were conducted on data
obtained from Telecom Italia. Due to the relatively small
size of the input images, this paper also develops a deep
rudimentary CNN (DRC) model. In a blended attack, the
DRC achieved 91% accuracy while the more complex RNN
achieved 97% accuracy.

Authors in [51] propose the multi-level intrusion detec-
tion system (ML-IDS), which employs two types of tech-
niques: flow-based, which operates based on a set of rules,
and protocol-based, which identifies illegal state transitions.
ML-IDS employs decision correlation metrics to measure
attributes that identify an ongoing attack. The proposed
method uses multiple levels of data analysis to reduce the
number of false alarms. The Payload Behaviour Analysis,
Risk and Impact Analysis, and Adaptive Learning modules
have not yet been implemented into the ML-IDS.

Authors in [52] introduce a multiple-kernel learning DDoS
attack detection method that combines two multiple-kernel
learning models with adaptive feature weights and an
algorithm to extract five features.Multiple kernels are derived
from the single kernel SVM model. In single-kernel SVM,
samples are mapped to high-dimensional spaces using a
single-kernel function. The SimpleMKLmodel is appropriate
for all dimensions with a weight value of 1 but cannot exert
distinct properties. Thus, two classifiers were required: one
for interclass mean-squared difference growth (M-SMKL)
and another for intra-class variance descent (S-SMKL). The
data set used was the ‘‘DDoSAttack 2007’’ fromCooperative
Association for Internet Data Analysis (CAIDA). Ensemble
learning trains the two distinct classifiers, demonstrating their
superior performance over SVM.

In [20], authors, claim in the paper, that by using DNN,
a sort of deep learning model enables the development of
a flexible and effective IDS for detecting and classifying
unanticipated and unpredictable cyberattacks. However, they
did not add simulations to prove their statement, and they do
not clearly show the proof of concept.

Despite the vast amount of research in this field and the
strengths of each of the methodologies discussed above, the
examined models’ computational complexity, training pro-
cess, and the overall time needed for their training is rarely
elaborated on. In our approach, we seek to shed light on and
improve the area of model complexity and utilise an HML
Model to identify unknown attacks and reduce the retraining
time.Moreover, we have also focused on computation optimi-
sation and outperforming a traditional DNN. Lastly, we have

attempted to reduce false alarms by combining differently
distributed data sets that will enable the model to make gen-
eralisations for more than just one distribution.

In the survey article [53], the authors present state-of-the-
art solutions for optimising the orchestration in Federated
Learning (FL) communications, focusing on deep reinforce-
ment learning (DRL)-based autonomy approaches. The cor-
relations between the DRL and Federated Learning (FL)
mechanisms are described within the system architectures
of selected literature approaches that have been optimised.
To illustrate the applicability of DRL-assisted control to
self-organising FL systems, observable states, configurable
actions, and target rewards are investigated. Overall, the sur-
vey paper introduced some interesting concepts related to the
IDS.

Note that this is precisely what our research has as a
target, to act autonomously and distributed utilising the Deep
Neural networks and especially the hierarchy to achieve
known and unknown attack identification. In the future, our
investigation has as its target to investigate the incremen-
tally improve our model to not only identify the unclassified
attacks but learn to classify them with the use of Feder-
ated Learning (FL). We will further discuss the statement in
Section VI-B5.

1) EXISTING METHODS FOR IDENTIFYING NUMEROUS (ONE
OR MORE) TYPES OF ATTACKS IN D2D ENVIRONMENTS
To the best of our knowledge, none of the investigations in the
literature tackle multiple attacks, more than two using ML.

The authors of [47] analysed the impact of DoS attacks on a
D2D underlying network. Their experimental results indicate
that malicious individuals can force a mobile device to drop
its Wi-Fi connection to an access point (AP) without being
recognised by either the AP or the cellular network. They
emphasise that these preliminary results will inspire further
investigation in this burgeoning sector.

The primary objective of [54] was to expose security
vulnerabilities, specifically DoS attacks, in device-to-device
communication and to identify relevant security practices that
can be used to protect this communication network by secur-
ing Bluetooth and Wi-Fi D2D communication variants. This
paper discusses technologies such as firewalls and Intrusion
Detection Systems (IDS) to solve these concerns and make
D2D connections more secure and reliable for users.

In addition, [22] investigates a D2D network in which
one device functions as an access point (D2D Relay) for
the other devices connected to the network via WiFi Direct.
In particular, the authors of [22] exploited a device linked to
the D2D network to attack an Internet-hosted server. It has
been observed that additional devices connected to the access
point cannot connect to the Internet. In addition, a second
assault has been introduced on a device hosting a server in
the D2D network. It has been noticed that the server on the
victim device is forced to restart; however, the other devices
can still maintain Internet connectivity.
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Through the exchange of resources in 5G D2D networks,
the paper’s authors [55] examine a potential DoS attack
strategy for a double auction game. The auction game based
on the DoS attack described in this work degrades service
by preventing buyers and sellers from participating in the
double auction. The report then describes a countermeasure
for similar DoS attacks. The mathematical evidence of the
proposed technique is presented alongside the corresponding
emulation results.

In [56], authors use a variety of Machine Learning (ML)
techniques, such as random forest, light GBM, XGBoost,
and AdaBoost, to quantify detection accuracy in the context
of DDoS and DoS attacks and examine their performance
through extensive simulation. According to the gathered
results, random forest improves the accuracy of both the
Slowloris and CIC-DDoS2019 datasets. They also create a
method for combining DDoS and DoS attack detection in
binary classification Random Forests with a binary decision.

C. COMPARISON OF RELATED WORKS THAT UTILISED ML
USED AT IDS
This section provides a table for comparing our approach
with the other competitive techniques found in the literature.
Thus, Table 1 shows the strengths or weaknesses of the
examined approaches in the literature review compared to our
approach. More specifically, the table provides an overview
of different intrusion detection datasets, methods, and their
respective accuracy rates. The datasets primarily pertain to
Gateway-Sinkhole/Distributed/Cloud systems, and the net-
work intrusions include Probe, DoS, Remote to Local (R2L),
User to Root (U2R), Botnet, Infiltration, DDoS, etc. The
table details whether the dataset and attacks are identified,
the accuracy rates of various intrusion detection approaches,
whether they are AI/ML-based, whether they can be used for
D2D communication, and whether they can detect zero-day
attacks.

Overall, the table compares and selects appropriate
datasets and intrusion detection methods for various network
system types. Also, most of the papers that are examined in
the literature review section do not achieve the identification
and classification of attacks that our paper achieves. Our
paper achieves the identification of twelve known attacks
and four unknown attacks. However, it can identify more
unknown attacks where most of the papers identify one or
at most three attacks. Additionally, the proposed approach
is the only one that uses DHMLM. Only some utilise deep
neural networks from the other approaches: the [20] and [50].
Also, regarding the dataset, this paper and [56] used a
well-known dataset with an emulating dataset. Moreover, this
paper and [56] support D2D communication. Furthermore,
our approach is the only one supporting unknown/zero-day
attacks. Finally, in terms of accuracy, the most accurate
approaches with more than 99% in increasing order are i)
this article with 99.07%; ii) the [56] with 99.4%; and iii)
lastly the [48] with 99.79%. Even though our approach has
less accuracy than the other approaches, it can identify far

more known and unknown attacks with high and acceptable
accuracy.

III. PROBLEM DESCRIPTION AND OBJECTIVE
The demand for faster and more efficient data transmission
in network communications gave rise to 5G technology,
which relies on D2D infrastructure. D2D communication
shortens the link by eliminating the need for a Base Station
(BS). This allows for increased independence from network
infrastructure, paving the way for increased autonomy. D2D
has been hailed as the solution for emergency response
communications in a scenario with no network coverage.
However, D2D communication exposes UEs to security
threats such as DDoS attacks, SQL injection, and brute force
attacks.

Even though this paper tackles various types of attacks,
it focuses more on the DDoS type of attacks, which is con-
sidered one of the most common attacks in the commercial
scenario [57]. DDoS attacks cause global outages and con-
tinue to threaten many forms of communication; they are not
limited to D2D communications. Although some solutions
have been proposed4 and described in Section II-B, none have
proven to be effective in D2D Communication Networks due
to the hardware limitation of the mobile devices. Towards
this end, the primary objective of this study is to detect com-
mon security threats in D2D networks, particularly DDoS
attacks, by employing a DHMLM on a partially emulated
data set.

A. ASSUMPTIONS
Our investigation is based on the following assumptions:

1) All emulation-related devices must be connected to the
same wireless access point (WAP).

2) All devices used in the emulation setup are not suscep-
tible to multiple attack types at any given time. Thus,
only one type of attack occurs per time step on the
devices.

3) CPU and RAM are sufficient for training and identify-
ing the examined attacks.

4) Utilising sampling methods, the disparity in the gener-
ated data points for each attack signature is evened out
before model training.

5) Low-to-moderate computational power simulates the
real-world D2D infrastructure environment.

6) Due to the nature of the attack, no permanent damage is
done to the affected devices. Battery depletion, device
overheating, etc., are temporary symptoms that vanish
quickly [47].

4Such as a shared secret key approach to prevent Man-in-the-Middle
(MITM) attacks, which entails a commitment scheme to authenticate devices
mutually. However, this is impractical due to the need for visual and verbal
confirmation [58]. Compared to traditionalWANs. TheWide Area Networks
are the conventional network infrastructure primarily utilised in wireless net-
working. Such networks can spanmultiple Local Area Networks (LANs) and
vast geographical distances. It heavily employs a base station or controller.
WAN devices are predominantly heterogeneous and range from low to high
computational power. The involved devices must therefore be connected to
the same wireless access point, user privacy is not yet adequately protected
on modern WANs.
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TABLE 1. Comparison of related works that utilised ML in the context of IDS in the open literature.

7) No flows are lost or altered during the trans-
mission of a Packet Capture (PCAP) file to a
device with the CicFlowMeter application, which uses
the secure Simple Mail Transfer Protocol (SMTP)
protocol.

8) The unknown Zero-day attack is drawn from the same
distribution as the generated attacks, but it was not
included in the training data set provided to the
DHMLM.

IV. SYSTEM DESCRIPTION
This section includes a detailed description of our system:
it clarifies our system’s entire end-to-end workflow setup
and details about the investigated model’s architecture (i.e.,
hierarchical, deep learning, and recurrent).
System Workflow:
The entire procedure, from feature selection to testing,

is depicted in Fig. 1. The data from Packet Capture (PCAP)
files converted to Comma-Separated Values (CSV) format
are combined with those from the CIC-DDoS2019 data set.
Additionally, the data are preprocessed by removing the
records that have values of Not Any (‘‘NAN’’) (called by
Python as Not Any or NULL in other languages and they
are fields of any type that have no value as a result) of any
data type (i.e., int, float, complex). The reduced feature set
is then sent as train data to the RNN, DNN, LSTM, and
DHMLM for training purposes after being normalised with
a mean of 0 and a standard deviation of 1. Next, parameter
hyper-tuning to determine the optimal bias-variance trade-
off testing is performed. The final step is detecting unknown

FIGURE 1. Workflow of system.

attacks, which investigates and evaluates the neural network’s
ability to detect zero-day attacks.

V. METHODOLOGY
This section describes the methodology employed in the pro-
posed approach. First, hierarchical architecture of the model
is shown, and then a detailed description of the emulation
environment for attack generation is provided. Next, the data
set generation process, along with the manipulation method-
ology, is described to demonstrate how: i) sampled and
emulated attacks are combined; ii) the data set is improved
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FIGURE 2. Used comparative models.

by cleansing; iii) the best feature set that will be used to train
our model and identify an attack, is selected. The two-step
feature selection method and experimental results for deter-
mining the optimal feature subset are described. Finally, the
proposed Hierarchical Machine Learning Model’s structure
is presented.
Proposed Deep Hierarchical Machine Learning Model

Architecture: In our approach, we consider a DHMLM/
DHNN, a Recurrent Neural Network (RNN), a Long short-
term memory (LSTM), and a Traditional Deep Neural Net-
work Model (DNN) to scale our model (as shown in Fig. 2).
Starting with the RNN, the RNN classifies an attack sig-
nature using a many-to-many architecture with a 13-way
soft-max classification output layer. Continuing with the
LSTM, the LSTMclassifies an attack signaturewith a 13-way
soft-max classification output layer. Finally, the traditional
DNN classifies an attack signature using a 13-way soft-max
classification output layer. Overall, the results of the afore-
mentioned approaches, however, result in less precision than
the DHMLM. The Hierarchical Machine Learning model
attempts to discover and observe hierarchical patterns within
the data set for decision-making purposes. Using three labels,
the data set establishes the specified hierarchy.

As shown in Fig. 3, the DHMLM comprises three network
levels. Each label is used to classify attacks at the correspond-
ing neural network level. The initial distinction is between
hostile and benign values. Therefore, this level requires the
highest degree of precision to prevent the accumulation of
errors at deeper levels and to mitigate the problem of false
positive alarms that plague the majority of IDSs. Only if the
first level classifies the data point as an attack signature is
the second level activated. The model distinguishes between
a DDoS signature and other common attack signatures at
this level. The third and final level is activated if the second
level assigns the data to the DDoS classification. This level
aims to distinguish between various DDoS attack signatures.
Regarding computational complexity, theworst-case scenario
involves the network packet being a DDoS attack, while the
best-case scenario involves a benign packet.

A. EMULATION ENVIRONMENT
In this section, we describe the emulation environment
setup with the network design and the hardware character-
istics of each device. Thus, in Figure 4, the creation and
formation of the D2D communication network are imple-

FIGURE 3. Hierarchical machine learning model.

mented when the D2D device selects to share its bandwidth
and select the D2D-Relay6 transmission mode (as shown
in [59]) and when the rest of the devices select to connect
to this device as D2D-Clients.7 The setup is instantaneously
ready using the code implemented for DAI Framework
(as shown in [59]).

In our emulation configuration, as shown in Figure 4,
we have the following participation devices: i) three mobile
devices (Samsung Galaxy S23s Ultra) running Android 13.0,
one of which is acting as aD2D-Relay and the other as aD2D-
Client. Note that both of them are victims of the attackers; ii)
three Android 12.0 tablet devices (SamsungGalaxy Tab S8+)
are all victims of the attackers; iii) two personal computers,

6One of the D2D Devices is connected to a BS or Access Point and
provides access, by sharing its bandwidth, to another D2D Device/Devices.

7There are the devices that connect to the device that is sharing its
bandwidth.
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one of them installed (named PC1) at a home network with
Windows 11 (with an Intel Core i7-8550U processor, 16GB
of RAM and Intel UHD 620 graphics card) and Virtual Box
hypervisor having as a virtual machine the Kali Linux 2020
(with an Intel Core i7-8550U processor, 8GB of RAM and
Intel UHD 620 graphics card) [60] and within the same
mobile network of the same operator to the mobile devices
and tablets and acts as an attacker (called PC1/VM1). The
other is in the same D2D communication network created
by the D2D relay. At the second personal computer (named
PC2) under the D2D communication network, we installed
Oracle virtual box hypervisor on a Windows 11 machine
(with an Intel Core i7-8550U processor, 16GB of RAM,
and Intel UHD 620 graphics card). The reason is to create
two virtual machines. The first virtual machine has Kali
Linux 2022 (with an Intel Core i7-8550U processor, 8GB of
RAM, and Intel UHD 620 graphics card) in order to attack
the D2D communication network from the inside (called
PC2/VM1). The other has Metasploitable 2 (with an Intel
Core i7-8550U processor, 8GB of RAM, and Intel UHD
620 graphics card) [61] to be the vulnerable victim within the
network (called VM2) using a NodeJS server [62] as HTTP
server; and lastly, iv) AWindows 11 (with 16GBRAM,AMD
Ryzen 9 5900HS, and NVIDIA GeForce RTX 3060 GPU)
personal computer (called PC3) with Jupyter Notebooks and
a cloud subscription to onGoogle Colab Prowith 25GBRAM
and 16GB GPU RAM, the DNN, and DHMLM were trained
and tested on this cloud subscription. Moreover, we have
also installed Oracle Virtual Box and augmented it with a
virtual machine with Ubuntu 22.04 and Node JS server (with
8GB RAM, AMD Ryzen 9 5900HS, and NVIDIA GeForce
RTX 3060 GPU) on this personal computer (PC3/VM1). The
attacks were emulated on four distinguished virtual devices,
three mobile devices, and three tablets that are connected to a
D2D communication network. MITM and SQLi attacks were
launched from a PC2/VM1 Kali Linux 2020 Virtual Machine
against a PC2/VM2 Metasploitable 2 Virtual Machine that
hosted a web server and towards the D2D-Client mobile
and tablet devices. Continuing with the rest of the attacks,
a PC1/VM1 Kali Linux 2020 Virtual Machine generated the
HULK, HTTP Flood, GoldenEye, and RUDY attacks towards
the internal PC2/VM1 Kali Linux 2020 Virtual Machine
and the D2D-Relay mobile device. The MITM and SQLi
attacks were launched from a PC2/VM1Kali Linux 2020 Vir-
tual Machine against a PC2/VM2 Metasploitable 2 Virtual
Machine that hosted a web server. Finally, a PC2/VM1 Kali
Linux 2020 Virtual Machine attacked a Node JS server on
the PC3/VM1Ubuntu 22.04-powered victim virtual machine.
Continuing on the packet sniffing and model building, the
Wireshark, a tool for packet sniffing, was used to capture
network packets during the attacks. The ‘‘.pcap’’ extension
files were then converted to comma-separated values (CSV)
files with the ‘‘.csv’’ extension using CICFlowMeter 3.0,
a generator and analyser of network traffic flow on the Win-
dows 11 where the DNN and DHMLM were trained and
tested.

TABLE 2. Emulated attacks distribution for custom dataset creation.

B. UNIFIED DATASET CREATION FOR MODEL TRAINING
AND COMPARISON
This section provides the process of generating the resulting
joined Data set among a custom-created Dataset by us with
the CIC-DDoS2019 Dataset. More specifically, the dataset
creation process is executed using our custom dataset joined
with the CIC-DDoS2019 dataset, targeting the creation of
a unified dataset for model training and comparison among
our investigated approaches. Furthermore, the current and
existing dataset of CIC-DDoS2019 selection is performed
based on the criteria of being widely recognised, exten-
sively utilised, and highly adaptable for D2D communication.
Finally, the reasons for creating a merged unified dataset are
stated in this section.

Thus, to start with, this subsection provides the size propor-
tion of sampled data points used and an in-depth explanation
of how the data points are gathered from the attacks that
were emulated under theD2D communication network, along
with their proportions and graphical representations. More
specifically, Table 2 shows the emulated attacks.

1) DATASETS CREATION PROCESS
In this section, we provide the process of creating the cus-
tom dataset and joining with the CIC-DDoS2019 subset,
which is created by selecting a large set of elements from
the CIC-DDoS2019 Evaluation Dataset (95% from the CIC-
DDoS2019 dataset related to the attackswe target to identify).
The emulated data set was generated using the following
process: Firstly, the Attack Device is prepared by installing
Virtual Box, a Kali Linux image to run on top of it, and the
Kali Tools required to emulate the attacks, e.g. GoldenEye,
HULK, R.U.D.Y, xHydra, #RefRef, and Ettercap are some
tools that we use in the investigation. Next, the Victim Device
is prepared by installing Metasploitable 2 [63] or Ubuntu
22.04 with a NodeJS server. Note that Metasploitable 2 is a
Virtual Machine that hosts a vulnerable web server in order to
allow penetration testing, and the NodeJS server hosts a sim-
ple web page on an arbitrary port. ThenWireshark is installed
and used on another device that is in monitor mode to sniff
all the traffic of the D2D Relay device. Wireshark is software
thatmonitors network packets and captures them as a ‘‘.pcap’’
extension file. Continuing, the ‘‘.pcap’’ extension file is
sent to a device containing the CIC-Flowmeter (CicFlowMe-
ter) [64] application that transforms ‘‘.pcap’’ extension files

VOLUME 11, 2023 95173



S. V. J. Rani et al.: Novel Deep Hierarchical Machine Learning Approach

FIGURE 4. D2D communication network where emulation run.

into ‘‘.csv’’ extension files to mimic the attacks’ format in the
CicDos2019 data set with 87 features.

Note that the tools mentioned above are used to launch
an attack on the web server hosted on the victim’s device
for a given period. This eventually leads to the web server’s
collapse due to the DoS/DDoS and other attacks crippling
the web server and exhausting the resources. The following
paragraphs show the tools used for specific attacks and how
they are utilised in the emulation set-up in order to attack the
victim device (which is the Metasploitable 2 or the Ubuntu
NodeJS). Moreover, this paragraph provides a table with
the attack records used from the CIC-DDoS2019 dataset.
A more in-depth description of the tools can be found in
Section II-A4. Thus, the attacks realised at our emulation
D2D communication network are the following:

• The Man in the Middle attack (MITM), depicted in
Fig. 5, was emulated after executing an open-source
network security tool called Ettercap and by establishing
a new connection targeting theMITM inLocal AreaNet-
works and resulting in password capturing and eaves-
dropping between the attacker virtual machine towards
the Metasploitable 2 web server.

• The HTTP DoS attack was emulated using the R.U.D.Y
tool to auto-detect web forms on the victims’ website

FIGURE 5. Man in the middle attack emulation setup.

to allow the attacking user to decide which fields to
exploit, utilise proxies and execute cookie-based session
persistence, targeting the disability of the victim device’s
hosted web site via HTTP server to serve clients. The
emulation setup is shown in Fig. 6.

• DDoS attack using open-source GoldenEye tool, which
is a tool that allows users to create legitimate HTTP
requests using a botnet. In our case, the Kali Linux
2020 tool attacked the NodeJs Kali Linux 2020 victim
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FIGURE 6. Are You dead yet (RUDY) attack tool emulation setup.

FIGURE 7. GoldenEye attack tool emulation setup.

FIGURE 8. HULK tool emulation setup.

server and brought it down. The emulation setup is
shown in Fig. 7.

• The DoS HTTP attack is implemented using HULK
tool through an obfuscation technique that it masks the
Hulk server generating the attack requests. It modifies
the URL in the request to look legitimate, targeting to
overwhelm the web server hosted on the victim device
with many requests, as depicted in Fig. 8.

• For password attack, the xHydra tool is used to make a
dictionary attack of usernames and passwords in order
to attempt to crack the password on the victim’s device,
as shown in Fig. 9. For the configuration, a cooldown
of 30 seconds after every 16 attempts was used to avoid
detection by the target authentication system.

• The SQL Injection (SQLi) Attack is realised with the
use of #Refref tool. As shown in Fig. 10, it leverages the

FIGURE 9. xHydra tool emulation setup.

FIGURE 10. #Refref tool emulation setup.

FIGURE 11. HTTP flood attack tool emulation setup.

My-SQL (MySQL) vulnerability in a dummywebsite on
Metasploitable 2 to perform SQL injection involving the
Benchmark() function, allowing for repeated execution
of an expression to cripple the website.

• For the DDoS attack at HTTP protocol on GET and
POST requests, we used the FLOOD tool that internally,
the botnet floods overwhelm the server with GET (in
our case, but it can send POST also) requests so that the
web page cannot be served to the client. Note that this
attack is not included in the training set and is used as the
Zero-day attack to test our model. The emulation setup
is shown in Fig. 11.
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TABLE 3. Sampled attacks distribution with the use of CIC-DDoS.

Table 3 shows data points sampled from the CIC-
DDoS2019 data set.

2) JOINED DATASET CREATION
This section shows how the joining of both datasets is
achieved, resulting to the unified dataset to be used for train-
ing the IDS.

To build an IDS that can detect many attacks, some attacks
were sampled from the CIC-DDoS2019 data set [15] and
were merged with the attacks we emulated. The attacks
from the CIC-DDoS2019 data set contained 86 features, and
those that were sampled are based on the following proto-
cols/classes TFTP, UDP, SSDP, LDAP, NetBIOS, Portmap,
SYN, and MSSQL (using more than 95% of the dataset).
The benign values, which are the records in the dataset that
show that no attack is executed at the current time, were also
sampled from this data set. From [65], it can be seen that
for this set of features, the attacks Portmap and NetBIOS are
highly correlated with a correlation of 0.46 value. The SSDP
and UDP attacks correlate by 0.68 value. The accuracy of the
Neural Network drops as it misclassifies these attacks to 30%.
It is worth mentioning here that the attacks from the CIC-
DDoS2019 data set were undersampled due to computational
constraints.

The solution followed in the attack emulation process is
similar but not identical to the one proposed in [65]; i.e.,
similarly to Portmap and NetBIOS, the SSDP and UDP were
merged. The emulated attacks were executed on the following
protocols: HULK, R.U.D.Y, MITM, SQL injection, Gold-
enEye, and Password. These attacks contained 83 features,
which is three features less than those contained in the CIC-
DDoS2019 data set. The reason is that the CiCFlowMeter
did not generate three features in the sampled attacks: the
‘SimilarHttp’, ‘Inbound’, and ‘Fwd Header Length.1’.

The emulated and sampled attacks were then merged. The
resulting data set included 1,845,996 rows. Before training,
the data points in the various classes were balanced to pre-
vent skewed results. The synthetic Minority Oversampling
Technique (SMOTE) was used to oversample the classes
with fewer data points. SMOTE uses the k-nearest neighbour
algorithm to create synthetic data points until the minority
classes are in the same proportion as the majority class [66].
Overall, the joined data set was prepared by sampling attacks
from CIC-DDoS2019 data set [15], [67] and by generating

attack signatures with the help of common attacking tools
on the Kali Linux Operating System (such as DDoS Gold-
enEye tool). Thus, finally, the resulting data set had a total of
1,845,996 data points.

3) THE REASONS FOR CREATING A JOINED DATASET WITH
A PRESTIGIOUS WELL-USED DATASET OF ‘‘CIC-DDOS2019’’
In this subsection, the reasons for creating a joined dataset
with a prestigiouswell-used dataset of ‘‘CIC-DDoS2019’’ are
shown and they are the following:

• Diversified data source: The incorporation of a bespoke
dataset has the potential to augment the breadth of
data sources, encompassing a broader spectrum of net-
work configurations, traffic behaviours, and instances of
malicious attacks that may not be comprehensively rep-
resented by the CIC-DDoS2019 dataset alone including
the investigation of a D2D communication network. The
integration of distinct datasets can augment the com-
prehensiveness and scope of understanding regarding
Distributed Denial of Service (DDoS) attacks and their
various manifestations, along with other investigated
security attacks.

• Real-world relevance: A tailored dataset can be
acquired from a specific setting or context relevant to
the research being undertaken, such as a particular sec-
tor or organisation. The utilisation of this methodology
has the potential to augment the authenticity of scenar-
ios employed for the purposes of testing and analysis,
hence amplifying the relevance of the findings to real-
world situations. The dataset we have generated and it is
merged with the well-used dataset is based on the D2D
communication network.

• Data imbalance mitigation: The matter holds signif-
icant importance within the framework of the CIC-
DDoS2019 dataset and other readily available datasets.
There is an observable discrepancy within the dataset,
namely in representing some classes, such as assault
kinds, which may require more attention to ensure
a more equitable distribution. One possible strategy
for addressing this problem entails constructing a cus-
tomised dataset focusing on the underrepresented cat-
egories. The performance and generalizability of the
model can be improved by increasing the number of
samples associated with these classes.

• Anomaly detection: Integrating a custom dataset with
CIC-DDoS2019 can be advantageous for training mod-
els in anomaly detection, a critical task in identifying
emerging attack trends. The inclusion of our manual
custom data has captured anomalies that may need to
be better represented in the original dataset (i.e., SSDP
attacks, LDAP attacks). Moreover, our custom data set
can identify attacks not included in the original dataset
(i.e., MITM attacks, Password attacks).

• Enhancing Model Generalisation: The inclusion of
diverse network traffic patterns and attack scenarios
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derived from our customised dataset significantly
enhanced the overall ability of machine learning mod-
els to generalise. This has the ability to improve the
effectiveness of the resulting models in mitigating new
attacks and adapting to various network conditions.

• Feature Engineering and Selection: In the realm of
D2D attack detection, it may be relevant to include sup-
plementary features or attributes in a customised dataset
for the purpose of feature engineering and selection.
The incorporation of datasets enables the utilisation of
a broader range of attributes, hence enabling improved
techniques for engineering and selecting features.

• Benchmarking and Evaluation: The creation of a
merged dataset allows the benchmarking and compar-
ative evaluation of many models utilising a larger and
more comprehensive dataset. This methodology enables
the identification of models that demonstrate superior
performance across a wide range of data sources and
scenarios.

• CustomisedResearchObjectives: TheCIC-DDoS2019
dataset does not sufficiently address an individual’s
research objectives, such as studying different D2D
communication attack behaviours in specific scenarios
or evaluating the effectiveness of particular counter-
measures, so a customised dataset is created to merge
with the CIC-DDoS2019 and meet those additional
objectives.

• Privacy and security: The challenges pertaining to
privacy and security that arise from the utilisation of
real-world data can be addressed by gathering a cus-
tomised dataset within a regulated setting. The dis-
semination or publication of research findings carries
significant importance within academic settings.

• Advancing the Field: Individuals have the opportunity
to contribute to the advancement of D2D attack detection
and mitigation techniques, as well as the present knowl-
edge and practices in this sector; this research offers an
improved dataset to the academic community. The cus-
tom dataset developed exhibits considerable potential as
a valuable resource for future scholars to employ and
extend in their own inquiries.

C. FEATURE SELECTION
This section provides information on selecting the correct fea-
tures to train the ML model. Statistically-based feature selec-
tion procedures involve evaluating the association between
each input variable and the target variable using statistics and
selecting the input variables with the strongest association
with the target variable. Even though the choice of statistical
measures is dependent on the data types of both the input and
output variables, these methods can be swift and effective.
Feature selection in predictive model construction is the pro-
cess of minimising the number of input variables. Reducing
the number of input variables can reduce the computational

TABLE 4. HML accuracies on feature subsets.

cost of modelling and, in some cases, improve the model’s
performance [68].

A two-step feature selection method is proposed to select
the most suitable feature set to train our model and iden-
tify an attack. This method consists of a correlation-based
feature selection followed by the Mutual Information-Based
Feature Selection (MIFS) Algorithm [69]. More specifically,
the correlation matrix is a feature selection algorithm that
employs correlation to obtain features with high correlation
to one another and eliminates one of them because they
have the same effect on the dependent variable. Also, Mutual
Information-based (MI) assesses any arbitrary dependence
between two variables. This feature selection algorithm uses
MI to rank the best features within a given set of features.

After removing highly correlated features, the correlated
feature method reduces the merged data set from 83 features
to 48 features. Mutual information gain is used to rank and
select feature subsets from this feature set. The DHML was
trained on multiple subsets of the rated features to determine
the subset that produced the highest accuracy for the model.
Using a subset of the top 20 features indexed by the MIFS
algorithm yielded the highest accuracy, and this subset was
utilised for our final data set. Table 4 shows the experiments
on different feature subsets, while Table 5 shows the optimal
feature subset.

Note that our feature selection techniques are selected
to achieve optimised attack identification of highly simi-
lar application attacks (i.e., NetBIOS and Portmap attacks),
as well as protocol attacks (i.e., UDP and SSDP) [70].

D. WORK FLOW/ARCHITECTURAL DESCRIPTION OF THE
INVESTIGATED APPROACHES
This section provides an architectural description of the inves-
tigated models (i.e., DHMLM, DNN, RNN, LSTM).

1) THE DESCRIPTION OF THE ARCHITECTURE AND OF THE
HIERARCHICAL LEVELS OF DHMLM
As shown in Fig. 3, the architecture of the proposed hierar-
chical machine learningmodel (DHMLM) is described in this
section. The implementation aims to localise the learning of
various aspects of the data to specific network attacks.

Thus, in our architecture, the DHMLM consists of three
layers; each layer comprises a DNN that learns one dis-
tinct level of the hierarchical data. The reason for selecting
a hierarchical structure model is that it provides greater
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TABLE 5. Optimal feature subset.

flexibility and customisation than a DNN with a shallow
structure. Because when only a shallow DNN can identify
benign traffic, it constitutes most of any real-time traffic flow.
More specifically, by restricting the number of nodes and
layers, these shallow DNNs are created to be less complex
than conventional DNNs to reduce computational power con-
sumption. This is especially useful when the UEs involved in
D2D communication have limited computational capability.
The following description applies to the DHMLM’s layers:

• The first layer (DNN(1)) was trained to classify a packet
as an attack or benign. DNN(1) has twenty input nodes
and two hidden layers with seven and three nodes and
reLU as the activation function. The output layer con-
sists of one node with a sigmoid activation function.

• The second layer (DNN(2)) classifies the packet as a
DDoS attack, Dictionary attack, MITM attack, or SQL
injection. It has twenty input nodes and two hidden lay-
ers consisting of six nodes and four nodes, respectively.
The activation function used for the hidden layer was
Rectified Linear Unit (ReLU) [71]. The output layer
contains four nodes with a softmax activation function.

• The third layer (DNN(3)) classifies the packet as TFTP,
UDP/SSDP, LDAP, NetBIOS/Portmap, SYN, MSSQL,
R.U.D.Y, H.U.L.K, and Goldeneye. DNN(3) has an
input layer of twenty nodes. There are three hidden lay-
ers of nine nodes each. The reLU activation function is

used for both the hidden layers. The output layer consists
of nine nodes with a softmax activation function.

The data’s train-test split is of the seven to three ratio (7:3
or 70% training vs 30% validation). All three DNN networks
are trained using the Adam optimiser for 20 epochs in batches
of 10000. The loss function used to train the first network was
binary cross-entropy, and categorical cross-entropy was used
for the other two networks. The following formulas as used
for the calculation of the Binary Cross Entropy (BCE) and
Categorical Cross Entropy (CCE) [72]:

BCE = −
1
n

∑
((ya × log(pa) + (1 − ya) × log(1 − pa)))

(1)

ya represents the actual class label, pa denotes the predicted
label and n is the number of instances. pa equals the prob-
ability of class 1, and 1 - pa will be the probability of class
0.

CCE = −

n∑
i=1

(yi × logpi) (2)

yi represents the actual class label, pi denotes the predicted
label, and n is the number of classes.

2) THE DESCRIPTION OF THE ALTERNATIVE APPROACHES
ARCHITECTURES THAT ARE COMPARED TO THE DHMLM
In this paragraph, we show the workflow description of the
comparative approaches to theDHMLMapproach. The archi-
tectures of the comparative approaches are the following:

• Deep Neural Network (DNN): The DNN consists with
five hidden layers and twelve nodes per layer. The
twenty selected features (see sectionV-C) were provided
as input. All hidden layers were activated with the reLU
function. The output layer consisted of thirteen nodes,
with twelve nodes representing the twelve attack classes
(as shown in 2 and 3 and analysed in Section II-A4) and
one node representing the benign packet class.

• A Recurrent Neural Network (RNN)8: The RNN con-
sists of twenty inputs and a simple RNN layer. The
twenty selected features (see sectionV-C) were provided
as input. The hidden output dense layer is activated
with the reLU function. The output layer was comprised
of thirteen nodes, with twelve nodes representing the
twelve attack classes (as shown in Tables 2 and 3 and
analysed in Section II-A4) and one node representing the
benign packet class.

• A Long Short-Term Memory (LSTM): The LSTM con-
sists of twenty inputs and a simple LSTM layer. The
twenty selected features (see sectionV-C) were provided
as input. The hidden output dense layer is activated with
the reLU function. The output layer consisted of thir-
teen nodes, with twelve nodes representing the twelve

8RNNs are called recurrent because they perform the same task for every
element of a sequence, with the output being depended on the previous
computations by adjusting its weights and biases through a process called
backpropagation through time (BPTT).
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attack classes (as shown in 2 and 3 and analysed in
Section II-A4) and one node representing the benign
packet class.

For all the models, the hyper-parameters were chosen to
target the maximum performance improvement of the com-
parable approaches in the paper (e.g., DNNs) in order to be
fair with all the models. Thus, these selections will make
the models compatible with our proposed model in terms of
accuracy.

Overall, these architectural implementations of our models
aligned them to achieve the required results and enabled us to
compare the effectiveness of our models in terms of accuracy,
training time, power consumption, number of connections,
and retraining time. In addition, the performance of the pro-
posed model’s first layer on a zero-day attack data set is
observed.

VI. PERFORMANCE EVALUATION
This section presents an overview of the metrics used to
validate the models and evaluate the results extracted from
the approaches proposed in this paper to select the best
approach. Continuing the investigated approaches, results are
then presented and the best-selected approach of the investi-
gated approaches is then compared with other recent related
works like Neural Networks Multi-Classifier [65], Optimum
K-Nearest Neighbour (OKNN) [73], and EagerNet [74]. For
the evaluation process, all models are trained using a joined
dataset among the CIC-DDoS2019 and a custom-generated
dataset (as shown in Section V-B). This joined dataset acts as
a unified dataset for comparison. The reason is to be sure that
all models are equally handled and compared. Also, we have
compared them (as shown in Section VI-B2) in terms of
specific metrics as shown in Section VI-A2 (i.e., accuracy).

A. OVERVIEW OF THE METRICS USED FOR THE
VALIDATION AND THE EVALUATION OF THE INVESTIGATED
APPROACHES
In this section, we show the metrics we used in order to val-
idate the investigated models and evaluate them. To validate
and check the investigated models in terms of over-fitting and
under-fitting but also the metrics we used to evaluate them
and make them comparable, targeting the identification of the
best approach among the investigated. Also, we compare our
models’ performance to those of other recent multi-class clas-
sifiers found in open literature with the use of the following
metrics.

1) K -FOLD CROSS-VALIDATION
The K -fold cross-validation is used to validate and check
the investigated models. The K -fold cross-validation with
k = 5 was used to ensure the model was generalised well
and could obtain the same metrics with different subsets of
data points. K -fold cross-validation splits the data set into
k-folds of uniform size. Following this, the first (k − 1) folds

are utilised in training the model, and the average accuracy is
obtained. The k-th fold is used to test the model obtained.

2) METRICS USED
To evaluate our models, we must compare their performance
with the other models. Thus, this section provides the met-
rics used to measure the models’ performance. In addition
to the following metrics, the efficacy of the first layer of
the proposed model on a data set of zero-day attacks is
observed. Furthermore, to the metrics covered in this section,
we employ training time, power consumption, connections,
and retraining time.

a: CONFUSION MATRIX
The metrics used for evaluation were Accuracy, Precision,
Recall, and F1 score [75], which are defined as follows:

Accuracy =
tp + tn

tp + tn + f p + f n
(3)

Precision(Pr ) =
tp

tp + f p
(4)

Recall(Rc) =
tp

tp + f n
(5)

f 1score = 2 ×
Pr × Rc
Pr + RC

(6)

The True Positive Rate (TPR) and False Positive Rate
(FPR): The true-positive rate, also known as sensitivity,
recall, or probability of detection, reflects the likelihood of
an attack resulting in a real alert. The false-positive rate,
also known as the likelihood of a false alarm, is equal to (1
specificity).

TPR =
tp

p
=

tp

tp + f n
= 1 − FPR (7)

FPR =
f p

p
=

f p

f p + tn
= 1 − TPR (8)

where tp = True Positives (a result of an experiment that
accurately identifies the presence of an assault), f p = False
Positives (a result of an investigation that accurately demon-
strates the lack of an attack), tn = True Negatives (an experi-
mental result which wrongly indicates an attack), f n = False
Negatives (an experimental result which wrongly indicates a
non-attack).

b: AREA UNDER CURVE (AUC) - RECEIVER OPERATOR
CHARACTERISTIC (ROC) (CALLED AUC-ROC) CURVE/FIGURE
METRIC
Another metric we utilise is the AUC-ROC Curve metric, the
AUC-ROC is a graphical representation of the true positive
rate (TPR) versus the false positive rate (FPR) at various
classification thresholds. When the dataset is asymmetrical,
i.e., one class is more prevalent than the other, the AUC-ROC
metric is beneficial. In addition, it provides a single value
that summarises the performance of a model across all pos-
sible classification thresholds, making it a popular metric
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across many fields. The AUC-ROC curve demonstrates a
model’s ability to differentiate between positive and negative
classes by plotting the probability of a positive class as the
threshold is varied between 0 and 1. A model with a higher
AUC-ROC score has enhanced classification performance,
indicating that it can better distinguish between positive and
negative samples [76]. More specifically, the AUC quantifies
the complete two-dimensional area beneath the ROC curve
and represents the degree of differentiation between the two
classes. The AUC of a perfect classifier is 1, while the AUC
of a weak classifier is less than 0.50. The AUC-ROC curve
is a valuable visualisation and comparison tool for classifier
performance. A model with a greater AUC is more effective
than one with a smaller AUC [76], [77].

B. RESULTS
In this section, we begin by analysing the performance results
of each investigated method. Then, based on their preci-
sion and degree of difficulty, we select the approach that
best fits our needs. Consequently, we compare the computa-
tional complexity and accuracy of various models, including
DHMLM, DNN, RNN, and LSTM, with DHMLM being the
most accurate model for solving the problem in this study.
Next, using the unified dataset (shown in Section V-B), this
section compares the competitive approaches found in the
open literature with the selected investigated paper approach,
which is DHMLM. So, we compare the performance of our
model to other works and present the results of the experi-
ments conducted. Continuing, we examine the identification
of zero-day/unknown attacks employing our selected tech-
nique of DHMLM and demonstrate the capability of our
model to identify unknown attacks. Finally, this section dis-
cusses the overall findings.

1) THE PERFORMANCE OF EACH APPROACH
This section provides our findings in terms of results for our
investigation approaches.

a: RESULTS OF THE DHMLM
For DHMLM, the training accuracy and loss, along with
validation accuracy and loss concerning the number of epochs
for each layer (The first layer in our Deep Neural Network
is represented as DDN(1), the second layer as DNN(2) and
the third layer as DNN(3)), are given in Fig. 12, Fig. 13 and
Fig. 14. Thus, Figures 12, 13 and 14 illustrate the training and
validation performance of the DHMLM’s three layers during
their training and validation phase. The first subplot displays
the training and validation accuracy of the model, while
the second subplot displays the training and validation loss.
Observing the first (Figure 12), second (Figures 13), and third
figures (Figures 14) representing the layers in the Deep Hier-
archicalMachine LearningModel, alongwith their respective
level representations. Notice that we observed a similar pat-
tern in all figures at all levels to that of the first figure. More
specifically, when the training accuracy steadily improves

FIGURE 12. Training & validation performance DNN(1).

FIGURE 13. Training & validation performance DNN(2).

FIGURE 14. Training & validation performance DNN(3).

over time, the validation accuracy reaches a plateau after a
few epochs. In this instance, the validation loss decreases
steadily over time, indicating that the model is improving
its ability to generalise to the validation set. This indicates
that the model fits the training data and does not overfit less
tightly than its antecedent. In conclusion, regarding training
and validation, the figures illustrate the performance of the
various levels of the DHMLM during their training phase,
with the models capable of generalisation without overfitting.
These numbers are useful for evaluating the effectiveness of
different models and identifying problems such as overfitting
and underfitting.

Table 6 displays DHMLM performance metrics by
class. It contains four columns, namely Class, ‘‘Accu-
racy’’, ‘‘Precision’’, ‘‘Recall’’, and ‘‘F1’’, as well as three
classification levels. Level 1 of the classification con-
sists of two classes, namely, ‘‘Attack’’ and ‘‘Benign’’.
The model has attained high precision for both classes,
99.61% for ‘‘Benign’’ and 99.28% for ‘‘Attack’’. The
precision of ‘‘Attack’’ is marginally greater than that of
‘‘Benign’’, while their recall and F1 scores are nearly
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TABLE 6. Class-wise performance metrics of DHMLM.

FIGURE 15. DNN(1) confusion matrix.

identical. Four classes comprise Level 2 of the classifica-
tion: ‘‘DDoS’’, ‘‘SQLi’’, ‘‘MITM’’, and ‘‘Dictionary’’. The
model’s accuracy for each of the four divisions ranges from
97.70% to 99.75%. The precision, recall, and F1 scores
range between 97.65% and 99.78% for all classes. Nine
classes comprise Level 3 of the classification: ‘‘TFTP’’,
‘‘UDP+SSDP’’, ‘‘LDAP’’, ‘‘NetBIOS+Portmap’’, ‘‘SYN’’,
‘‘MSSQL’’, ‘‘HULK’’, ‘‘RUDY’’, and ‘‘GoldenEye’’. The
model’s accuracy for each of the nine classes ranges from
95.97% to 99.77%. The precision, recall, and F1 scores range
from 95.98% to 99.97% across all classes.

The class-wise accuracy, precision, recall, and F1 score
obtained by the three layers of the DHMLM on the test set
is shown in Table 6. The confusion matrices generated by
running the training and identification of the same data set are
also shown below in Fig. 15, Fig. 16 and Fig. 17. DHMLM’s
accuracy, precision, recall, and F1 score performance are
impressive overall. Themodel has obtained high performance
for all classes at all three classification levels, indicating that it
can effectively classify network traffic into various categories
of attacks and benign traffic. This analysis can be used to
enhance the security of computer networks by detecting and
preventing network attacks more precisely.

The givenAppendix Figures 26, 27, 28 and 29 represent the
Receiver Operating Characteristic (ROC) curves for different

FIGURE 16. DNN(2) confusion matrix.

FIGURE 17. DNN(3) confusion matrix.

Deep Neural Networks (DNNs). ROC curve plots the true
positive rate (TPR) and false positive rate (FPR) for a binary
classifier system, where TPR is plotted on the y-axis and FPR
on the x-axis. The area under the ROC curve (AUC-ROC)
measures the classifier’s performance. A perfect classifier has
an AUC-ROC of 1 or close to 1 (e.g. 0.99-1.00), while a
random classifier has an AUC-ROC of 0.5.

Figure 26 shows the AUC-ROC curve for the first level
of the Deep neural network of DHMLM (named DNN(1)),
which appears to have an AUC-ROC of around 0.99 for the
single class that level one identifies (it identifies if there
is an attack or not), indicating a very high level of perfor-
mance. Next, Figure 27 shows the AUC-ROC curves for the
second level in the Deep Hierarchical Machine Learning Net-
work (named DNN(2)) for the multiple class identification
(for the attacks DoS-DDoS, SQLi, MiTM, and dictionary),
which also appears to have an AUC-ROC of around 0.99,
indicating a very high level of performance. Continuing,
Figures 28 and 29 shows the AUC-ROC curves at the third
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FIGURE 18. Training and validation performance DNN.

level in the Deep Hierarchical Machine Learning Network
(named DNN(3)) for the multiple class identification (for
the attacks TFTP, UDP+SSDP, NetBIOS+POrtmap, SYN,
MSSQL, HUL, RUDY, and GoldenEye), which also appears
to have an AUC-ROC of around 0.99, indicating a very high
level of performance.

Regarding the AUC-ROC curves, all three figures have
very similar shapes. The curves closest to the upper left corner
have the best performance, and those closest to the diagonal
line have the worst performance (the middle line represents
the random approach). The highest AUC-ROC curve in each
figure appears to be around 0.99, indicating excellent perfor-
mance. More specifically, our model’s Area Under Curve -
Receiver Operator Characteristic (AUC-ROC) curves show
that it is a nearly perfect classifier as the TPR for each class is
extremely high compared to the FPR. The AUC-ROC curves
for our model are shown in Fig. 26, Fig. 27, Fig. 28 and
Fig. 29.

In conclusion, the Deep Hierarchical Machine Learning
Model (DHMLM) is a highly efficient neural network model
for classifying network traffic as benign or malicious. Due
to its three-level classification system, it can identify attack
traffic and classify it into specific attack categories and sub-
categories. The model’s remarkable performance metrics,
which include high accuracy, precision, recall, and F1 scores,
demonstrate its ability to classify network traffic accurately.
In general, the DHMLM is a useful instrument for network
security professionals in identifying and mitigating cyber
attacks.

b: RESULTS OF THE DNN
For DNN, Figure 18 depicts the performance of the DNN
model during training and validation. The accuracy and loss
values for training and validation converge as training con-
tinues, indicating that the model is correctly learning the
data’s characteristics. The efficacy of a Deep Neural Net-
work (DNN) in categorising network traffic into distinct
categories is displayed in Table 7. Accuracy, precision, recall,
and the F1 score for each class are the performance met-
rics used to evaluate the model’s performance. The model’s
aggregate accuracy for this task was 96.57%, which is
acceptable. Examining the performance by category reveals
that the DNN model performed well in classifying the vast

TABLE 7. Class-wise performance metrics of DNN.

majority of traffic categories. For the ‘‘Benign’’, ‘‘TFTP’’,
‘‘NetBIOS+Portmap’’, ‘‘SYN’’, ‘‘MITM’’, ‘‘RUDY’’ and
‘‘GoldenEye’’ classes, it attained high accuracy, precision,
recall, and F1 score. For instance, the model’s accuracy
for these classes was 98.91%, 99.02%, 99.44%, 99.30%,
99.48%, 98.86%, and 97.54%, respectively. The model can
precisely classify traffic in these categories based on the
model’s high accuracy and other performance metrics. How-
ever, the model performed poorly when classifying traffic
in certain categories. For the ‘‘LDAP’’, ‘‘UDP+SSDP’’,
‘‘MSSQL’’, ‘‘SQLi’’ and ‘‘Dictionary’’ classes, for instance,
it attained low accuracy, precision, recall, and F1 score.
For instance, the model’s accuracy for the ‘‘LDAP’’ class
was only 1.99%, indicating that it performed very inade-
quately in this category. Similarly, the model’s performance
metrics for the ‘‘UDP+SSDP’’, ‘‘MSSQL’’, ‘‘SQLi’’ and
‘‘Dictionary’’ classes were poor. This suggests that the model
requires further development to accurately classify traffic
into these categories. Moreover, Figure 19 depicts the Con-
fusion Matrix for the DNN model, which provides a more
detailed view of each class’s performance. The scatter plot
demonstrates that the model performed well in classifying
the ‘‘Benign’’ and ‘‘TFTP’’ classes but struggled with the
‘‘LDAP,’’ ‘‘UDP+SSDP,’’ ‘‘MSSQL,’’ ‘‘SQLi,’’ and ‘‘Dictio-
nary’’ classes. Overall, the DNN model adequately classified
network traffic into distinct categories. However, the model
requires further development to classify traffic into certain
categories accurately. The performance metrics and confu-
sion matrix diagrams can be used to identify areas of the
model that require development, which can then be utilised
to create a more accurate model. In conclusion, the Deep
Neural Network (DNN) model performed well in classifying
network traffic into distinct categories, attaining an overall
accuracy of 96.57%. However, the model’s efficacy in classi-
fying certain categories was inadequate, emphasising areas in
need of further development. Utilising performance metrics
and confusion matrix diagrams aided in the identification
of these areas. The model has the potential to enhance its
performance and become even more accurate at classifying
network traffic with additional refinement.
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FIGURE 19. DNN confusion matrix.

FIGURE 20. Training and validation performance RNN.

c: RESULTS OF THE RNN
For RNN, the training and validation performance of the RNN
model is depicted in Figure 20. The training and validation
loss decreases over successive epochs, indicating that the
model is learning and not overfitting the data. The increasing
training and validation accuracy over the epochs indicates that
the model’s performance on the data is improving. Table 8
displays the RNN model’s class-specific performance met-
rics. The model obtained a high degree of accuracy for most
categories, with an aggregate accuracy of 99.57%. However,
the MSSQL class accuracy is considerably lower at 99.04%,
indicating that the model has trouble identifying this class.
For the majority of classes, the precision values are high,
indicating that the model makes fewer false-positive predic-
tions. Most class recall values are high, indicating that the
model can identify the majority of instances of the class. The
high F1 scores for most classes indicate a balance between
precision and recall. Figure 21 depicts the RNNmodel’s con-
fusion matrix. The diagonal elements represent the number of
correctly classified instances, while the off-diagonal elements
represent the misclassified instances. The confusion matrix
demonstrates that the model performs well for most classes,
with a fewmisclassifications. However, the model has trouble
identifying the MSSQL class, as evidenced by the lower
number of true positives and higher number of false negatives
for that class. Overall, the RNNmodel performs well for most

TABLE 8. Class-wise performance metrics of RNN.

FIGURE 21. RNN confusion matrix.

categories, with an overall accuracy of 99.57%. However, the
model needs help distinguishing the MSSQL class, and addi-
tional work is required to enhance the model’s efficacy for
this class. In conclusion, the RNN model has demonstrated
promising classification accuracy for the majority of network
traffic data classes. However, MSSQL class enhancements
and additional research are required to enhance the model’s
efficacy. Overall, the model’s performance demonstrates the
potential of using RNNs to classify network traffic, and future
research can build upon these findings to createmore accurate
and effective models.

d: RESULTS OF THE LSTM
For LSTM, the model’s performance during training and
validation is depicted in Figure 22. Over time, the training
and validation loss decreases, while the validation accuracy
remains high, indicating that the model generalises well to
new data. Table 9 displays the class-wise performance met-
rics of an LSTM model trained with a particular dataset.
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FIGURE 22. Training and validation performance LSTM.

TABLE 9. Class-wise performance metrics of LSTM.

The model’s accuracy ranges from 99.39% to 99.99%, indi-
cating that it detects various types of network traffic with
high precision. Precision measures the model’s ability to
distinguish between genuine positives and false positives.
The precision values range from 11.68% (for MSSQL) to
99.98% (for Dictionary), indicating that the model accurately
identifies positive samples for the majority of classes, with
the exception of MSSQL. The recall metric measures the
model’s ability to correctly identify all affirmative samples,
with values ranging from 95.16 to 99.92% (for MSSQL and
LDAP, respectively). The high recall values indicate that
the model is capable of identifying the majority of positive
samples for all classes. The F1 score, which is the har-
monic mean of precision and recall, represents the model’s
performance as a whole. F1 values range between 20.81%
(MSSQL) and 99.77% (SQLi). The low F1 value for MSSQL
suggests that the model needs to identify this traffic class. The
LSTMmodel’s confusionmatrix is depicted in Figure 23. The
diagonal values represent the number of properly classified
samples for each class, whereas the off-diagonal values rep-
resent misclassifications. The confusion matrix indicates that
the model has difficulty correctly identifying MSSQL class
samples, which is consistent with the class’s low precision
and F1 score. Except for MSSQL, the LSTM model appears
to function well in detecting various types of network traffic.
In conclusion, the LSTM model demonstrates a high degree
of accuracy, precision, recall, and F1 score when identifying
different categories of network traffic. While there is room
for development in identifying MSSQL traffic, the model’s

FIGURE 23. LSTM confusion matrix.

FIGURE 24. Mean accuracies of investigated approaches.

generalisation ability suggests it could be a useful classifica-
tion tool for network traffic. Futurework could concentrate on
enhancing the model’s performance for MSSQL and possibly
investigating other models or techniques to further improve
the classification accuracy of network traffic.

2) COMPARISON AMONG DIFFERENT MODELS LIKE
DHMLM, DNN, RNN, AND LSTM
The following section provides a comparison among the
investigated approaches based on the resulting confusion
matrices shown in Figures 15, 19, 21 and 23 and the resulting
training and validation loss shown in Figures 12, 18, 20
and 22 along with the findings in Figure 24. So, the overall
DNN accuracy of 86.84% on the data set for a 13-class clas-
sification using 972 connections is far inferior to the 747 con-
nections and 99.07% accuracy of the DHMLM. The DNN’s
classwise metrics are illustrated in Table 7. Table 10 shows
the accuracy confusion matrix metric with other metrics such
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TABLE 10. Comparison of DHMLM, DNN, RNN, and LSTM.

as epochs used to train the model, training time, neurons,
connections, and prediction time. The multi-class classifica-
tion accuracy of the RNN was 97.81% with 50 RNN cells
and 160 connections only. The LSTM outperformed the RNN
in terms of accuracy with similar parameters as expected.
The mean accuracy of the LSTM was 98.49%. It also had
the highest training and inference times of 2097 seconds and
49.83 (µs), respectively, despite having the least number of
connections. The RNN and LSTM had significantly higher
training and prediction times than the DNN and theDHMLM.
As shown in Table 10, the training time of the DNN was
77.7 seconds in contrast to the DHMLM’s 43.77 seconds
which is only 56% the time taken by the DNN. Moreover, the
training time of the RNN was 1753 seconds and the LSTM
was 2097 seconds which are significantly higher than the
aforementioned approaches. So, the low train time of the
DHMLM has some positive implications, the most important
among them being the increased real-world effectiveness of
the DHMLMas the turnaround time is much lesser on retrain-
ing and the computational intensity is low. In the following
paragraph, we examine in terms of attacks how each approach
performance achieves (according to the Tables 7, 8 and 9):

• The RNN outperformed the DNN with an accuracy of
at least 99% in every single class. It showed the least
accuracy forMSSQL class which has the least number of
data points. This is consistent with the DHMLM having
the lowest accuracy for the same class. On the other
hand, the TFTP and SQLi attacks were predicted with
a high accuracy of 99.98%. Although the DHMLM did
not show 99% and above accuracy for every single class,
the precision, recall, and F1 scores were considerably
higher. The RNN yielded a poor precision of 06.01% for
the MSSQL class.

• The LSTM exhibited similarly high accuracies with
RNN; however, it outperformed the RNN regarding pre-
cision, recall, and F1 scores. The worst precision value
still belonged to the MSSQL class at 11.68%. Both the
RNN and LSTM had the lowest F1 score for MSSQL
class.

• The DNN performs the best in classifying MITM
attacks with an accuracy of 99.48%, and it per-
forms almost equally well on TFTP, UDP+SSDP, and
NetBIOS+Portmap. On the other hand, the LDAP attack
had the least accuracy, with a meager 1.99%. Further,
the DNNperformed poorly in classifyingDictionary and
SQLi attacks, and the rest of the attacks related to the
achievements of the other approaches.

• The DHMLM outperforms the DNN in classifying all
classes other than TFTP and UDP+SSDP in terms

of accuracy, precision, recall, and F1 score, including
benign packet classification with an accuracy of 99.61%
compared to the DNN’s 98.91 %. Our model identifies
the SYN attack with a maximum accuracy of 99.77%
and performs similarly well on ‘‘SQLi’’, ‘‘LDAP’’,
‘‘NetBIOS+Portmap’’, ‘‘MITM’’, and ‘‘RUDY’’. The
model also performs well on attacks like LDAP where
the DNN showed poor results. The RNN, LSTM,
or DNN did not outperform the DHMLM at the preci-
sion, recall, and F1 scores. The aforementioned values
were not consistently higher than at least 96%. More-
over, as shown in Section VI-B5, the DNN, LSTM,
and DNN cannot act as a Zero-day attack classifier as
opposed to the DHMLM, whose first level performed
the task with 99.63 % accuracy.

Finally, Figure 24 shows that the DHMLM is the most accu-
rate approach.

3) COMPARISON OF COMPUTATIONAL COMPLEXITY
DIFFERENCES BETWEEN THE INVESTIGATED MODELS OF
DNN, RNN, LSTM MODELS AND THE FINAL PROPOSED
MODEL OF DHMLM
This section compares the Big-O notation among the papers’
investigated models. More specifically, when building and
utilising algorithms, a typical investigation is whether an
algorithm is more effective in completing a particular task.
One method that can be used for this investigation is the
Big-O notation analytical method. The Big-O notation is a
method for analysing the complexity of an algorithm. Big-
O is concerned with the asymptotic time complexity of
an algorithm or the upper bound on the number of steps
required relative to the amount of data being processed [78].
Few efforts have been made in the literature to exploit the
hierarchical nature of categories. Nevertheless, hierarchical
models perform better than flat models in various areas for
picture categorisation [11], [79], [80]. Because Hierarchi-
cal decomposition simplifies complex issues by breaking
them down into smaller, interconnected issues. The smaller
problems are solved independently, and then the answers
are recombined to solve the original problem. Consequently,
one of the primary objectives of hierarchical learning is the
reduction of computing complexity. Using a collection of
multi-level classifiers can lower the cost of learning, accord-
ing to the proposed approach. Undoubtedly, the collection
of multi-level classifiers constitutes a hierarchical learning
structure [11], [79], [80].

Considering computational complexity according to [81],
the computational complexity of a feed-forward neural net-
work was examined, as well as why it is advantageous to
separate the computation into training and an inference phase
as back-propagation (n5) is substantially slower than forward
propagation (n4). Thus, in our case, the models used are
all deep neural networks that work with back-propagation;
hence, they all have the same Big-O computational complex-
ity of n5. But, empirically, as aforementioned, with the obser-
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vation DHMLM has reduced execution time and is less than
other models, which can be verified from Section VI-B4.

4) COMPARATIVE REMARKS OF COMPETITIVE APPROACHES
FOUND IN OPEN LITERATURE USING THE UNIFIED DATASET
As shown in Table 11, the proposed DHMLM model outper-
forms Neural Networks Multi-Classifier [65], OKNN [73],
and EagerNet [74] in every metric while being trained for a
lesser number of epochs and having a significantly shorter
training time. Also, the DHMLM comprises only 47 neu-
rons, a small number compared to Neural Networks Multi-
Classifier [65], which is implemented with 896 neurons, and
EagerNet’s [74], which is implemented with 640 neurons.
Note that OKNN9 is not implemented with neurons. Thus,
the number of neuron connections in our proposed model is
correspondingly notably lower. Moreover, in terms of com-
plexity and training cycle, the DHMLM obtains the lowest
complexity by completing a training cycle of 60 epochs in
43.77 seconds, followed by the OKNN [73], which has no
epoch cycles due to its implementation and training time
of 669 seconds. Continuing, the Neural Networks Multi-
Classifier [65] comes in third place with a training cycle
of 100 epochs and a training time of 786 seconds, fol-
lowed by the EagerNet’s model with a training cycle of
800 epochs and a training time of 969 seconds in the last
place. Moreover, the investigated approach achieves the best
execution/inference time with a value of 16.3 (µs), followed
by the OKNN [73] with a value of 19.11 (µs), Networks
Multi-Classifier [65] with a value of 32.17 (µs) and last,
is the EagerNet [74] with a value of 52.13 (µs). Therefore,
as shown, the proposed approach has better performance in
terms of training, execution time, and complexity (based on
the neurons and epochs needed for training) and ultimately
better results in terms of Accuracy, Recall, Precision, and F1
Score than the other approaches examined in this section with
the use of our unified dataset.

5) ZERO-DAY/UNKNOWN ATTACKS IDENTIFICATION BY
OUR SELECTED APPROACH OF DHMLM
The emulated HTTP Flood attack, TCP Flood attack, UDP
Flood attack, and MITM REST attack are the Zero-days
and unknown attacks to test our model. These attacks were
omitted from our training data set and thus are completely
new to our model. The data set used and the results of the
experiment are shown below in Table 12.
As seen above, the first layer of our model is able to

identify the HTTP Flood, TCP Flood, UDP Flood, andMITM
Representational State Transfer Application Programming
Interface (REST API) Zero-day/unknown attacks with an

9Because OKNN is a K-Means base algorithm is an approach without
neurons (that is why K-Means base algorithm is an unsupervised learning
technique, while the other methods are supervised learning techniques; thus,
the training time of 669 s represents the identification of the best k number
that represents the number of clusters and the separation of the points to
clusters using the nearest neighbours along with the training, validation, and
testing.

FIGURE 25. DNN(1) confusion matrix for zero day attack.

FIGURE 26. AUC-ROC curve for DNN(1) - Attack?

accuracy of 99.63%, 99.62%, 99.61%, and 99.96% respec-
tively. Also, it can identify the Note that the analysis of
an unknown attack is straightforward, and we are currently
investigating whether or not the unknown attack data belongs
to the attack type. In the future, we will investigate the pos-
sibility of confirming whether an attack does not correspond
to a known attack type.

DHMLM can identify unknown attacks due to its working
mechanism; it discovers a mapping from a low-level feature
space to a high-level conceptual space or from an adequate
space to its quotient space (a coarse space). Taking into
account that certain attacks share common characteristics and
that these characteristics are represented in the PCAP file
analysis as specific features from the selected features, they
are represented in the model as low-level features that acti-
vate the activation function (that decides whether the neuron
should be activated or not) resulting in weights beingmatched
with known and unknown similar attacks (along with the
bias). For instance, HTTP Flood is a comparable DDoS attack
(in which our model is trained). This is an admirable quality
of DHMLM.

6) OVERALL REMARKS
We have seen the performance of the DHMLM compared to
some of the proposed paper models and thenwithmodels pro-
posed by recent papers. Firstly, we compared its performance
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TABLE 11. Comparative study of recent papers with the Unified Dataset.

FIGURE 27. AUC-ROC curves for DNN(2).

TABLE 12. Zero-day attack data set.

to a DNN, RNN and LSTM and observed that the hierarchical
design helped achieve a much higher accuracy of 99.07%
compared to the LSTM with 98.49%, RNN with 97.81% and
lastly, DNN with 86.84%. Also, the training time of the pro-
posedmodel has shown a 46%, 97.5%, and 98% improvement
compared to DNN, RNN, and LSTM, respectively. While at

TABLE 13. Performance metrics on zero-day attack data set.

the same time, using 13, 3, and 3 neurons compared to DNN,
RNN, and LSTM, respectively, and lastly, 40 fewer epochs
on the training compared to DNN. However, for RNN and
LSTM, DHMLM has 50 more epochs. The proposed model
also has 225 connections, thus having a lower complexity
than theDNN, but 587more thanRNN andLSTM.Regarding
execution time, the DHMLM with 16.3 µs has the best time
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FIGURE 28. AUC-ROC curves for DNN(3).
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FIGURE 29. AUC-ROC curves for DNN(3) - Goldeneye.

compared to the DNN with 24.6 µs, RNN with 28 µs, and
LSTM with 49.83 µs. Secondly, from the open literature
comparison, the DHMLM achieves an overall accuracy of
99.07%, which is a substantial increase on Neural Networks
Multi-Classifier [65] (94.21%), OKNN [73] (92.19%) and
EagerNet [74] (99.05%). The proposed model also has better
recall, precision, and accuracy scores of 98.95%, 98.91%, and
98.93%when compared to OKNN’s [73] (94.6%, 89.8%, and
82.6%), to Neural Networks Multi-Classifier [65] (94.03%,
94.21%, and 94.12%) and EagerNet [74] (92.85%, 91.15%,
and 91.03%). Continuing, the DHMLM’s 60 epoch train-
ing cycle and usage of 47 neurons are significantly lesser
than EagerNet’s [74] 800 epoch cycle and 640 neuron usage
and Neural Networks Multi-Classifier [65] 100 epoch cycle
and 896 neuron usage. In terms of training and execution
time, the DHMLM (with 43.77 & 16.3 µs) has the best
times compared to the Neural Networks Multi-Classifier
[65] (with 786 & 32.17 µs), the OKNN [73] (with 669 &
19.11 µs) and the EagerNet [74] (with 969 & 52.13 µs).
Finally, we tested the first layer of the DHMLM against Zero-
day/unknown attacks along with benign packets, which the
model could recognise and classify with 99.63% accuracy.
Overall the DHMLM has shown better performance over all
the investigated approaches and the major approaches from
the literature review.

VII. CONCLUSION AND FUTURE WORK
D2D network security solutions like IDS trained with AI/ML
are absolutely necessary due to the inherent vulnerability and
lack of standardisation of security measures. Thus, our work
focuses primarily on the identification of the most signif-
icant threats to D2D networks, namely DDoS (i.e., TFTP,
UDP+SSDP, LDAP, NetBIOS+Portmap, SYN, MSSQL,
HULK, RUDY, GoldenEye), SQLi, MITM and Dictionary
attacks. This research is important because it can identify
all the threads mentioned above and classify them with the
least time for execution and training. Additionally, the need
for a robust and real-time IDS necessitates adopting a com-
putationally lighter DHMLM that operates on the data set’s
hierarchical structure that can run on mobile devices (as
shown in Section VI-B3). The proposed system demonstrates
applicability to the base stations, which serve as the gateways

TABLE 14. Abbreviation table.

for the D2D communication protocol, as per the given context
(as shown in [2], [59]). Additionally, the proposed system
is applicable to the D2D-Relay and D2D Multi-Hop Relay
(D2DMH-Relay) devices if the device models are of the latest
technology (as shown in [2], [59]).
Regarding features selection and model training, we

selected the features used for our model training using a
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TABLE 14. (Continued.) Abbreviation table. TABLE 14. (Continued.) Abbreviation table.

95190 VOLUME 11, 2023



S. V. J. Rani et al.: Novel Deep Hierarchical Machine Learning Approach

TABLE 14. (Continued.) Abbreviation table.

two-step process consisting of a correlation-based filter fol-
lowed by a Mutual Information-based filter. A subset of
20 features produced the highest accuracy of 99.07% for
the DHMLM. In addition, we have compared and con-
trasted the DHMLMwith traditional DNN, RNN and LSTM,
which are common classification solutions for attacks. The
results demonstrated that the DHMLM is more suitable for
low-powered devices because it achieves greater accuracy
with fewer connections and better overall average perfor-
mance while being trained for a substantially smaller number
of epochs. The first level of the DHMLM can also iden-
tify an unknown attack with high accuracy (99.63% without
retraining). The DHMLM outperforms the DNN, RNN, and
LSTM regarding the retraining time when a new attack must
be added to the classification task because it requires reset-
ting fewer connections. Moreover, the training time can be
reduced by 56%. In terms of Zero-Day/Unknown attacks,
although the first level of our model can identify them, the
second and third levels will be unable to classify them due
to the absence of output nodes unique to these novel attacks.
Thus, additional research can be conducted for future work
on how Neural Networks can reorganise themselves and
accurately identify Zero-Day attacks. In addition, the high
correlation of 0.46 [65] between the NetBIOS and Portmap
attacks and 0.68 [65] between the UDP and SSDP attacks
makes classifying these attacks extremely difficult for ML
models, with the majority of models achieving very low
accuracy. This issue can also be investigated further. In addi-
tion, more work can be done on IDS at edge IoT networks,
as we have currently focused only on IDS at D2D networks.
Finally, other attacks besides the aforementioned examined
attacks could be added to the data set to increase the model’s

sensitivity to variations in attack patterns. Moreover, as future
work, we are planning to install our identification models
shown in this paper and [56], at snort IDS and IPS (shown
in [82]). Through Snort IPS/IDS, future research will show
that it can block all the known and unknown attacks targeting
the D2D and IoT communication networks from inside and
outside of the network.

APPENDIX. AUC-ROC CURVES ORDER BY LEVEL AND
ATTACK IDENTIFICATION OF THE DHMLM APPROACH
The given figures 26, 27, 28 and 29 represent the Receiver
Operating Characteristic (ROC) curves for different Deep
Neural Networks (DNNs). ROC curve plots the true positive
rate (TPR) and false positive rate (FPR) for a binary classifier
system, where TPR is plotted on the y-axis and FPR on the
x-axis. The area under the ROC curve (AUC-ROC) measures
the classifier’s performance. A perfect classifier has an AUC-
ROC of 1 or close to 1 (e.g. 0.99-1.00), while a random
classifier has an AUC-ROC of 0.5.

Figure 26 shows the AUC-ROC curve for the first level
of the Deep neural network of DHMLM (named DNN(1)),
which appears to have an AUC-ROC of around 0.99 for the
single class that level one identifies (it identifies if there
is an attack or not), indicating a very high level of perfor-
mance. Next, Figure 27 shows the AUC-ROC curves for the
second level in the Deep Hierarchical Machine Learning Net-
work (named DNN(2)) for the multiple class identification
(for the attacks DoS-DDoS, SQLi, MiTM, and dictionary),
which also appears to have an AUC-ROC of around 0.99,
indicating a very high level of performance. Continuing,
Figures 28 and 29 shows the AUC-ROC curves at the third
level in the Deep Hierarchical Machine Learning Network
(named DNN(3)) for the multiple class identification (for
the attacks TFTP, UDP+SSDP, NetBIOS+POrtmap, SYN,
MSSQL, HUL, RUDY, and GoldenEye), which also appears
to have an AUC-ROC of around 0.99, indicating a very high
level of performance.

Overall, the AUC-ROC curves in all three figures have very
similar shapes. The curves closest to the upper left corner
have the best performance, and those closest to the diagonal
line have the worst performance (the middle line represents
the random approach). The highest AUC-ROC curve in each
figure appears to be around 0.99, indicating excellent perfor-
mance.

APPENDIX. GLOSSARY OF TERMS AND ABBREVIATIONS
In this section, under the appendix, we provide the table
of abbreviations used in the paper. Table 14 provides the
abbreviation and description near it.
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