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ABSTRACT In this study, we present the first spell error corpus for the Indonesian Language (SPECIL). This
corpus provides a comprehensive resource for researchers and practitioners to detect and correct spelling
errors in Bahasa Indonesia (Indonesian). It should be emphasized that currently, there is no recognized
corpus for identifying spelling mistakes in the Indonesian language that has been officially released or made
accessible. This study also provides a systematic literature review to identify resources and methodologies
for building a corpus for spelling error detection and correction in Indonesia. A corpus was created using a
combination of manual and automatic methods. The results of this study are a review of publications relating
to corpora and spelling, the novel algorithm of six types of spelling errors, and the production of a corpus
comprising over 180,000 tokens in 21,500 sentences, including non-word, real-word, and punctuation errors.
Using the developed corpus, various Natural Language Processing (NLP) models, including spell checkers
and language models, can be trained and tested to enhance their accuracy and effectiveness in identifying
and rectifying errors in Indonesian texts.Moreover, the corpus can be used to develop and evaluate new
algorithms and techniques for spelling error detection and correction in Indonesia. The SPECIL corpus is
publicly available and accessible.It is expected that SPECIL will inspire further research in this area and
facilitate the development of more accurate and effective spelling error detection and correction tools in
Indonesian language.

INDEX TERMS Corpus, Indonesian language, natural language processing, spell.

I. INTRODUCTION
A corpus is a structured collection of text or spoken language
data selected and gathered for linguistic analysis. It can
include a variety of written or spoken sources, such as books,
newspapers, transcribed conversations, or online content.
Corpus is widely used in computational linguistics and natu-
ral language processing to develop and test algorithms [1],
analyze language patterns and structures [2] and explore
language use in different contexts [3].

A corpus in the Indonesian language can be utilized for
various purposes, such as studying grammar, syntax, and
discourse [4], developing machine translation systems, text-
to-speech systems, or other language technologies. They can
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be constructed manually or automatically and annotated with
linguistic data, such as part-of-speech tags, semantic labels,
or syntactic structures, to enable further in-depth studies.

Utilizing publicly accessible corpora, such as the Indone-
sian new corpus and Indonesian Wikipedia corpus, research
on grammatical errors in the Indonesian language has been
conducted [5]. However, it is crucial to note that no officially
published or openly available corpus identifies spelling errors
in Indonesia.

Developing a particular corpus for detecting errors in the
Indonesian language is an essential step toward enhancing the
quality of error detection tools, such as grammar checkers or
proofreading software. Having a specified corpus improves
the accuracy and relevance of mistake detection, allowing
developers to improve and develop better error detection tools
continuously.
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Sentences are the basic units of a language. They are
composed of words arranged in a specific order to convey
complete thoughts and ideas. A sentence can be simple or
complicated and consists of one or more clauses. Sentences
are essential for effective communication because they allow
speakers and writers to express their thoughts and ideas
clearly and in an organized manner. Studying syntax and
semantics is vital for understanding the structure andmeaning
of sentences.

This study consisted of six parts. Section I introduces the
analysis. Section II provides general information on syntax
and semantics in Indonesia. Section III contains the research
methodology, such as literature review, corpus creation, and
the method of summarizing corpus creation. Section IV
provides a review of the literature. Section V presents the
results of corpus creation, followed by a summary. Finally,
conclusions are provided in Section VI.

II. SENTENCE STRUCTURE IN THE INDONESIAN
LANGUAGE
Bahasa Indonesia(Indonesian) is a fascinating language
spoken by millions across the Indonesian archipelago and the
world.

Sentences are used to communicate ideas or thoughts to
others in Indonesia. Primary and derivative sentences were
presented in [6]. The characteristics of basic Indonesian
sentences are as follows:

1. It has only one clause.
2. Although some sentences include an object, informa-

tion or description, and complement, they primarily
consist of a subject and a verb.

‘‘Saya pergi.’’ (I go.) can be extended to ‘‘Saya pergi ke
took.’’ (I go to the store.).

3. The arrangement is not inversion.
‘‘Ke toko, saya pergi.’’ (To the store I am going.) is not an
introductory sentence but a derivative sentence.

4. It has never experienced a substitution process, for
example, ‘‘Saya mencari Dino.’’ (I looked for Dino.) is
a basic sentence, not replaced by ‘‘Saya mencarinya.’’
(I looked for him.).

5. It has a transitive verb that the existence of an object
will help understand the meaning.

‘‘Saya makan nasi’’ (I eat rice) as active sentence. An active
sentence can be a derivative sentence when it is changed to
a passive sentence, e.g., ‘‘Nasi dimakan saya’’ (Rice is eaten
by me).

6. It is no nominalization. ‘‘Ibu pergi tadi pagi’’ (Mother
left this morning) is a basic sentence, but ‘‘Perginya
tadi pagi’’ (Left this morning) is a derivative sentence.

Based on these characteristics, it is necessary to understand
Indonesian sentences with sufficient knowledge of syntax
and semantics. The syntax is the study of rules governing
the structure of sentences and phrases in a language.
To determine whether a sentence meets the requirements
of grammatical rules, it is necessary to pay attention to
the completeness of its elements, such as subyek (subject),
predikat (verb), obyek (object), pelengkap (compliment),
keterangan (adverb) [7].

FIGURE 1. Division of sentences based on form and meaning in
Indonesian language.

The pattern in the simple Indonesian language [8] is
presented in Table 1.
Sentences can be divided according to their form of com-

munication and semantic (meaning) or value [9], as shown
in Figure 1. Based on this form, sentences were divided into
single and compound sentences.

1. Single sentence
A single sentence consists of one clause. This sentence
consists of a subject and verb with or without an object,
compliment, or adverb and has the potential to become a
sentence.

2. Compound sentence
A sentence form can be determined as a compound if it
can be split into two or more clauses without changing the
information or message. For example, ‘‘Amy membaca buku
dan Doni menyanyikan sebuah lagu.’’ (Amy reads the book,
and Doni sings a song.) can be divided into two clauses:
‘‘Amy membaca buku.’’ (Amy reads the book.) and ‘‘Doni
menyanyikan sebuah lagu.’’(Doni sings a song.). It is because
their meanings are identical.

According to their meaning, sentences can be divided into
news or declarative, command or imperative, interrogative,
and exclamatory or emphatic.

1. Declarative sentence
A declarative sentence is a sentence whose content conveys a
statement addressed to another person so that the other person
is expected to respond through a response that can be reflected
in a glance or expression and is sometimes accompanied by
a nod or a yes.
‘‘Siska akan melanjutkan kuliah.’’ (Siska will continue her

studies.).
‘‘Kamu harus berhati-hati setibanya di Jakarta.’’ (You

have to be careful when you arrive at Jakarta.).
The declarative sentence must end with a full stop or a dot.
2. Command or imperative sentence

An imperative sentence asks the listener or reader to take
action. This imperative sentence can be a command, appeal,
or prohibition.
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TABLE 1. The pattern of simple Indonesian language.

‘‘Jagalah kebersihan!’’ (Keep it clean!)
‘‘Dilarang merokok!’’ (No smoking!)
The imperative sentence must end with an exclamation

mark (!).
3. Interrogative sentence

Interrogative sentences are those in which verbal answers are
to be expected. The answer can be in the form of yes or no or
in the form of a long explanation.

‘‘Apa Ahmad pergi ke pasar?’’ (Did Ahmad go to market?)
‘‘Mengapa kamu tidak belajar?’’ (Why do you not study?)
Indonesian also uses certain particles.
a. The particle ‘‘kah’’ is used to indicate a question,

e.g., ‘‘Anda sudah makankah?’’ (Have you eaten
it?) or ‘‘Saya datang terlambatkah?’’ (Did I come
late?).

b. The particle ‘‘ya’’ is used as a tag question, e.g., ‘‘Besok
kita pergi ke took, ya?’’ (Let’s go to the store tomorrow,
okay?) or ‘‘Kamu sudah makan, ya?’’ (You have eaten,
have not you?).

The interrogative sentence must end with a question mark (?).
4. Exclamatory sentence

An exclamatory sentence expresses emotions such as admi-
ration, surprise, amazement, astonishment, anger, sadness,
exasperation, disappointment, and dislike. This sentence
is composed of a clause with exclamation words such
as ‘‘wah’’ (wow), ‘‘nah’’ (well), ‘‘aduh’’(ouch), ah, and
‘‘alangkah’’(how).

‘‘Wah, cantik sekali!’’ (Wow, how beautiful!)
Exclamation sentences must end with an exclamation

mark (!).

III. METHODOLOGY
Figure 2 shows the block diagram of the study. The flow
begins with a systematic literature review, followed by the
construction of the corpus, and concludes with a summary of
the corpus creation.

A. SYSTEMATIC LITERATURE REVIEW
This study analyzes the corpus in Natural Language Pro-
cessing for spells from the literature review. The papers
used in this study were collected from the bibliographic

database, Scopus.com. Therefore, this research takes article
sources with no time scale using the following key-
words: ‘‘Corp∗’’ AND ‘‘natural language processing’’ AND
‘‘spell’’

Next, we created inclusion and exclusion criteria to obtain
the articles. The inclusion criteria were as follows:

1. The article type is a conference paper or journal.
2. The article is in English or Indonesian language.
3. The article is in the field of computer science.
The study is limited to computer science because Natural

Language Processing (NLP) is in the field of computer
science. In addition, we conducted a literature review to
provide background information to prove that this study has
a gap.

The exclusion criteria are:
1. The article type is not a conference paper or journal

(lecturer notes, literature review, theses, or dissertations).
2. The article is not in English or Indonesian language.
3. The article is not in the field of Computer Science.
The following are the query results from Scopus.com

(https://www.scopus.com/search/) after adding the inclusion
and exclusion criteria.

TITLE-ABS-KEY (corp∗ AND natural AND language
AND processing AND spell) AND (LIMIT-TO ( DOCTYPE,
‘‘cp’’) OR LIMIT-TO ( DOCTYPE, ‘‘ar’’)) TITLE-ABS-
KEY ( corp∗ AND natural AND language AND processing
AND spell ) AND ( LIMIT-TO ( SUBJAREA, ‘‘COMP’’))
AND ( LIMIT-TO ( DOCTYPE, ‘‘cp’’ ) OR LIMIT-TO
( DOCTYPE ‘‘ar’’ ) ) AND ( LIMIT-TO (LANGUAGE,
‘‘English’’)).

The analysis was performed using the VOSviewer
(https://www.vosviewer.com/), including the trend of
publications and citations as well as the languages,
mapping research corpus by year, and mapping spell
checker.

B. CORPUS CREATION
Non-word and real-word errors are the most common
causes of spelling errors in Indonesians. Real-word error
means that the word is correct but used in the wrong
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FIGURE 2. Block diagram of SPECIL corpus creation.

context, whereas non-word error means no meaning in the
dictionary [10]. Non-word errors include transposition, sub-
stitution, insertion, and deletion [11]. Indonesian punctuation
is used, such as in periods (.), commas (,), semicolons (;),
colons (:), dashes (-), question marks (?), and exclamation
points (!) [12]. Hence, we created six types of errors:
transposition, substitution, insertion, deletion, real-word, and
punctuation errors.

Our corpus consisted of correct sentences, incorrect
sentences, and types of errors. Correct sentences were derived
from data sources about the Indonesian language, Natural
Sciences, and Social Sciences.

Real-word error is referred to as dictionary, which consists
of 843 manually created words. Some words in the dictionary
of real-word, such as ‘‘bisa’’ (can), ‘‘bisa’’ (poison), ‘‘busa’’
(foam), ‘‘makan’’ (eat), ‘‘maka’’ (so), ‘‘kapur’’ (chalk),
‘‘kasur’’ (mattress), ‘‘rumah’’ (house), ‘‘ruah’’ (abundant),
etc. Incorrect sentences were created using the proposed
algorithm.

C. SUMMARIZING CORPUS CREATION
In the last phase of this study, as a method for summarizing
the corpus creation, we calculated different words and
sentences to understand the results.

Each word in w appears in the beginning sentence S is
determined as the below Equation (1) describes:

Score(Sn) =

∑
Countunmatch(w′) (1)

where,

Score(Sn) = Evaluation score obtained at set

sentenceSn.

S = Set of beginning sentence

w = Set of word∑
Countunmatch(w′) = Count of all such words from

wrong sentences S ′not in the

beginning sentenceS.
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Each word that appears in the wrong sentence is presented
in Equation (2):

Score(S ′
n) =

∑
Countunmatch(S ′) (2)

where

Score(S ′
n) = Evaluation score obtained at set

sentenceS ′
n.

S ′
= Set of wrong sentence∑

Countunmatch(S ′) = Count of all such words from

wrong sentences S ′not in the

beginning sentenceS.

We added the scores of all the evaluation sets to calculate
the total number of different words. This is computed in
Equation (3):

Total_Different_Word =

N∑
n=1

Score(Sn) (3)

where,

Total_Different_Word = The sum of evaluation scores

obtained from all evaluation

sets Sn.

N = Denote the total number of

sentences sets.

The sum of each difference sentence in S is calculated in
Equation (4):

Total_Different_Sentence =

N∑
n=1

Score(S′n) (4)

where, the total_different_sentence is the sum of the evalua-
tion scores obtained from all evaluation sets S’n.

IV. LITERATURE ANALYSIS
There were 38 clean papers among the 51 papers discovered
using the Scopus search. Figure 3 shows the year distribution
for nine papers of the journal type and 29 papers of the
conference type.

The VOSviewer tool was used to conduct the literature
review to aid in the analysis and visualization of this study.

Corpus research cannot be separated from other variables
that support the corpus concept. Figure 4 shows a chart of
each keyword, with a connection site to the corpus. This
corpus is closely related to natural language processing
and received excellent attention in 2016. Furthermore, the
Corpus is linked to a spell checker and error. When we
plotted the keywords associated with spell checker (see
Figure 5), we discovered another term related to error and
error. Therefore, it is essential to note that the spell checker

FIGURE 3. Distribution of papers related to NLP and spell by year.

TABLE 2. Research related to NLP and spell by languages.

is inseparable from the error detection and error correction
terms.

Table 2 illustrates some interesting facts about languages
related to NLP and spell. Arabic, Bangla, and English have
the most articles on corpora for spell checkers, followed
by Persian, Russian, Spanish, Albanian, Amazigh, Burmese,
Chinese, Croatian, Finnish, Kazakh, mixed language, Moroc-
can Arabic, Myanmar, Setswana African, Sinhala, and Urdu.
However, there is no article on the corpus relating to spelling
in the Indonesian language is found.

Besides, we also search in the website Google Scholar
(https://scholar.google.com/) with same query since 2023,
and got 4 articles on corpora for spell in NLP. The
languages researched related to spell and NLP are Sindhi
language [51], French-speaking Belgium [52], English for
welding fabrication [53], and Kurdish language [54]. Since
there is no corpus related to spells in the Indonesian language,
we cannot make a comparison. Nevertheless, we conducted
another review to identify the corpus available in Indonesian.
There was no limited period.
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FIGURE 4. Mapping research corpus by year created in VOSviewer.

FIGURE 5. Mapping of spell checker keyword research by year created in VOSviewer.

The following search keywords within the paper title
resulted in five papers collected from Scopus.com.

(TITLE (‘‘develop∗’’ OR ‘‘build∗’’) AND TITLE (corpus)
AND TITLE (indonesia)) AND (LIMIT-TO (SRCTYPE,

‘‘j’’) OR LIMIT-TO (SRCTYPE, ‘‘p’’) ) AND (LIMIT-
TO (DOCTYPE, ‘‘ar’’) OR LIMIT-TO (DOCTYPE, ‘‘cp’’))
Table 3 presents some corpora available in Indonesian
language; unfortunately, this is not the case in this study.
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TABLE 3. Corpus available in the Indonesian language.

V. RESULT OF CORPUS CREATION
Figure 2 shows that the creation of the SPECIL corpus
started by retrieving e-books from three subjects: the
Indonesian language, natural science, and social science.
E-books were retrieved by manual downloading from
http://buku.kemdikbud.go.id and https://annibuku.com/.
Then, sentences are manually divided into rows with due
observance of the rules, as stated in Section II. Then,
redundant sentences were eliminated to ensure only one for
each sentence. Moreover, a dictionary of real terms was
created, the text was tokenized into words, and the type
of error determined the process. Finally, a novel algorithm
related to spelling with six kinds of errors in Indonesian was
developed.

A. NON-WORD ERROR
Non-word errors include type errors, such as insertion,
substitution, transposition, and deletion, as well as the block
diagram shown in Figure 2.

1) INSERTION ERROR
Tokenizing the text into words was the first step, followed by
selecting a random word from the tokens, selecting a random
character from the alphabet, inserting the random character
into the randomword, and reverse tokenizing by replacing the
original word with the final word in the text and capitalizing
on the first letter of the final text.

The steps for the ‘‘insertion_error’’ function is summarized
within the pseudocode in Algorithm 1.

Algorithm 1 Insertion Error Pseudocode
Input: selected subject datasets as beginning sentences.
Output: datasets of wrong sentences due to insertion error.
Begin
1 For each sentence in selected subject datasets as
beginning sentences do
2 tokenize (sentence)
3 Choose a word randomly.
4 For each selected word in the sentence do
5 Add a letter randomly.
6 End
7 Reverse word in the sentence.
8 End
End

2) SUBSTITUTION ERROR
The process begins with tokenization, which involves select-
ing a random word from the tokens. Choose another random
word if it has only one character. Then, a random character
not appearing in the random word is selected. Finally, reverse
tokenization was performed by replacing the original term
with the final word in the text and capitalizing on the first
letter of the final text.

The steps for the ‘‘substitution_error’’ function are
illustrated in the pseudocode in Algorithm 2.

Algorithm 2 Substitution Error Pseudocode
Input: selected subject datasets as beginning sentences.
Output: datasets of wrong sentences due to substitution error.
Begin
1 For each sentence in selected subject datasets as
beginning sentences do
2 Tokenize (sentence).
3 Choose a word randomly.
4 For each selected word in the sentence do
5 Substitute a letter randomly with another letter
that is not in the word.
6 End
7 Reverse word in the sentence.
8 End
End

3) TRANSPOSITION ERROR
The process begins with tokenizing the text into words,
selecting a random word from the tokens to swap, swapping
characters, and reverse tokenization by replacing the original
word with the final word in the text and capitalizing on the
first letter of the final text.

Two functions were used for creating a corpus of
transposition errors. The ‘‘transposition_error()’’ function
generates a transposition error for a given text. In contrast,
the ‘‘get_transposition_error(()’’ function is used to create
a transposition error until the resulting text differs from the
original text. The pseudocode for these functions is presented
in Algorithm 3.

4) DELETION ERROR
The process started with tokenization: choosing a random
word from the tokens, choosing a random character from
the selected word, deleting the random character from the
random word, and reversing tokenization by replacing the
original word with the final word in the text and capitalizing
on the first letter of the final text. The steps of the deletion
error are illustrated in the pseudocode in Algorithm 4.

The corpus includes the Indonesian language, natural
science, and social science. Each participant contained
21,500 sentences. Non-word errors comprise four types of
errors: insertion error, substitution error, transposition error,
and deletion error.

Table 4 presents the sample results for sentences with
non-word errors and their calculations. The first sentence
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Algorithm 3 Transposition Error Pseudocode
Input: selected subject datasets as beginning sentences.
Output: datasets of wrong sentences due to a transposition
error.
Begin
1 For each sentence in selected subject datasets as
beginning sentences do
2 Tokenize (sentence).
3 Choose a word randomly.
4 For each selected word in the sentence do
5 Transpose between two letters randomly.
6 End
7 Reverse word in a sentence.
8 End
End

Algorithm 4 Deletion Error Pseudocode
Input: selected subject datasets as beginning sentences.
Output: datasets of wrong sentences due to deletion error.
Begin
1 For each sentence in selected subject datasets as
beginning sentences do
2 Tokenize (sentence).
3 Choose a word randomly.
4 For each selected word in sentence do
5 Delete a letter randomly.
6 End
7 Reverse word in sentence.
8 End
End

is ‘‘Saya bisa belajar di rumah.’’ (I can study at home.),
containing five words. The same word is calculated by
checking the total of the same words appearing in the
sentence, while the different words are calculated by checking
the total of the different words appearing in a sentence,
as formulated in Equation 2.

A summary of these non-word errors is presented in
Table 5. We remarked that each sentence had its own errors.
The non-word error generated 86,106 different words for
the Indonesian language, 86,091 different words for Natural
Science, and 86,198 different words for Social Science.

B. REAL-WORD ERROR
The real-word error process, as shown in Figure 2, begins
with tokenization and checking of tokens in the dictionary.
Randomize the token if it is more than one. Then, we perform
mapping based on the selected token. We then substitute
the chosen token with the mapping result. Finally, reverse
tokenization was completed.

There are three functions: subtitute_kalimat_awal (begin-
ning sentence), get_error_result, and save_output. The steps
of these functions are presented in the pseudocode of
Algorithm 5.

TABLE 4. Result of non-word error: insertion error, substitution error,
transposition error, and deletion error.

TABLE 5. Summary of non-word error on three subjects: Indonesian
language, natural science, and social science.

TABLE 6. Results of real-world error on three subjects: Indonesian
language, natural science, and social science.

TABLE 7. Summary of real-word error on three subjects: Indonesian
language, natural science, and social science.

The real-word error occurred when the word was correct
but was used in the wrong context, so it changed the meaning.
Example sentence for real-word errors is provided in Table 6.

A summary of real-word errors is presented in Table 7.
The real-word error generated 22,583 different words for
the Indonesian language, 21,755 different words for Natural
Science, and 21,973 different words for Social Science.

In this result, there are still the same sentences because
no words are found in the dictionary of real-word errors.
As mentioned in Section III, the dictionary of manually
created real words contained 843 words. Therefore, future
studies should be conducted.
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Algorithm 5 Real-Word Error Pseudocode
Input: selected subject datasets as beginning sentences,
dictionary.
Output: datasets of wrong sentences due to real-word error.
Begin
1 For each sentence in selected subject datasets as
beginning sentences do
2 Tokenize (sentence).
3 Find the word in dictionary.
4 If the word is in the dictionary > 1,then
5 Randomize word.
6 End
7 Foreach selected word in sentencedo
8 Find the mapped word in the dictionary.
9 End
10 Ifmapped word > 1then
11 Choose a mapped word randomly.
12 End
13 Reverse word in sentence.
14 End
End

C. PUNCTUATION ERROR
Tokenization begins the real-word error process, as shown
in Figure 2. Then, we select only one punctuation mark
to be substituted at random. Finally, reverse tokenization is
performed. The steps for punctuation errors are illustrated in
the pseudocode in Algorithm 6.

Algorithm 6 Punctuation Error Pseudocode
Input: selected subject datasets as beginning sentences.
Output: datasets of wrong sentences due to punctuation
error.
Begin
1 For each sentence in selected subject datasets as
beginning sentences do
2 Tokenize (sentence).
3 Choose punctuation randomly.
4 For each selected punctuation in a sentence do
5 Replace a punctuation randomly.
6 End
7 Reverse word in sentence.
8 End
End

A summary of the punctuation errors is listed in Table 8.
The punctuation error generated 21,500 different words for
the Indonesian language, 21,500 different words for Natural
Science, and 21,500 different words for Social Science.
We confirmed that each sentence contained punctuation
errors.

As there is no official corpus for identifying spell errors
in Indonesia, we would like to highlight SPECIL, which has
beenmade publicly available onKaggle.com to improve upon
various methodologies and use for future research efforts.

TABLE 8. Summary of punctuation error on three subjects: Indonesian
language, natural science, and social science.

VI. CONCLUSION AND FURTHER WORK
This paper provides a review of publications relating to
corpora and spelling and introduces the Spell Error Corpus
for the Indonesian Language (SPECIL), which serves as
a comprehensive resource for detecting and correcting
spelling errors in Indonesian. SPECIL addresses the existing
gap in this field by providing the first officially released
corpus specifically designed for spelling error detection and
correction in Indonesia. It has a vast collection of more
than 180,000 tokens across 21,500 sentences, encompassing
diverse types of errors, namely, non-word errors (deletion,
substitution, insertion, transposition), real-word errors, and
punctuation errors.

The SPECIL corpus has been made publicly available and
will be of use to any researcher and anyone who needs it. This
will save future researchers a lot of time and effort so that they
can focus on their methodology instead of having to develop
a corpus.

The corpus can be utilized in additional research to train
and test different natural language processing (NLP) models,
including spell checkers and language models, to enhance
their precision and efficacy in identifying and correcting
errors in Indonesian texts.

The creation of this error corpus, SPECIL, is an important
step towards enabling the training and evaluation of NLP
models, ultimately enhancing the accuracy of identifying
and rectifying spelling mistakes in Indonesian texts. The
availability of SPECIL to the research community and its
potential to inspire further advancements make it a valuable
contribution that deserves recognition and inclusion in this
journal.
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