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ABSTRACT Connected and autonomous vehicles (CAVs) can fulfill the emerging demand for smart
transportation on a global scale. Such innovations for transportation can bring manyfold benefits, from
fully autonomous driving services to proactive vehicle monitoring and traffic management. However, given
the complexity involved in the deployment of CAVs, zero-tolerance safety, and security measures must be
incorporated to avert vehicle immobilization, road accidents, disclosure of sensitive data, or any potential
threats. In this article, we conceive a reference architecture for a CAVs ecosystem to derive a common attack
taxonomy for the investigation of existing and emerging cyber threats. Subsequently, we discuss security
mechanisms for the CAVs ecosystem that can be useful for the safe and secure transportation of passengers
from one destination to another based on comprehensive studies of academic literature and industry white
papers. Our work can provide valuable insights to security engineers and system architects for investigating
security problems using a top-to-bottom approach and can aid in envisioning robust security solutions to
ensure seamless CAVs operations.

INDEX TERMS Connected and autonomous vehicles, edge computing, fog computing, cloud computing,
cyber attacks, security mechanisms.

I. INTRODUCTION
Connected and autonomous vehicles (CAVs) will not only
transform the existing automotive landscape but will also
provide a highly connected infrastructure that is requisite
for the emergence of smart transportation. With reference
to Figure 1a, market studies report that the globally con-
nected car market will be worth $191.83 billion by 2028 [1].
However, the growth of the CAV market can be derailed by
increasing cyber security attacks targeting Hardware, Soft-
ware, and Network systems [2], [3]. Thus, safety and security
are paramount to ensure that CAVs can be operated coopera-
tively and free of hazards on the roads, and, at the same time,
deliver a better user experience and confidence to drivers,
passengers, and the public.

The associate editor coordinating the review of this manuscript and
approving it for publication was Tony Thomas.

CAVs undertake numerous aspects of the dynamic driv-
ing tasks in all roadway and environmental conditions to
automate the driving system [4]. As illustrated in Figure 1b,
CAVs employ sensors, controllers, and onboard comput-
ers operated by sophisticated software and leverage wire-
less communication technologies to communicate with the
surroundings [5], [6], [7]. However, security mechanisms
implemented for smooth CAVs operations, secure vehicle-
to-everything (V2X) communication, and seamless integra-
tion with support systems like Fog Computing (FC) and
Cloud Computing (CC) require a thorough examination for
the widespread acceptance of CAVs.

CAVs can not operate in isolation but indeed require
supporting systems and services to be put in place, which
can be achieved by an efficient and reliable ecosystem.
A simplified three-tier-topology for a CAVs ecosystem is
presented in Figure 4. The three tiers are 1) CAVs as Edge
devices, 2) RSUs (Road-Side Units) as Fog, and 3) cloud
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FIGURE 1. Connected and autonomous vehicles.

servers as the backbone infrastructure [9]. Both FC and CC
can play a pivotal role in furnishing enhanced computing
capabilities onboard and intermediate relay stations closer
to CAVs that can be defined as Edge devices, for better
operability [10]. It is estimated that a CAV will typically
generate several terabytes of data in a single day of driv-
ing [11]. Consequently, powerful analytics programs will be
required to extract actionable information from the immense
amount of data being generated by CAVs. FC and CC can
ensure that CAVs can process the data without any latency
to take real-time decisions for reliable motion planning and
controls.

Delays of a few milliseconds can be considered catas-
trophic for the safety of end-users. FC and CC can equip
CAVs to adapt instantaneously to changing road conditions
or environments, rather than relying on instructions or recom-
mendations from distant cloud servers. Furthermore, FC and
CC can expend high-speed V2X communications to achieve
greater situational awareness of the events, potential threats,
and imminent hazards making the future of CAVs both pos-
sible and practical. Seamless integration with other smart
ecosystems will be essential for improving road safety, reduc-
ing congestion, upgrading transportation efficiency, enhanc-
ing mobility, increasing service reliability, optimizing energy
consumption and environmental impacts, and supporting eco-
nomic development [12].

In this article, we take a comprehensive approach to study-
ing cyber attacks on CAVs that goes beyond considering
them as a standalone entity or isolated system. Instead,
we emphasize including the entire infrastructure that is cru-
cial for secure and seamless CAVs operations. Thus, a ref-
erence architecture for the CAVs ecosystem is conceived
that comprises three sub-architectures to instantiate each tier:
Cloud, Fog, and Edge. Figure 2 clarifies our strategy and
approach to carry out this work, where we first understand
the high-level topology of a typical CAV ecosystem, then
derive a reference architecture that we later use to clas-
sify the potential attacks and the available security mecha-
nisms based on a unified attack taxonomy across the three
tiers.

FIGURE 2. Article’s research strategy and approach.

A. MOTIVATION AND SURVEY METHODOLOGY
In contrast to previous surveys on CAVs, we particularly
focus on the security aspects of the entire CAVs ecosys-
tem taking a holistic approach to investigate the security
problems together with their potential solutions that can be
highly useful for security engineers and system architects.
Figure 3 shows the source-wise distribution of references
used in this article. We perform a manual search using key-
words (e.g., CAV and security; CAV and denial of service) to
retrieve industry white papers and academic literature from
leading journals and top conferences. A total of 528 publi-
cations are considered based on their title and are filtered
down to 272 publications based on the abstract, however,
207 references are finally cited in the article according to
their relevance. It can be observed that 57% of references
are journal papers, 35% of references are conference papers,
and 8% of references are white papers published since 2015
(with a few exceptions of papers earlier than 2015). Further,
Table 2 discusses recent surveys that cover the topics related
to security threats and vulnerabilities in CAVs and highlights
their research topic and focus area.

B. CONTRIBUTIONS
The main contributions of this work are summarized as
follows:

• We present a reference architecture of CAVs deriving a
common attack taxonomy.

90642 VOLUME 11, 2023



S. Gupta et al.: Investigation of Cyber-Attacks and Security Mechanisms for CAVs

FIGURE 3. Source-wise references distribution (Total=207, journal=72,
white papers=16).

• We describe the existing and emerging cyber-attacks in
the CAVs.

• We describe potential security mechanisms that can be
employed to secure a CAVs ecosystem.

• We finally, discuss the impact of cyber attacks on com-
mon security properties in the context of the CAVs
ecosystem and outline the research trends and potential
research directions.

C. ARTICLE ORGANIZATION
The rest of the article is organized as follows. Section II
presents the related work that surveyed security threats and
vulnerabilities in the context of CAVs and highlights how our
survey differs from the previous ones. Section III describes
CAVs three-tier topology and presents a reference architec-
ture of CAVs. Section IV describes the existing and emerging
cyber-attacks on CAVs. Section V provides security mech-
anisms for CAVs that can holistically address hardware,
network, and software attacks. Section VI presents discus-
sions and the potential research directions to evolve best
practices for CAVs. Finally, Section VII concludes the article.
Table 1 presents the acronyms and their description used in
this article.

II. RELATED WORK
In recent years, several papers have been published that sur-
veyed security threats and vulnerabilities in the domain of
CAVs. Ju et al. [5] describe attack detection and resilience
approaches for CAVs only from a vehicle dynamics and con-
trol perspective discussing three types of attacks, i.e., denial
of service, reply, and false data injection attacks. The authors
describe these attacks can be imposed on intra-vehicle net-
works, inter-vehicle networks, and perception sensors. Lim-
basiya et al. [6] present potential challenges, key security
and privacy requirements, various capabilities of adversaries,
and possible attacks in CAVs. Some of the attacks described
are device tampering, unauthorized access, data forgery, and
eavesdropping. Dibaei et al. [15] study Denial-of-Service
(DoS), black-Hole, replay, Sybil, impersonation, malware,
falsified information, and timing attacks in the vehicular
networks context.

Aliwa et al. [7] describe in-vehicle serial bus protocols,
e.g., CAN bus, FlexRay, Local Interconnect Network (LIN),
and evaluate cryptographic and Intrusion Detection Systems

TABLE 1. Acronyms.

(IDS) approaches used for protecting vehicular data. The
authors state that the CAN protocol does not have security
features and is vulnerable to attacks such as frame injec-
tion and denial of service. Considering the CAN Bus is the
most widely used protocol to support critical functions such
as power train, engine management, anti-brake system, and
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TABLE 2. Recent CAVs surveys.

transmission, it is essential to secure the CAN Bus protocol.
Liu et al. [9] provide an overview of Vehicular Edge Comput-
ing (VEC) including architecture, key enablers, advantages,
and challenges. The authors specify that different vehicular
users accessing the same physical edge servers can augment
security and privacy without a strong protection mechanism.
Consequently, vehicular networks in VEC can face new secu-
rity and privacy challenges.

Pham et al. [13] describe vulnerable CAV components
and their exploitation by attackers. The paper focuses on
easy targets such as sensors, cameras, and communication
mechanisms and attacks that can be executed at a dis-
tance from a CAV, i.e., from the roadside or other vehi-
cles. The authors added defense strategies require further
experiments to address new attack models that largely fol-
low the remote attack pattern by targeting sensors, cameras,
and communication mechanisms. Sun et al. [14] classify
the cyber-security risks and vulnerabilities into in-vehicle
network attacks, vehicle-to-everything network attacks, and
other attacks according to the types of communication net-
works and attack objects. The paper highlights dynamic risks,
a lightweight security model, trust levels, 5G cellular-based
V2X security, and data collection and storage as some press-
ing challenges.

Sommer et al. [16] present a taxonomy to describe automo-
tive security attacks that can be useful for threat analysis and
risk assessment (TARA). Le et al. [17] investigate the main
security and privacy challenges for the design of automotive
applications and platforms. The paper identifies areas such as
data collection, over-the-air updates, resilient in-vehicle net-
works, gateway firewalls, intrusion detection, and response
that are required to be secure for the deployment of CAVs at
a large scale. Machardy et al. [18] study V2X communication
with a focus on the relative benefits and limitations of DSRC-
based and mobile cellular network-based technologies.

Wang et al. [19] investigate the networking and communica-
tion technologies enabling the perception and planning ability
of CAVs based on the available sensors. Overall, it can be
deduced from Table 2, the surveys on CAVs mainly cover the
security of intra- and inter-vehicle networks and components
such as sensors, cameras, and communication mechanisms.
This article is an attempt to investigate existing and emerging
cyber-attacks and their security solutions across the three tiers
of the CAVs ecosystem based on a unified attack taxonomy.

III. CONNECTED AND AUTONOMOUS VEHICLES
CAVs can be described as data-powered vehicles that exploit
connectivity and automated technologies for facilitating
smart transportation on a global scale. Both Edge and
Fog computing can be key technologies for processing the
high-volume data that CAVs will generate every second of
their operation to improve speed, safety, and reliability [20].
The edge and fog paradigm can be specified as a distributed
and decentralized computing platform to process data at and
near their origin [21]. In edge, computing occurs on the
devices that interface sensors or gateways that are in close
proximity to sensors, whereas, in fog, data processing occurs
farther from the sensors. The motivation behind the process-
ing of data closer to its origin is to address limitations, such
as data processing latency, data loss due to poor connectivity,
and network traffic congestion, observed in centralized com-
puting platforms.

A. A THREE-TIER TOPOLOGY
Figure 4 presents a simplified tier-topology for a connected
autonomous vehicles ecosystem in which the three tiers iden-
tify CAVs as Edge devices, RSUs as Fog, and cloud servers
as the backbone infrastructure [9].

• Edge typically denote CAVs. CAVs are equipped with
electronic control units (ECUs), an onboard diagnostic
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FIGURE 4. A simplified tier-topology of Connected and Autonomous
Vehicles [9].

port (OBD), a controller area network (CAN), a global
positioning system (GPS), light detection and ranging
(LiDAR), radio detection and ranging (Radar), cameras
(image sensors), etc., for real-time sensing of traffic
and environmental conditions. Each CAV can exchange
information with other CAVs in perceptible range using
V2V (vehicle-to-vehicle) and with RSUs using V2R
(Vehicle-to-RSU) communication. Additionally, CAVs
have inbuilt computing and data storage capability to
execute critical tasks locally. Thus, CAVs can be referred
to as prosumers, i.e., they are not only a data consumer
but also a data producer [22]. Tasks performed at this tier
are 1) data sensing and collection, 2) data exchange, and
3) data processing to execute the assigned activities [23].

• Fog denotes Roadside Equipment (RSE) that includes
RSUs, networking resources, and servers linking the
edge devices and cloud systems [24]. RSUs facilitate
real-time data analysis and intelligent raw data process-
ing uploaded by the edge devices and further transfer
the data to the cloud. They provide services like video
streaming, traffic control, and path navigation for the
smooth operation of CAVs. Fog enables computation
offloading, task outsourcing, data caching, and software
management operations [25]. Tasks performed at this
tier are 1) local area information collection, filtering,
aggregation, and cleansing, 2) analysis of local data with
wide-area information, 3) real-time data processing, and
4) low-latency response to CAVs. Thus, the FC can be
exploited to meet stringent performance requirements to
automate driving.

• Cloud employs high-performance servers and storage
devices to process and store the data uploaded by the
edge devices. Cloud-based systems can be used for
long-term storage and application-level data processing
operations that are typically less time-sensitive [26].
Cloud services are provided for centralized management
and control for taking optimal decisions.

B. REFERENCE ARCHITECTURE
Based on the simplified three-tier topology, a reference archi-
tecture of CAVs is construed. Figure 5 illustrates the reference

the architecture of CAVs consists of three sub-architectures to
instantiate each tier: Edge, Fog, and Cloud.

TABLE 3. CAVs: crucial systems and functionalities.

1) EDGE SUB-ARCHITECTURE
The Edge sub-architecture specifies crucial systems for
real-time navigation and path planning together with situa-
tional and environmental awareness to enable safe and secure
traffic maneuverability. Table 3 briefly describes the crucial
systems, i.e., Powertrain Controller , Chassis Safety Con-
troller , Body Electronic Controller , Infotainment Sys-
tem , Navigation System , Sensor Systems , Network
Systems , Power Management , and their functionalities.
Onboard computing systems interact with each of these
systems using an Internal Control Bus to securely process
various control units. Onboard computing systems also inter-
act with the Data Analysis and Management module that
is driven by Artificial Intelligence (AI) to implement all
the features of CAVs. Further, onboard diagnostics systems

provide an external interface that allows plugging differ-
ent maintenance and diagnostic devices into CAVs. Overall,
a CAV interacts with other CAVs and other entities (e.g., road
infrastructure, pedestrian, signal systems, etc.) providing
V2V cooperative driving and maneuvering enhancements,
cooperative collision warning systems, V2I/I2V route plan-
ning, V2I/I2V based variable speed limit/advisory, parking
information and reservations to meet autonomous-driving
objectives [29].

2) FOG SUB-ARCHITECTURE
The Fog sub-architecture specifies the systems augmenting
the cloud systems to perform intermittent operations that can
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FIGURE 5. Connected and autonomous vehicles reference architecture.

reduce the network latency and enhance the computational
performance of CAVs [10]. The key systems are network
management , heterogeneous computing platform , time-
series database , AI-based data analysis and power
management . Network management ensures ubiquitous
network connections to enable a data exchange with mini-
mal latency [30]. Software-defined network (SDN) separates
the control plane from the data plane making the network
programmable supporting access to millions of Edge vir-
tualization functions. Time-sensitive networking (TSN) is
responsible for resource reservation, clock synchronization,
low-latency queue scheduling, path control, and configura-
tion management.

A heterogeneous computing platform involves the inte-
gration of heterogeneous cores in a single system-on-chip
to ensure low power consumption, high performance,
portability, and cost-effectiveness. Time Series Database
supports distributed storage, priority-based storage, and
fragment-based query optimization offering efficient storage
for time series data. Power management maintains power
distribution units for uninterruptible power supplies in the

Edge system. It also features remote control capabilities,
advanced notifications, and environmental conditions mon-
itoring. AI-based data analysis employs models to analyze
internal systems to optimize their performance.

3) CLOUD SUB-ARCHITECTURE
In the Cloud sub-architecture, device-identity management
, micro-services management , data management ,

and network management are some vital systems for the
smooth operation of CAVs. Device management is respon-
sible for authenticating, authorizing, configuring, and mon-
itoring the CAVs for persistent availability. Micro-services
management secures critical services like high-density map
production and deep-learningmodels for real-time situational
awareness and traffic management. Data management facili-
tates a large amount of computing and storage requirements.
Network management ensures a reliable and low-latency
communication gateway along with end-to-end data and
service synchronization support. AI-based data analysis
employs models to analyze time-series data generated from
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CAVs to gain insights into patterns, events, tolerances, possi-
ble failures, or anomalies.

C. ATTACK TAXONOMY
A reference architecture can define families of technology
components and their relationships. It can be useful in under-
standing and analyzing multi-tier systems dedicated to per-
forming specified tasks to accomplish the given objectives
within the given constraints [27]. Nonetheless, high-level
abstraction of complex systems at the functional and commu-
nication levels can assist security specialists or subject matter
experts in comprehensively assessing inherent vulnerabilities
and potential threats for the generalization of possible attacks
across all the tiers. Thus, by analyzing the reference archi-
tecture, we categorize different types of attacks within each
tier into software, network, and hardware to derive a com-
mon attack taxonomy illustrated in Figure 6. Subsequently,
we take a holistic approach to discuss existing and emerging
cyber attacks and security mechanisms.

FIGURE 6. Attack taxonomy.

IV. EXISTING AND EMERGING CYBER ATTACKS ON CAVs
CAVs can be prone to both active or passive cyber
attacks [31]. Passive attacks, e.g., eavesdropping, node
destruction, node malfunctioning, node outage, traffic anal-
ysis, etc., are generally hidden or camouflaged. They harm
or degrade the functioning of the system’s vital components
or collect information surreptitiously by tapping on the sys-
tem communication links. On the other hand, active attacks,
e.g., DoS, jamming, flooding, black hole, sinkhole, Sybil,
wormhole, etc., can affect the functions and operations of
the targeted system at once. Li et al. [32] described new
threats in Telematics Service Providers (TSP) that can be
an abuse of TSP services, insecure authentication, limited
storage, and inadequate battery life. TSP integrates diverse
communication systems in CAVs. The authors explain that

vehicular botnets, authentication bypass, port intrusion, and
malware implantation can be different attack methodologies
for TSP.

In the rest of this section, we discuss the different types
of attacks identified in our taxonomy. For each type, a table
reports the possible impact of each threat and identifies the
elements of the reference architecture of Figure 5 that can be
most likely affected.

A. SOFTWARE ATTACKS
• Fake node or Sybil attack: Sybil attacks can be launched
using various means, including software, network,
or social engineering techniques. The adversary deploys
fake or malicious nodes pushing bogus data to hinder
the transmission of original information using multiple
identities [33]. The presence of the Sybil node can affect
the neighbor nodes by transmitting spurious data and
can also compromise their privacy. In vehicular net-
works, Sybil attacks can be used to divert traffic in a
certain direction [15]. This severe congestion at that
location would force other CAVs to change their own
routing to avoid congested areas. Techniques such as
cryptographic methods, reputation-based systems, net-
work monitoring, and anomaly detection algorithms can
be employed to detect and mitigate the presence of
fake identities and malicious behavior. Table 4 presents
possible tier-wise impacts of a fake node or Sybil attack.

TABLE 4. Fake node or sybil attack.

• Replay attack: Replay attacks can be launched at the
software, network, or hardware layers of a system,
but they are primarily considered network or software
attacks in the context of CAVs. The adversary manages
to collect authentication information and re-transmits it
illegitimately [34]. Eventually, the adversary deceives
the receiver to perform unwanted actions. The common
mechanisms to address replay attacks include encryp-
tion, authentication mechanisms, and timestamp verifi-
cation. Table 5 presents possible tier-wise impacts of a
replay attack.

• AI/ML attack: Attack on AI algorithms or machine
learning (ML) models can be triggered in several ways:
1) manipulation of traffic signs to deceive traffic sign
recognition of CAVs [16], 2) data falsification, e.g., GPS
locations [35], or 3) false driving maneuver signals to
mislead models for misclassifying an input [36]. Also,
a poisoning attack can reduce the prediction accuracy
of the learned model by injecting malicious samples
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TABLE 5. Replay attack.

in the dataset that are used to train models [37], [38].
Table 6 presents possible tier-wise impacts of AI/ML
attack. AI/ML attacks can be addressed using secure
design, data validation, model validation, and continu-
ous monitoring.

TABLE 6. AI/ML attack.

• Social engineering attack: The adversary manipulates
users to make security mistakes or give away sensitive
information that can be used for breaching the authenti-
cation or access control mechanisms. Social engineering
attacks rely on human error, such as baiting, scare-
ware, pretexting, phishing, or spear-phishing that can be
misused to attack the Edge computing paradigm [39].
These attacks can also be targeted for extracting users’
sensitive data, thus, compromising their privacy. Table 7
presents possible tier-wise impacts of social engineer-
ing attacks. It is crucial to implement security aware-
ness training, strong authentication mechanisms, regular
security audits, and robust incident reporting and sharing
dashboards.

TABLE 7. Social engineering attack.

• System’s availability: The adversary aims at degrading
the data processing ability of the system, consequently,
access to a system or its availability gets affected. Table 8
describes which can be the possible impact of the sys-
tem’s availability at each tier level. Redundancy mea-
sures, fault tolerance mechanisms, and backup strategies
can be investigated to tackle the system’s availability.

• Denial of Sleep attack: The adversary keeps nodes that
are employed for periodically sensing data like temper-
ature, humidity, vibration, etc., active to drain the power
by denying them to go into the idle mode [40], [41].
Attacks like Packet Flooding orHello Flood can be used
for wasting network resources [42]. Table 9 presents
possible tier-wise impacts of denial of sleep attack.

TABLE 8. System’s availability.

TABLE 9. Denial of Sleep attack.

• Malicious code attack: Infotainment systems connected
to unsecured sources (e.g., web pages) can be compro-
mised by malware. The adversary exploits a software
program or script to create system vulnerabilities that
can cause unwanted effects, security breaches, or sys-
tem damage [43]. Table 10 presents possible tier-wise
impacts of malicious code attacks that can be addressed
using robust security measures, regular updates and
patching, and secure coding practices.

TABLE 10. Malicious code attack.

• Injection attack: The adversary injects a client-side
script (XSS) like javascript in a trusted software applica-
tion that can modify the application contents for deceiv-
ing or extracting the original information [44]. Table 11
presents possible tier-wise impacts of injection attack,
which can be secured by implementing robust input val-
idation, using parameterized queries, employing secure
coding practices, and using formal verification methods.

TABLE 11. Injection attack.

B. NETWORK ATTACKS
• Man-in-The-Middle (MiTM) attack: The adversary inter-
cepts and alters the genuine communication between
the sender and the receiver without their knowledge,
thus, manipulating both ends of information in real time.
Conti et al. [45] studiedMiTMattacks on different layers
of open systems interconnection (OSI) models and types
of cellular networks. MiTM attacks can be divided into
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four basic types, i.e., spoofing-based attacks, Secure
Socket Layer (SSL) and Transport Layer Security (TLS)
attacks, border gateway protocol (BGP) attacks, and
false base station (FBS) attacks. Table 12 presents pos-
sible tier-wise impacts of MiTM attack, which needs
robust encryption, strong authentication mechanisms,
and secure communication protocols to tackle MiTM
attack.

TABLE 12. MiTM attack.

• Eavesdropping or sniffing: The adversary gathers vital
information, such as the physical location of specific
nodes, node identification or node configuration, mes-
sage identities (IDs), timestamps, usernames, and pass-
words by tapping communication channels passively.
Such intrusions can enable other attacks, e.g., fake node,
replay attack, etc. Table 13 presents possible tier-wise
impacts of eavesdropping or sniffing that encourage of
deployment of strong data encryption and strict access
control policies.

TABLE 13. Eavesdropping or sniffing.

• Denial of Service (DoS) attack: The adversary floods
the nodes with spurious requests to slow down or shut
down an IoT ecosystem, thus, preventing users from
accessing it [46]. DoS attacks employ techniques like
flooding the target with UDP or ICMP packets to target
various network devices, such as routers, switches, and
firewalls. The packets are fake as they are spoofed and
are full of random values [47]. Distributed Denial of
Service (DDoS) Attack is another type of DoS attack that
exploits multiple compromised nodes with unwanted
traffic for breaking down an IoT ecosystem. Table 14
presents possible tier-wise impacts of DoS attack.

TABLE 14. DoS attack.

• Routing attack: A routing loop is created by shortening
or expanding the routing path through spoofing, redi-
recting, misdirecting, or even dropping packets [48]. As
a result, the receiver node trusts the fake path instead of
the valid one and routes some traffic toward the attacker.
This attack can cause an end-to-end delay, affect uptime,
and increase error messages. Table 15 presents possible

tier-wise impacts of routing attacks that could lead to
route hijacking, route poisoning, or distributed denial
of service (DDoS) attacks, thus, security measures such
as encryption, authentication mechanisms, and robust
access controls are required.

TABLE 15. Routing attack.

• Black- and Gray-hole attacks: The adversary creates a
fake node to redirect all the traffic to a proxy server or
even discard it [49], [50]. The adversary achieves this
by guaranteeing that the fake node has the shortest path,
thus, accepting all the traffic. Gray hole attack is similar
to the Blackhole attack but instead of dropping all of
the packets, it drops only selected packet [51]. Table 16
presents possible tier-wise impacts of Black- and Gray-
hole attacks.

TABLE 16. Black- and gray hole attack.

• Wormhole attack: The adversary creates a tunnel by
either controlling two different nodes in the network
or adding new fake nodes to the network [52]. Con-
sequently, data can be collected from one node and
replayed using the other node to misguide network
traffic. Table 17 presents possible tier-wise impacts of
Wormhole attack.

TABLE 17. Wormhole attack.

C. HARDWARE ATTACKS
• Node-capture: The adversary physically controls key
nodes, e.g., a gateway or a base node, and then
reprograms and redeploys them to carry out various
attacks [53]. It involves physically accessing and poten-
tially tampering with the hardware of the targeted
device. Consequently, information including commu-
nication between the sender and receiver gets leaked.
A distributed computing paradigm like Edge computing
can be easily prone to node capture due to the unattended
deployment across a large terrain. Secure authentication,
access controls, network segmentation, and intrusion
detection systems can be leveraged to minimize the
impacts of node-capture as shown in Table 18.

• Side-channel attack: The adversary applies forensic
techniques to extract information such as execution
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TABLE 18. Node-capture.

time, power consumption, power dissipation, and elec-
tromagnetic interference [54]. These are noninvasive
hardware-based attacks that target the physical imple-
mentation of the embedded hardware to obtain secret
keys used for the encryption processes. Counter-
measures such as cryptographic protections, isolation
techniques, proper system configurations, and secure
implementation practices can be employed to address
side-channel attacks shown in Table 19.

TABLE 19. Side-channel attack.

• Timing attack: Timing attacks are a type of side-channel
attack that can be performed both through software
and hardware. The adversary tries to discover vulner-
abilities in the security mechanisms by observing a
node’s response time to various queries, input, or cryp-
tographic algorithms [55]. The adversary targets nodes
with weak computing capabilities to implement timing
attacks. Robust cryptographic algorithms, secure cod-
ing practices, and proper timing mechanisms can be
implemented to minimize the impact of timing attacks
presented in Table 20.

TABLE 20. Timing attack.

• Cryptanalysis attack: Cryptanalysis can exploit statis-
tical analysis, mathematical analysis, and brute force.
The adversary examines the cipher text to exploit
the weaknesses or vulnerabilities in the cryptogra-
phy algorithm to break down into the systems [56].
Cryptanalysis attacks include Known-Plaintext Analysis
(KPA), Chosen-Plaintext Analysis (CPA), Ciphertext-
Only Analysis (COA), or Man-in-the-Middle (MITM)
Attack [57]. Regular updates, strong cryptographic algo-
rithms, and secure key management practices are essen-
tial for addressing the impacts of Cryptanalysis attack
Table 21.

TABLE 21. Cryptanalysis attack.

V. SECURITY MECHANISMS FOR CAVs
We study the recent state-of-the-art to investigate security
mechanisms for CAVs in the context of the security of the
Edge, Fog/Cloudlets, or Cloud computing paradigm. After
that, we present a detailed analysis of software security
solutions, encryption mechanisms security, network security,
and physical nodes/devices security that can be applied in
addressing cyberattacks discussed in Section IV, thus, secur-
ing a CAVs ecosystem.

A. SOFTWARE SECURITY
A large number of software/firmware/embedded applications
have been employed to operate CAVs. Le et al. [17] analyze
security and privacy issues related to in-vehicle systems,
Vehicular Ad hoc Networks (VANETs), and Internet-based
applications covering automotive system architectures, appli-
cations, and application platforms.

1) DEFENSES AGAINST FAKE NODE OR SYBIL ATTACK
Sybil attack is essentially an impersonation attack that
can have three possible orthogonal dimensions, i.e., direct
vs. indirect communication, fabricated vs. stolen identi-
ties, simultaneous vs. non-simultaneous [58]. With refer-
ence to Table 4, fake node or Sybil attack can impact

shown in Figure 5 and Table 22
presents a synopsis of defenses against fake node and Sybil
attack.

TABLE 22. Defenses against fake node and sybil attack.

Vasudeva and Sood [59] discuss potential mechanisms to
prevent fake node and Sybil attacks that include symmetric
cryptography using a central authority, random key pre-
distribution (key pool, single-space pairwise, and multi-space
pairwise), radio resource testing, received signal strength
indicator, time difference of arrival, neighborhood data,
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passive ad hoc Sybil identity detection, passive ad hoc Sybil
identity with group detection, and energy trust-based sys-
tem. Pham et al. [13] describe strong authentication methods
that can address impersonation or Sybil attacks preventing
adversaries to send falsified information over the V2X com-
munication channels to disrupt CAVs operation and traffic
flow.

Li et al. [60] propose a Real-Time Edge Detection Scheme
for Sybil DDoS that uses the entropy theory to quantify the
traffic distribution and further design an algorithm named
Fast Quartile Deviation Check (FQDC) to recognize and
locate the attack on the Internet of Vehicles (IoV).Footprint is
a Sybil attack detection mechanism that uses the trajectories
of vehicles for identification without affecting the anonymity
and location privacy of vehicles [61]. The authors explain
that a location-hidden authorized message generation scheme
in the Footprint can serve two purposes: 1) an RSU will be
anonymous at the time of signing a message, i.e., the RSU
location information is concealed from the final authorized
message, and 2) authorized messages are temporarily link-
able, i.e., two authorized messages issued signed by the same
RSU remain valid only if they are issued within the same
period.

Wang et al. [62] propose a Sybil attack detection method
based on Channel State Information (CSI) to determine if
the static devices are Sybil attackers. The method combines
a self-adaptive multiple signal classification algorithm with
the Received Signal Strength Indicator (RSSI). The authors
also design a tracing scheme to cluster the channel charac-
teristics of devices and detect dynamic attackers that change
their channel characteristics in an error area. Similarly, Yao
et al. [63] propose RSSI-based Sybil node detection that
applies position estimation, distribution verification, or simi-
larity comparison to identify Sybil nodes. Zhang and Li [64]
study routing algorithms based on credit mechanisms to
detect Sybil attacks. Zhang et al. [65] propose social graph-
based Sybil detection (SGSD), behavior classification-based
Sybil detection (BCSD), andmobile Sybil detection to defend
against Sybil attacks.

Reddy et al. [66] propose a cryptographic digital signature
certificate method to establish trust between participating
entities. The method assigns a set of Public/Private Key pairs
to each CAV that can be used by a CAV to authenticate itself
to receivers by digitally signing themessages. Gong et al. [67]
propose a semi-supervised learning framework (SybilBelief)
to perform both Sybil classification and Sybil ranking. The
authors evaluate the impact of factors like parameter settings
in SybilBelief, the number of labels, and label noise on the
performance of SybilBelief using synthetic networks.

Yang et al. [68] propose a classification scheme that incor-
porates the naive Bayes, decision tree, and support vector
machine to detect Sybil attackers according to their mobility
behaviors. The authors develop a community-based collision
detection scheme based on fine-grained vehicle trajectories
to alleviate the collusion among multiple Sybil attackers.
James et al. [69] proposes a deep generative model for Sybil

attack identification using Bayesian deep learning. Themodel
exploits time-series features to embed trajectories in a latent
distribution space, which serves as a basis for identifying ones
generated by Sybil attacks.

2) DEFENSES AGAINST REPLAY ATTACK
Replay attacks can be used to manipulate the vehicle loca-
tions by re-transmitting the previous messages [70]. The
adversary can target LiDAR [71], CAN bus [13], keyless
entry systems [72], authorization and key agreement proto-
cols [14], or communication between CAVs and RSU [15] in
CAVs that can further lead to unauthorized data transmission,
Eavesdropping, or Sniffing. With reference to Table 5, replay
attack can impact shown in Figure 5
and Table 23 presents a synopsis of defenses against replay
attacks.

TABLE 23. Defenses against replay attack.

Defense mechanisms to prevent spoofing and jamming can
minimize the occurrence of a replay or relay attack [73]. Kim
et al. [74] describes how to use a hybrid security system
and a distributed firewall for each sensor and communication
module, e.g., GPS, Bluetooth, and Wi-Fi for the in-vehicle
network. Shi et al. [75] devise a formalmethod to verify a pro-
tocol’s ability to resist replay attacks. Themethod uses formal
languages to establish the attack models for the protocol and
to analyze the network protocol communication process. The
method traverses all the states of the protocol to determine the
design flaws in the protocol that can help protocol designers
identify the inherent weaknesses.

Dai et al. [76] propose a timestamp mechanism to prevent
command replay attacks. The authors suggest that the client
and server can negotiate a valid time interval in advance by
setting a block generation time during which the messages
are considered valid. Any identical messages in the same
block can be discarded. Similarly, Greene et al. [77] propose a
timestamp-based defense mechanism integrated with rolling
code to mitigate replay attacks in existing remote keyless
entry (RKE) systems.

Marquis et al. [78] propose a resilient estimator that com-
bines Kalman filtering and watermarking to mitigate replay
and spoofing attacks on sensors in cyber-physical systems
(CPS). The authors describe how the method can estimate
the correct state of the system by proactively adjusting the
variance of potentially compromised sensors.Wang et al. [79]
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propose a distributed real-time anomaly detection system
based on a hierarchical temporal memory (HTM) learning
algorithm. The HTM network learns the time-based data
sequence in a continuous online manner for prediction, clas-
sification, and anomaly detection.

Hong et al. [80] present an AVGuardian tool that can
detect over-privileged instances in autonomous vehicle soft-
ware. The authors construct three different types of attacks
by exploiting vulnerabilities resulting from over-privileged
problems in-vehicle systems to demonstrate the severity of
over-privileged access. The tool can generate the correspond-
ing access control policies at the message field granularity
to perform online policy violation detection and prevention.
Ashraf et al. [81] describe a statistical feature extraction tech-
nique to acquire contextual features from network traffic that
can be exploited by IDS for IoVs. The authors also propose a
long short-term memory (LSTM) autoencoder-based scheme
to design an IDS.

3) DEFENSES AGAINST AI/ML ATTACK
Any attacks to mislead or override the decisions taken by
AI/ML systems can be devastating to the CAVs ecosystem.
Sharma et al. [35] analyze VeReMi, a labeled simulated
dataset providing a wide range of traffic behavior and attacker
implementations, and measure the performance of different
machine learning and deep learningmodels. Rauber et al. [82]
design Foolbox, which is a Python-based library to bench-
mark the robustness of ML models against adversarial per-
turbations. The authors claim that the Foolbox can compare
the robustness of ML models implemented using different
frameworks.

Gao et al. [83] propose queue length estimation-based
defense against data poisoning attacks that can be a serious
threat to intelligent transportation systems. The authors ana-
lyze the characteristics of the single-point attack and increase
the number of attack points to analyze the system vulnerabil-
ities. Wang et al. [84] investigate the security properties of
ML algorithms under adversarial settings. With reference to
Table 6, AI/ML attack can impact shown
in Figure 5 and Table 24 presents a synopsis of attacks on
different ML processes and the countermeasures.

4) DEFENSES AGAINST SOCIAL ENGINEERING ATTACK
Social engineering attacks, i.e., manipulation and exploitation
of people, can trick administrators, operators, and end-users
to extract sensitive information [97], [98]. Social engineering
attacks can involve the creation of fake RTU-CAV mes-
sages, phishing, or GPS map poisoning. Social engineering
attacks can be addressed by providing security training and
awareness against such types of attacks [99]. The training
and awareness programs can develop stakeholders skills to
identify, tackle, and report any social engineering malicious
attempts. With reference to Table 7, social engineering attack
can impact shown in Figure 5 and

TABLE 24. Synopsis of attacks on ML processes and the
countermeasures.

Table 25 presents a synopsis of defenses against social engi-
neering attacks.

TABLE 25. Defenses against social engineering attacks.

Heartfield and Loukas [97] develop a human-as-a-security-
sensor (HaaSS) framework that leverages the ability of human
users to act as sensors to detect and report information secu-
rity threats. HaaSS can detect, classify, and respond to various
social engineering attacks and evaluate them against existing
technical security mechanisms in a real-world context. Fan
et al. [100] propose a model of human weakness based on
human internal characteristics and the external circumstance
influencing human nature for social engineering investiga-
tion. The authors categorize the defensemeasures into subjec-
tive (i.e., using standard security policies, updating facilities,
and detecting malicious data) and objective (i.e., training
human awareness, and detecting human emotion) to cope
with human weaknesses.

5) DEFENSES TO ENSURE AVAILABILITY
The availability of communication buses, CPU, and mem-
ory for safety-critical applications in CAVs is essential [17].
Attacks, such as DoS, jamming, black hole, Sybil attacks,
and vehicular malware or botnets can interfere with the trans-
mission and routing of packets in CAVs, thus, affecting its
overall availability [18]. The reliability of physical connec-
tions between nodes can also influence availability [101].
Physical availability attacks by blocking data between the
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sensors and the CAN network can be initiated using signal
jamming [7]. With reference to Table 8, attack on system’s
availability can impact shown in Figure 5 and
Table 26 presents a synopsis of defenses to ensure availability.

TABLE 26. Defenses against to ensure availability.

The location solutions availability for CAVs is criti-
cal to achieving a 0.1 m real-time positioning accuracy.
Cui et al. [102] investigate the positioning performance of
Real-time kinematic positioning (RTK) based receivers. The
authors report low-cost RTK receivers can address the com-
munication link availability issues. Thangarajan et al. [103]
present a lightweight software-based security framework
for ECUs. The framework can provide diagnostics security
solutions ensuring the availability of ECUs to deliver unin-
terrupted services like infotainment, telematics, diagnostics,
and advanced driving assistance. Yastrebova et al. [104]
propose a hybrid communication architecture to improve dig-
ital services availability to CAVs. The architecture exploits
selected use cases and scenarios considering CAV viewpoints
to improve road safety and create more efficient transport
solutions.

Availability is an important requirement of the VANET to
ensure that all the systems operate uninterruptedly [106]. The
authors suggest defenses like signature-based authentication
mechanisms, randomization of inter-arrival time, switching
between channels, message-linkable group signatures, packet
time-stamping, or leashes can be some potential solutions
to prevent attacks affecting availability. Liu et al. [9] show
that caching contents at different layers can be beneficial to
improve the availability and achieve optimal performance in
CAVs.

Also, encryption-based techniques can be applied for
securing CAVs. Dibaei et al. [15] outlined symmetric key
encryption, asymmetric key encryption, and attribute-based
encryption to enhance vehicular network security for improv-
ing its availability. The authors describe how encryption can
minimize Sybil attacks, replay attacks, DoS, eavesdropping,
black hole attack, jamming, collusion, impersonation, and
unauthorized access.

6) DEFENSES AGAINST DENIAL OF SLEEP
Energy depletion attacks involve disabling low-power (sleep)
mode, increasing the amount of incoming or outgoing traf-
fic, creating electromagnetic interference on wireless data
transmission channels, and launching multiple applications
or services of devices [40]. With reference to Table 9, denial
of sleep attack can impact shown in Figure 5

and Table 27 presents a synopsis of defenses against Denial
of Sleep.

TABLE 27. Defenses against denial of sleep.

Gallais et al. [41] investigate physical jamming scenar-
ios preventing communications from taking place to cause
retransmissions and additional duty of the target devices.
Time division and channel-hopping techniques can mitigate
jamming attacks. Naik et al. [107] address the denial of sleep
attacks in WSN using a Zero-Knowledge Protocol (ZKP) to
authenticate the sensor nodes that pass the sleep synchroniza-
tion messages. Thus, every node sending the synchronization
messages will be validated to accept the messages.

Udoh et al. [108] propose an architecture that propa-
gates relevant knowledge via intelligent agents for mitigating
denial-of-sleep attacks. The authors explain that each sensor
can become an agent to sense data and take responsive action
with the workload dynamically distributed among them.
Bhattasali and Chaki [109] apply Absorbing Markov Chain
(AMC) to model a sensor node behavior and detected denial
of sleep attack by monitoring the entire network flow. Desnit-
sky et al. [110] analyze various types of battery depletion
attacks on UAVs and their key characteristics. The authors
design a prototype using Parrot AR-Drone to produce exper-
imental results by simulating battery depletion attacks with
and without physical contact.

Hsueh et al. [111] investigate shortcomings inmedia access
control (MAC) protocols and suggested simplification of the
authenticating process to reduce the energy consumption of
sensor nodes. The authors propose a cross-layer design of
a secure scheme integrating the MAC protocol, and their
analysis shows that the scheme can counter the replay attack
and forge attack without affecting the overall performance.
Manju et al. [112] use network organization and selective-
level authentication. The defendingmechanism gets triggered
only in the area of attack or when the attack is suspected, thus,
communication overhead can be restricted.

7) DEFENSES AGAINST MALICIOUS CODE ATTACK
Malicious codes are a kind of traditional and common
attack method for controlling the target [32]. Distributed
DoS (DDOS) can send malicious messages using frequent
transmissions and black hole or wormhole attacks can com-
promise routing protocols to threaten VANET availability [7],
[113]. Malicious code attacks can target nodes to flood the
network with a huge volume of dummy messages [70]. With
reference to Table 10, malicious code attack can impact

shown in Figure 5 and Table 28
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presents a synopsis of defenses against malicious code
attacks.

TABLE 28. Defenses against malicious code attack.

A malicious node can impersonate an RSU for tricking
users to divulge the authentication details. Encryption, local-
ization, and clustering mechanisms can be used to mitigate
the impersonation attacks [15]. IP-based routing methods
can prevent compromised ECU from performing malicious
attacks on V2X. Similarly, firewalls can be employed to filter
malicious messages from legitimate ones, or self-isolation
of the systems can be introduced to prevent malicious code
attacks [114].

Wang et al. [115] study sensor anomalies to recover the
corrupt signals by utilizing the surrounding vehicles informa-
tion. The authors explain that an anomaly in the data collected
from a CAV sensor system can occur due to the presence of
faulty sensors or malicious attacks. The approach employs
an adaptive extended Kalman filter (AEKF) to smooth sensor
readings of a CAV based on a nonlinear car-following model
and detects sensor anomalies using One-Class Support Vector
Machine (OCSVM) models based on the leading vehicle
information. Cui et al. [116] propose a convolutional neural
network (CNN)-based approach for the detection of mali-
cious codes for a given network. The approach uses grayscale
images obtained by converting executable files of malicious
code as input to the CNN model. These grayscale images
are created from executable binary files of malicious code
by dividing them into an 8-bit length that can be converted
to an unsigned integer number ranging from 0 to 255. Sim-
ilarly, Van Wyk et al. [117] propose an anomaly detection
approach using CNN and Kalman filtering with a χ2-detector
to detect and identify anomalous behavior in CAVs caused
by faulty vehicle sensors or malicious cyber attacks. The
authors evaluate the performance of the models to measure
the overall proportion of correct predictions for normal and
anomalous sensor values. Park et al. [118] propose a real-time
data analysis method that can detect abnormal behaviors in
large-scale network traffic due to malware.

Abhishek et al. [119] propose a lightweight mechanism
called DRiVe that can detect malicious RSUs and can estab-
lish the data integrity for the CAVs. DRiVe incorporates
a probabilistic model using feedback packet-based authen-
tication techniques between a CAV and RSU to identify
malicious RSUs.Wei et al. [120] design a collaborative detec-
tion strategy to detect malicious code by testing the runtime
of identified tasks. Every task in CAVs can be time-bound

and malicious operations will disrupt the execution time. The
approach makes a distinction between normal and abnormal
running scenarios to establish the presence of malicious code.
Subsequently, the authors categorize the malicious code and
analyzed its characteristics by simulating 554 IoT devices.

8) DEFENSES AGAINST INJECTION ATTACK
CAN bus, security protocol stack, on-board units, and sen-
sors in CAVs can be a possible targets for injection attacks
like OS command injection, HTML injection, or client-side
template injection [15], [70], [72].With reference to Table 11,
injection attack can impact shown in Figure 5
and Table 29 presents a synopsis of defenses against Injection
attack.

TABLE 29. Defenses against Injection attack.

Aliwa et al. [7] describe potential defense mecha-
nisms against injection attacks that include cryptography
(e.g., cipher block chaining message authentication code),
Hashmessage authentication code (e.g., symmetric key coun-
ters), and intrusion detection (e.g., anomaly-based methods).
Zhao et al. [121] propose a sandboxing framework to detect
the false data injection attack on CAVs. The framework
leverages a fault signature table in diagnostics and develops
a unique attack detection scheme. The authors evaluate the
effectiveness of the approach using microscopic traffic sim-
ulation to detect the false data injection attack existing in the
V2X communication.

Barbu et al. [122] propose a countermeasure framework
against fault injection attacks to protect symmetric cryp-
tosystem implementations. The framework relies on a good
diffusion function having properties like non-invertibility and
randomness that is achieved by using a Hash function with a
counter, a chained block cipher, and a random linear func-
tion. Cotroneo et al. [123] propose a run-time monitoring
approach for device drivers to detect I/O protocol viola-
tions due to incorrect commands injection or device state
misinterpretation. Mitropoulos et al. [124] analyze defense
mechanisms against web code injection attacks like cross-site
scripting and SQL injection. The authors categorize the
defense mechanisms as etiological, i.e., Parse-Tree Valida-
tion, Policy Enforcement, and Instruction Set Randomization;
symptomatic, i.e., Taint tracking or training; and hybrid,
i.e., combines characteristics from both etiological and symp-
tomatic approaches.

Xue et al. [125] propose an approach that they call SAID
to defend state-aware abnormal message injection attacks.
SAID can detect the abnormal data to be injected into the
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in-vehicle network by considering the data semantics and
the vehicle dynamics. Jeong et al. [126] propose an intru-
sion detection model based on feature generation and a
convolutional neural network to prevent audio-video trans-
port protocol (AVTP) stream injection attacks in automotive
Ethernet-based networks. The authors evaluate their model
using a physical BroadR-Reach-based testbed and captured
real AVTP packets. Lokman et al. [105] investigate intrusion
detection systems that use frequency-, machine learning-,
statistical- and hybrid-based mechanisms for CAN bus net-
work systems. The authors describe that factors like limited
resources, the timing requirement, traffic patterns behavior,
and unstable connection must be considered for designing the
proposed solution in the CAN bus network system.

B. NETWORK SECURITY
Commonly used protocols in CAVs are CAN, LIN, MOST,
DSRC, FlexRay, Automotive Ethernet, Bluetooth, Wi-Fi, and
mobile 5G [7]. However, without adequate security mecha-
nisms, connectivity expansion, such as V2V, V2R, or V2X
can expose more attack surfaces and vulnerabilities. Thus,
in overall CAVs, cyber-security risks, and vulnerabilities can
arise from in-vehicle network attacks, vehicle-to-everything
network attacks, and infrastructural- or slight attacks [14].

Multi-layer protection for network gateways can be
achieved by applying domain isolation principles, i.e., sepa-
rating interfaces for safety-critical systems from non-critical
systems [127], and least privilege principle, i.e., given mini-
mal access or permissions to execute tasks [128]. Considering
that external data is potentially hostile, it must be prop-
erly validated and scanned [129]. Moreover, any abnormal
communication or messages that deviate from predefined
behaviors can be restricted proactively, i.e., allow commu-
nications and messages only between pre-approved systems
and sensors, block unapproved and malicious messages, and
alert security systems about any invalid attempts. Azees
et al. [130] survey the security vulnerabilities and proposed
the countermeasures for VANETs.

1) DEFENSES AGAINST MiTM
Jasek et al. [129] suggest that data transmission between
CAVs and RTUsmust authenticate each other and be properly
encrypted tominimizeMiTMattacks. Conti et al. [45] catego-
rizeMiTM attacks based on attack characteristics, i.e., imper-
sonation techniques, the communication channel in which
the attack is executed, and the location of the attacker and
target in the network. The authors present potential MiTM
defense mechanisms according to used approaches and con-
text (abstract layer) of applicability for the four categories of
MiTM attacks described in Section IV-B. With reference to
Table 12, MiTM attack can impact shown in
Figure 5 and Table 30 presents a synopsis of defenses against
MiTM.

Aliyu et al. [131] propose an Intrusion Detection Sys-
tem (IDS) and Intrusion Prevention System (IPS) for MiTM

TABLE 30. Defenses against MiTM.

attacks at the Edge layer. The authors apply Advanced
Encryption System (AES) symmetric encryption tech-
nique using Diffie-Hellman key exchange. However, Shen
et al. [133] describe that the lack of mutual authentication
can make the Diffie-Hellman key exchange vulnerable to the
MiTM attack. Consequently, the authors propose an in-band
solution during the key establishment process for wireless
devices to prevent MiTM attacks. The protocol forces a suc-
cessful MiTM attacker to cause consecutive packet collisions
at the link layer that can be detected by the proposed attacker
detection algorithm by distinguishing the consecutive packet
collision introduced by the MiTM attacker from normal
packet collisions. Yang et al. [132] propose a Transport Layer
Security security-enhanced protection mechanism (TLSsem)
to enhance server authentication by combining client authen-
tication with TLS session establishment. TLSsem involves
pre-binding, certificate validation, and port hopping to ensure
the reliability of wireless communications.

2) DEFENSES AGAINST EAVESDROPPING OR SNIFFING
Anonymization, resource management, trust-based recom-
mendation, or scheduling mechanism can be potential
defense strategies for eavesdropping or sniffing attacks [14].
With reference to Table 13, eavesdropping or sniffing attack
can impact shown in Figure 5 and Table 31 presents
a synopsis of defenses against Eavesdropping or Sniffing.

TABLE 31. Defenses against eavesdropping or sniffing.

Chhabra and Arora [134] propose Elliptic Curve Cryp-
tography (ECC) based scheme by fragmenting the data and
then pseudo-randomly allotting the different data packets for
securing the servers against eavesdroppers. Choi et al. [135]
propose a security-enhancing transmission scheme using a
jamming signal when an eavesdropper is near the receiver
and has a correlated channel. The authors demonstrate that
mixing the desired signal with the jamming signal can be an
effective solution, as it degrades the signal quality received
by the eavesdropper.

Wu et al. [136] propose a lattice-based network coding
signature scheme to blind the global coefficient matrix by
encrypting the original encoding vector. The authors provide
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proof that the scheme is secure against both eavesdropping
and pollution attacks assuming the pseudo-random function
and the small integer solution (SIS) are applied to secure the
standard lattices. Li et al. [137] implement the immunizing
coding (iCoding) method to prevent interference and eaves-
dropping in Wireless Communications. An iCoded signal
is generated and sent by the legitimate transmitter (Tx) by
exploiting both channel state information (CSI) and data car-
ried in the interference. The iCoded signal interacts with the
interference at the desired/legitimate Receiver (Rx) ensuring
intended data can be recovered achieving interference-free
desired transmission. Liao et al. [138] utilize the (n, k) era-
sure coding with network coding to tackle the eavesdropping
problem in heterogeneous IoT systems.

3) DEFENSES AGAINST DENIAL OF SERVICE
DoS attacks can occur at various layers of a computer system,
including the hardware, network, and software layers. How-
ever, the most common and well-known type of DoS attack is
a network-layer DoS attack. In CAVs, a DoS attack can target
several components like sensors, Electronic Throttle Control
Systems (ETC), CAN bus, or infotainment systems [47].
Cao et al. [139] survey countermeasures against DoS attacks
including event-triggered control systems, probability mea-
surement of stochastic processes using the Markov model,
Queuing model, or Bernoulli model to characterize system
properties under DoS attacks. An anomaly-based detection
mechanism can be employed to protect nodes against DoS
attacks on wireless sensors [15]. With reference to Table 14,
denial of service attack can impact shown in
Figure 5 and Table 32 presents a synopsis of defenses against
Denial of Service.

TABLE 32. Defenses against denial of service.

Andreica et al. [140] propose penetration test methods for
DoS and MiTM attacks using the User Datagram Protocol
(UDP) and the Teltonika protocol, respectively for GPS-
based monitored intelligent transportation systems. Nanda
and Krishna [141] propose a key management scheme
using the concept of timestamp and delay to protect the
server in a hierarchical sensor network from a DoS attack.
Lyu et al. [142] propose Prediction-Based Authentication
(PBA), i.e., a broadcast authentication scheme for securing
vehicle-to-vehicle communications. PBA can defend against
computation-based DoS attacks as well as resist packet losses
caused by the high mobility of vehicles.

Tian et al. [143] design a reputation framework (VCash)
that combines entity-centric- and data-centric methods to
identify the denial of traffic service. VCash can also restrict
the spread of false messages, and encourage the contribu-
tion of traffic condition monitoring and verification. Wang
et al. [144] suggest a cooperative secure control approach
in the presence of intermittent DoS attacks. The cooperative
tracking objective exploits the topology-dependent Lyapunov
function method and topology-allocation-dependent average
dwell-time (TADADT) scheme, to achieve the convergence
of estimation errors and the coordination tracking based
on the output information obtained from each node. Zhang
et al. [145] describe system design conditions by deriv-
ing quantitative relationships between attack parameters and
system performance using time-varying sampling and the
simulation of a DoS attack.

Biron et al. [146] propose a real-time scheme for the diag-
nosis of DoS attacks by modeling the effect of the attack by a
time delay in the information processing via a communication
network. The main objective of the scheme is to track the
delay in information processing using a set of observers based
on sliding mode theory and adaptive observer theory. Lai
et al. [147] design a secure incentive scheme for reliable coop-
erative downloading and cooperative forwarding in Vehicular
Ad hoc Networks (VANETs) by applying virtual checks,
i.e., associatedwith the designated verifier signature to ensure
fair and secure cooperation. The scheme together with the
single pruning search (SPS) or paired single pruning search
(PSPS)method can detect andweaken denial of service (DoS)
attacks.

4) DEFENSES AGAINST ROUTING-, BLACK HOLE-, GRAY
HOLE-, AND WORMHOLE ATTACK
Routing involves the identification, selection, and establish-
ment of the best shortest path for message communica-
tion [148]. Routing information can be altered by redirecting
or dropping data packets at the communication level [149].
Thus, the malicious nodes can behave like black holes,
i.e., drain all network packets, gray holes, i.e., drain selective
packets, or wormholes, i.e., migrate packets from one net-
work location to another after recording the packets. Aworm-
hole is a type of DoS attack that can compromise the routing
protocols by creating a tunnel between two or more malicious
entities to transmit data packets [106]. Butan et al. [31]
further show that routing attacks can be originated due to
misdirection, network partitioning, routing loop creation, and
spoofed, altered, or replayed routing information. With refer-
ence to Table 15, 16, and 17, routing-, black hole-, gray hole-,
and wormhole attack can impact shown in
Figure 5 and Table 33 presents a synopsis of defenses against
Routing-, Black hole-, Gray hole-, and Wormhole attack.

Some of the potential solutions for countering routing
attacks can be ant colony optimization, swarm algorithms of
artificial intelligence, variable control chart, and trust calcu-
lation [14]. Nayak et al. [150] propose a deep learning-based
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TABLE 33. Defenses against Routing-, Black hole-, Gray hole-, and
Wormhole attack.

routing attack detection mechanism for IIoT that can dis-
criminate between real and misleading data, detect an attack
event, and classify the attack types into corresponding classes
involved in Low-Power and Lossy Networks (RPL) rout-
ing. The authors apply adversarial training of the model for
detecting intended attacks in routing protocol in RPL. Wazid
et al. [151] propose an intrusion detection scheme, RAD-
EI, to detect routing attacks in an edge computing-based IoT
environment. The authors perform RAD-EI security analysis
and simulation using NS2 simulation against malicious rout-
ing attacks. Zhao and Dong [152] propose a method that can
trace the location of the attack source actively after the DOS
attacks are found in the destination node using a probabilistic
packet marking model. Ren et al. [72] briefly describe some
of the protocol verification tools, e.g., Tamarin, ProVerif,
Verifpal, CryptoVerif, Scyther, AVISPA, that can be utilized
for formal analysis of security of protocols.

Shu and Krunz [153] propose an algorithm to detect selec-
tive packet drops made by insider attackers that are based
on detecting the correlations between the lost packets over
each hop of the path. The authors also design a homomorphic
linear authenticator (HLA) based public auditing architec-
ture that allows the detector to verify the truthfulness of the
packet loss information reported by nodes ensuring truth-
ful calculation of their correlations algorithms. Ferrari and
Teixeira [154] propose a multiplicative sensor watermarking
scheme to separately watermark each sensor output by a Sin-
gle Input Single Output (SISO) filter. The authors analyze the
physical sensor re-routing attack and the cyber measurement
re-routing one that can be leveraged to detect cyber sensor
routing attacks.

Wang et al. [155] discuss security issues caused by black-
and gray-hole attacks in the V2X network. The authors ana-
lyze reputation-based, acknowledgment (ACK)-based, and
detection-based methods and summarized the prevention
methods. Liu et al. [156] propose a security and trust rout-
ing scheme, ActiveTrust, based on an active detection that
can establish nodal trust by detecting suspicious nodes. The

ActiveTrust scheme exploits residue energy to construct mul-
tiple detection routes that improve the data route success
probability and ability to counter black hole attacks as well
as optimize network lifetime. Tobin et al. [157] apply a
route backtracking mechanism and observed discrepancies
in statistics reported by intermediate nodes for black hole
attack detection. The authors run a simulation using Network
Simulator-3 (NS-3) to evaluate their scheme on a VANET.

Schweitzer et al. [158] implement denial contradictions
with a fictitious node (DCFN) mechanism for minimizing
the gray-hole DoS attack. The technique is evaluated for
five different attack scenarios, i.e., passive silent attack,
randomly located attack, initially one-hop neighbor attack,
shadow attack, and MiTM attack. Doshi et al. [161] propose
a game-theoretic approach to prevent gray-hole attacks in
wireless ad hoc networks. Each node can implement the sug-
gested strategies without additional network-level overhead
to counter the attack.

Wormhole attacks can be countered using bound distance
or time and graph theories or geometry-based mechanisms.
Hua et al. [159] propose an approach using a relay host
to build a covert in-band channel between the two com-
promised switches. The authors exploit Mininet 3.3.0d4,
OpenFlow 1.5, Open vSwitch 2.11.0, and FloodLight con-
trollers to emulate the wormhole attacks and compare the
performance of their proposed method with different com-
promised switch pairs. Bhosale and Sonavane [52] design and
implement an intrusion detection system to detect wormhole
attacks using Contiki OS and Cooja Simulator. Jagadeesan
and Parthasarathy [160] propose a cross-layer verification
framework that can detect and counter black hole and worm-
hole attacks in wireless ad-hoc networks.

C. HARDWARE SECURITY
CAVs can be specified as specialized physical nodes or
devices that are capable of sensing, communicating, comput-
ing, and storage [9] and are far more vulnerable than a typical
IoT node.

1) DEFENSES AGAINST NODE-CAPTURE
A node-capture attack can be a major concern for the
CAV ecosystem. Controlling a CAV by reprogramming
and redeploying it can be hazardous for the entire CAV
ecosystem [162]. With reference to Table 18, node-capture
attack can impact shown in Figure 5
and Table 34 presents a synopsis of defenses against
node-capture.

TABLE 34. Defense against node-capture.
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Wang et al. [168] investigate the causes and the con-
sequences of node-capture attacks. The authors categorize
node-capture attacks based on attack surface, vulnerabili-
ties, and adversary capabilities. They further elaborate on
each type of attack by examining vulnerable protocols to
investigate the potential countermeasures. Li et al. [163]
adopt the honeywords technique and the fuzzy-verifier to
counter node capture attacks. The authors revisit and evaluate
forty-two representative schemes to determine the desirable
attributes and security requirements for IIoT-based authenti-
cation schemes.

Li et al. [164] propose a secure random key distribution
(SRKD) scheme that has shown a higher resilience against the
other random key distribution schemes used for preventing
node capture and information eavesdropping. The authors
describe that SRKD can be applied against the node replica-
tion attack and can prevent replication nodes from injecting
false information. Zhao [165] evaluates the resilience of the
q-composite scheme against node capture. Gu et al. [166]
propose an RNN-based detection method that can be used to
detect node capture in wireless sensor networks (WSNs).

Agrawal et al. [53] propose a program integrity verification
(PIV) protocol that can detect if a captured node is redeployed
in a cluster. Each cluster head managing a group of nodes in
the network can be equipped with trusted platform module
(TPM) capabilities. A cluster head can serve as a TPM-
enabled verification server (TVS) to check if a redeployed
node is a victim of node capture by verifying the integrity
of the node program. Zhang and Li [167] propose a key
agreement scheme using the Exclusion Basis Systems (EBS)
structure to update the group keys between clusters. The
simulation experiments performed by the authors have shown
the scheme is capable of good connectivity and resistance
against node capture.

2) DEFENSES AGAINST SIDE-CHANNEL ATTACK
Side-channel attacks are typically timing attacks, power
monitoring attacks, electromagnetic leaks, acoustic signals,
transient characteristics, or data remanence at hardware or
software levels [169], [170]. Le et al. [17] explain reliance
on obscurity for security, bad programming practices, and
lack of cryptographic- or insufficient hardware protection
can cause side-channel attacks affecting critical devices like
ECUs or V2X communications. With reference to Table 19,
side-channel attack can impact shown
in Figure 5 and Table 35 presents a synopsis of defenses
against side-channel attack.

Kiaei et al. [171] introduce a processor, SKIVA, that can
protect ciphers against timing-based side-channel analysis,
power-based side-channel analysis, and/or fault injection at
various levels of security. Alwarafy et al. [149] suggest
de-patterning data transmissions by intentionally inserting
fake packets that change the traffic pattern to prevent side-
channel attacks. Lavaud et al. [177] survey the class of
side-channel attacks that include both non-electromagnetic or
electromagnetic and their countermeasures.

TABLE 35. Defenses against side-channel attack.

Wang et al. [172] study the cryptographic operation of
SSL/TLS Record Protocol in cipher block chaining (CBC)-
mode encryption. Park et al. [173] propose a CAD tool frame-
work for automatic timing attack vulnerability evaluation and
associated algorithms and metrics at the early design stage.
The framework can automatically identify timing variance-
induced side-channel attacks in a Register Transfer Level
(RTL) design for the FPGA-based design flow. Liu et al. [174]
propose a technique that dynamically adjusts the granular-
ity of platform time sources to periodically mitigate side-
channel attacks. The method allows virtual machines (VMs)
to dynamically request the time stamp counter (TSC) on the
platform, i.e., the VM application sends on-demand requests
to the hypervisor to mask low-order bits of the TSC to disable
precise time measurements by another co-resident VM. The
authors evaluate their methods against covert-channel timing
attacks like the Last Level Cache (LLC) attack and memory
bus contention attack.

If a given software, e.g., an encryption routine, satis-
fies cache side-channel freedom, it can be asserted that
the software can address cache timing attacks. Chattopad-
hyay and Roychoudhury [175] propose CacheFix which
verifies the cache side-channel freedom of an arbitrary pro-
gram. The framework automatically builds and refines the
abstraction of cache semantics that includes direct-mapped
caches, set-associative caches with the least recently used
(LRU), and first-in-first-out (FIFO) policy. The core sym-
bolic engine of CacheFix can systematically combine its
reasoning power with runtime monitoring to ensure cache
side-channel freedom during program execution that was
evaluated on 25 routines from actual cryptographic libraries.
Chen et al. [176] propose an end-to-end static analysis tool for
finding resource-usage side-channel vulnerabilities in Java
applications that they call Themis. The tool uses Quantitative
CartesianHoare Logic (QCHL) to verify ϵ-bounded noninter-
ference to detect non-trivial vulnerabilities in real-world Java
programs.

3) DEFENSES AGAINST TIMING ATTACK
Timing attacks in Intelligent Transportation Systems (ITS)
can delay the transmission of security messages, which can
lead to accidents [70]. With reference to Table 20, timing
attack can impact shown in Figure 5
and Table 36 presents a synopsis of defenses against timing
attack.
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TABLE 36. Defenses against timing attack.

Timing attacks targeting the execution time of crypto-
graphic instructions can be prevented using packet leashes
mechanism [178] or constant-time security where every
security-critical operation is monitored [177]. Li et al. [179]
propose timed applied p-calculus as a formal language for
specifying timed security protocols. The authors define its
formal semantics based on timed logic rules that can facili-
tate efficient verification against various authentication and
secrecy properties. Security Protocol Analyzer (SPA) is
implemented using the method that can analyze a wide range
of protocols, e.g., Wide Mouthed Frog (WMF), Kerberos-,
distance bounding-, Needham-Schroeder, International Tele-
graph and Telephone Consultative Committee (CCITT),
Secure Key Exchange Mechanism (SKEME) protocols.

Li et al. [180] define a workflow to verify the timing
attack process and optimize the attack steps from the per-
spective of the security of the time side channel. Selis and
Marshal [181] analyze a fake timing attack against behavioral
tests, i.e., extracting timing information from a system using
a characterization algorithm based on pinging localhost.
The authors propose an algorithm for detecting the attack
including forged embedded machines based on virtual and
emulated systems to create trusted M2M communications.
Peter and Givargis [182] investigate the integration of timing
attack resilience into the high-level synthesis (HLS) that can
be expressed in higher-level programming languages. The
authors use a low-level virtual machine compiler back-end
and a scalable data frame compiler scheduler approach in
the open-source HLS tool LegUp to benchmark applications,
such as cryptographic standards ECC and RSA.

Meng et al. [183] show that task-offloading can be par-
ticularly vulnerable to timing attacks due to frequent send-
ing/receiving. The authors propose an offloading scheme
that combines regular rekeying and random padding. Their
experiments show the attacker needsmore samples to conduct
a timing attack when random padding is deployed in the
system. Javeed et al. [184] design a tool that can monitor
the time readings at runtime on a per-process basis. The
authors evaluate their approach using five timing attacks,
i.e., Meltdown, Evict+Reload, Flush+Flush, Flush+Reload,
and Prime+Probe.

4) DEFENSES AGAINST CRYPTANALYSIS ATTACK
In cryptanalysis attacks, the attacker focuses on bypass-
ing or breaking cryptographic security mechanisms [16].

Cryptanalysis attacks can be categorized as a known-
plaintext attack, chosen-plaintext attack, ciphertext-only
attack, chosen-ciphertext attack, and chosen-key attack con-
sidering the attacker extracted the encryption key by exploit-
ing either plaintext or ciphertext [185]. Chattopadhyay
et al. [186] explain that decoding application protocol
messages, reverse-engineering security-critical parameters,
or cryptanalysis of cryptograms are the typical ways for
orchestrating cryptanalysis attacks. Sravani and Durai [187]
study cryptanalysis-based strategies to attack crypto-devices
using side-channel and hardware trojan techniques. With
reference to Table 21, Cryptanalysis attack can impact

shown in Figure 5 and Table 37
presents a synopsis of defenses against Cryptanalysis
attacks.

TABLE 37. Defenses against cryptanalysis attack.

Babu and Kumar [188] propose an SMS4-BSK cryptosys-
tem that is implemented using a Kintex 7 FPGA. SMS4-BSK
is a block cipher that provides faster encryption by divid-
ing message signal, i.e., plaintext into blocks of 128 bits.
It can resist cryptanalysis over the ciphertext-only attack,
known-plaintext attack, chosen-plaintext attack, and chosen-
ciphertext attack. Cryptography-based methods, IDS, and
firewalls can secure the in-vehicle networks from malicious
messages and their detection and blocking access to the inter-
nal buses [7].

Li et al. [189] focus on themathematical models and frame-
works of physical layer encryption (PLE) to establish cryp-
tographic primitives for PLE summarizing the basic design
rules. The authors evaluate their schemes, i.e., isometry-
based block PLE- and stream PLE framework to resist
known-plaintext attacks (KPAs) and chosen-plaintext attacks
(CPAs) and compare the performance with existing schemes,
such as phase rotation scheme, intrinsic interference scheme,
and sub-carrier obfuscate and dummy. Mushrall et al. [190]
design EmuLab that can facilitate research to strengthen
Security Credential Management System (SCMS). SCMS
implements Vehicular Public Key Infrastructure (V-PKI)
to provide digital certificates. Two sets of experiments,
i.e., secure vehicular communications with pseudonym cer-
tificates and overhead of SCMS self-healing from an incident
of compromising a Root Certificate Authority (CA) were
used to demonstrate the working of EmuLab. The authors
describe that EmuLab can not only support academic and
industrial research on high-risk projects to secure vehicular
communications but also strengthen SCMS against post-
quantum cryptanalysis.
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VI. DISCUSSIONS AND POTENTIAL RESEARCH
DIRECTION
In this section, we present a mapping between attacks and
security properties that can be useful for understanding the
impacts and outcomes based on the findings in the previous
sections. Subsequently, we discuss research trends and direc-
tions for a safe and secure CAVs ecosystem.

A. ATTACKS VS. SECURITY PROPERTIES
We discuss software, network, and hardware security mea-
sures that can be useful for securing a CAV ecosystem.
Table 38 analyzes the effect of twenty-one attack on inte-
gral security properties, such as availability, authentication,
integrity, confidentiality, non-repudiation, and privacy. Avail-
ability can be impacted if legitimate users are denied from
accessing the system. Any disruption to authentication mech-
anisms can prevent legitimate users from accessing the sys-
tem while allowing adversaries to gain unauthorized access.
The integrity of a CAV system can be affected if an attack
leads to the loss, alteration, or destruction of data. The con-
fidentiality of a CAV system can be impacted if legitimate
users are prevented from accessing the system and at the same
time adversaries gain unauthorized access and steal sensitive
information. An attack can affect the non-repudiation aspect
of a CAV system by preventing the system from logging and
recording the actions of legitimate users, making it difficult to
prove who performed certain actions in the system. Finally,
the privacy of CAV users can be compromised if their per-
sonal and sensitive information got exposed.

B. RESEARCH TRENDS AND DIRECTIONS
The rapid development of a reliable CAVs ecosystem is
essential for smart transportation, it can offer more safety and
comfort on roads, prevent and mitigate accidents, and reduce
greenhouse gas emissions and energy utilization. Figure 7
illustrates prominent companies such as Waymo, Tesla, Toy-
ota, General Motors, Nissan, Ford, Uber, Baidu and Wayve
that are heavily investing on the research and development
of CAVs across the world [191]. Many of CAVs manufac-
turers such as Waymo, Toyota, Nissan, and General Motors
have joined the Auto-ISAC, an industry-operated initiative
created to increase cybersecurity awareness and collabora-
tion across the global automotive industry [192]. Auto-ISAC
enables manufacturers to share and analyze cybersecurity
incidents, threats, and violations to collectively enhance vehi-
cle cybersecurity capabilities across the global automotive
industry.

Waymo can be considered a leading company in the field
of self-driving technology.Waymo adopted security practices
built on the foundation of Google’s Security processes [193].
Toyota introduced Mobility Teammate Concept, Chauffeur,
and Guardian for automated driving to realize mobility that
is safe, accessible, and convenient. Toyota engages with
security researchers and other vehicle manufacturers regard-
ing vehicle and enterprise cybersecurity [194]. Toyota has
partnered with Tencent Keen Security Lab to strengthen the

security functions of connected vehicles and enhance road
safety. Uber has been working on developing self-driving cars
alongside Toyota Guardian technology to supplement Uber’s
ride-sharing service and sharing network.

Tesla has been working on developing its self-driving tech-
nology called Autopilot. General Motors has been investing
in developing autonomous vehicle technology through its
subsidiary, Cruise Automation. Nissan has developed ProPI-
LOT technology for a semi-autonomous driving system and
developed vision-based advanced driver-assistance systems
(ADAS) to accelerate the development of its autonomous
vehicle technology. Wayve is developing its own AI-driven
self-driving technology. Wayve’s safety framework focused
on five distinct safety areas, i.e., functional safety, the
safety of the intended functionality, operational safety, crash-
worthiness, and cyber security to design, test and deploy
autonomous driving technology [195].
Ford Motor Company announced the formation of a new

subsidiary in 2021, Ford Autonomous Vehicles LLC, to focus
on its autonomous vehicle efforts. Ford partnered with Argo
AI to build high-quality self-driving vehicles [8]. NXP and
the FordMotor Company partnered to deliver next-generation
connected car experiences and expanded services across the
global fleet of vehicles [196]. NXP’s vehicle network pro-
cessors can provide secure, in-vehicle networking and enable
the gateway to rapidly deploy Over-the-Air (OTA) software
updates and new services. Baidu has been developing its
autonomous driving technology, called Apollo, for several
years. Baidu Apollo launches the V2X platform that enables
Level 4 (L4) autonomous driving on open public roads using
roadside sensing infrastructure [197]. The state of Michigan
and the Cavnue consortium build a special corridor on I-
95 between Detroit and Ann Arbor for CAVs [198]. CAVs
operating in these lanes can use the information on their sur-
roundings and communicate with each other to move faster,
more safely, and at closer distances, allowing more capacity
in the same space.

ISO/SAE 21434 is the first standard that will be jointly
released by both SAE and ISO under the new agree-
ment [199]. ISO/SAE 21434 defines a structured process
to ensure cybersecurity is incorporated upfront to minimize
the possibilities of attacks, thus reducing the likelihood of
losses [200]. Further, the structured process provides a clear
means to react to a continually changing threat landscape,
maintains consistency across the global industry, and pro-
motes a complete and conscious decision-making process.

As illustrated in Figure 8, cybersecurity activities/processes
cover all phases of the vehicle lifecycle, i.e., design and
engineering, production, operation by the customers, main-
tenance and service, and decommissioning [201]. ISO/SAE
21434 applies to all road vehicles including underlying sys-
tems, components, software, and connection from the vehicle
to external devices/networks. It suggests following a risk-
oriented approach, the risk is used for prioritization of action
and analysis of risk factors for methodical elicitation of
cybersecurity requirements.
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FIGURE 7. Companies leading the research and development of connected and autonomous vehicles across the world.

FIGURE 8. An overview to ISO21434 structure that describes the security
engineering process in the automotive environment. It looks at the entire
development process and life cycle of a vehicle following the V-model.

A larger collaboration between academic research and
the practical implementation of security measures related to
CAVs within the industry is required to determine attack
vectors that can threaten the security, privacy, and safety
of vehicle passengers and pedestrians. Table 39 describes
the attacks and their potential countermeasures related to
CAV subsystems, i.e., OBD, ECUs, CAN, LiDAR, Radar,
GPS, image sensors, communication mechanisms, RSU, and
VANET. However, understanding adversaries’ motivation

and capabilities (refer to Figure 9) for designing a water-tight
security solution yet can be a critical challenge.

FIGURE 9. Adversaries motivation and capabilities [203]. Quadrant 1
presents less targeted attacks by less capable attackers like pranksters
and script kiddies, Quadrant 2 presents targeted attacks for terrorism,
hacktivism, or inside leaks by less capable adversaries. Quadrant 3
focuses on attacks by capable adversaries to disrupt a system, and
Quadrant 4 presents the most serious attacks typically, with political or
economic motives sponsored by a state or revelry industrial partner.

C. POTENTIAL RESEARCH AREAS
Researchers and engineers can evolve formal verification
methodology for evaluating security mechanisms that can
be employed for CAVs security. Furthermore, threat pro-
filing can exploit the raw data collected from CAVs for
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TABLE 39. CAV subsystems: attacks and countermeasures.

generating more concrete information using AI that can be
used by strategic applications to determine inherent weak-
nesses, identify possible threats, and predict zero-day cyber-
attack scenarios that can adversely impact CAVs operations.

1) FORMAL VERIFICATION
With already a widespread application in designing safety-
critical systems, formal verification is set to play an even
more significant role in CAVs security. Studies have reported
that formal verification (FV) can find weaknesses and possi-
ble vulnerabilities at the design stage [204]. Formal security
verification can be highly effective in verifying data integrity
and data leakage by tracing information flow. Formal ver-
ification of security mechanisms to be employed in CAV
can mathematically prove the correctness of the underlying
algorithms and software to accomplish the below objectives.

1) Increased Safety: An FV of the communication and
control systems can reduce the likelihood of safety inci-
dents. Passerone et al. [205] propose a contract-based
approach for specifying safety, and augment it in
the design flow using the Arrowhead Framework to
support security. The proposed approach can address
issues related to authentication and authorization of
inter-vehicular signals and services carrying safety
commands to ensure secure communication among
vehicles.

2) Improved Efficiency: FV can help optimize the
performance of security mechanisms for CAVs.
Hofer-Schmitz and Stojanovic [204] describe that FV

enables the correctness of designs by using a diverse
set of mathematical and logical methods, thus, dif-
ferent parts of the system can be validated as the
functional correctness of implementations and pro-
gramming bugs, side-channel analysis, the fulfillment
of security properties and hardware Trojans, right from
designing phase and provide guarantees of security.

3) Enhanced Reliability: With FV, it is possible to detect
and correct any errors in the design and implementation
of the architecture, enhancing the system reliability.
For instance, security properties such as confiden-
tiality (secrecy) and authentication (authenticity of
communicating parties) are essential for reliable com-
munication protocols. The Dolev-Yao model has been
widely used in the analysis and verification of crypto-
graphic protocols and provides a formal framework to
evaluate protocol security and identify potential vulner-
abilities or attacks [206].

4) Better Compliance: a CAV architecture that undergoes
FV is more likely to meet regulatory and industry
standards, ensuring better compliance. It is recom-
mended to introduce formal verificationmethodologies
in ISO/SAE 21434 for strengthening the cybersecurity
framework.

5) Reduced Development Time: Studies describe that
using model-based approaches in which the models are
rigorously specified enables the development of pre-
cise statements about what systems under investigation
should do without putting constraints on how to do
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it [206]. By verifying the security mechanisms through
formal methods, it is possible to identify and correct
design issues early on, reducing development time and
cost.

6) Better Quality Control: FV can provide amore rigorous
approach to quality control of (a) safety-critical func-
tions, e.g., collision avoidance, emergency braking,
or lane keeping, (b) system-level behavior, e.g., traf-
fic rules adherence, safe distance maintenance from
other vehicles, or correctly responding to various sce-
narios, (c) sensor and perception systems, e.g., cor-
rectness of sensor data processing algorithms, sensor
fusion techniques, and object detection algorithms, and
(d) control algorithms, e.g., vehicle motion and trajec-
tory planning. Thus, improving the quality of the CAV
ecosystem to operate in complex and unpredictable
environments.

7) Improved Interoperability: CAVs’ ability to commu-
nicate and interact seamlessly with each other is crit-
ical when they come from different manufacturers
or have different levels of autonomy. FV techniques
can be applied for various aspects of interoperabil-
ity, such as (a) communication protocols to vali-
date message-exchange between vehicles are properly
formatted, interpreted, and understood for reducing
the risk of miscommunication or misinterpretation,
(b) safety-Critical Algorithms to verify the correct-
ness and safety for complex algorithms for perception,
decision-making, and control to avoid any hazards,
(c) system Integration to validate correct functioning
of sensors, actuators, and control systems, as well as
their interactionwith the communication protocols, and
(d) fault tolerance and resilience to failures and faults
for addressing unexpected situations or system failures
during real-time operations. Thus, FV can ensure that
the systems are interoperable, allowing for better inte-
gration with other technologies.

2) THREAT PROFILING
Given the complexity involved in the deployment of CAVs,
zero-tolerance safety, and security measures must be incor-
porated to mitigate risks such as vehicle immobilization, road
accidents, and disclosure of sensitive data [47], [72]. Existing
security solutions can address known attacks or their subsets
but to prevent complex attacks more deterministic real-time
solutions are required. It is recommended to build real-time
threat profile generation techniques that can facilitate deeper
analysis opportunities and greater transparency to deal with
systems uncertainly (e.g., denial-of-service, black-box deci-
sions, local discrepancy), and common security problems
(e.g., social-engineering attacks, insider attacks, and sensi-
tive data leakage) [207].

VII. CONCLUSION
This article has taken take a comprehensive approach
to studying cyber attacks on a typical CAVs ecosystem,

i.e., CAVs as Edge devices, RSUs as Fog, and cloud servers
as the backbone infrastructure. We have presented a common
attack taxonomy derived by analyzing a reference architec-
ture consisting of three sub-architecture for each tier: Cloud,
Edge, and CAVs in the CAVs ecosystem. The taxonomy
classifies existing and emerging cyber-attacks into software,
network, and hardware that are comprehensively investigated
for addressing the security requirements of the CAVs ecosys-
tem. Subsequently, a detailed impact of twenty-one cyber-
attacks on various systems and components is discussed for
a thorough assessment of the CAVs ecosystem security. We
have discussed potential security mechanisms that can be
employed for protecting the hardware, network, and software
components of the CAVs ecosystem to ensure safe and secure
transportation.

A larger collaboration between academic research and
the practical implementation of security measures address-
ing the security, privacy, and safety of vehicle passengers
and pedestrians is highly crucial. Our studies have analyzed
how each of the twenty-one attacks can affect the integral
security properties, i.e., availability, authentication, integrity,
confidentiality, non-repudiation, and privacy, and have inves-
tigated the impacts and outcomes of each attack on the entire
CAVs ecosystem. We have also discussed the challenges
and potential research areas, e.g., formal verification and
threat profiling, that can provide insights to security engineers
and system architects to design and develop a secure CAVs
ecosystem.
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