
Received 19 June 2023, accepted 15 August 2023, date of publication 22 August 2023, date of current version 29 August 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3307464

Link-Driven Study to Enhance Text-Based Image
Retrieval: Implicit Links Versus Explicit Links
KARIM GASMI 1,2, HATEM AOUADI 2, AND MOUNA TORJMEN 2
1Department of Computer Science, College of Arts and Sciences at Tabarjal, Jouf University, Jouf, Saudi Arabia
2ReDCAD Laboratory, ENIS, University of Sfax, Sfax 3038, Tunisia

Corresponding author: Mouna Torjmen (torjmen.mouna@gmail.com)

ABSTRACT Due to the explosive growth of digital images, new efficient and effective methodologies and
tools are needed in the image retrieval field. Compared to the content-based image retrieval approach that
suffers from the semantic gap, the text-based image retrieval approach has demonstrated its efficiency in
retrieving relevant images for a given query. However, this approach suffers from some limitations. For
example, query keywords could not match to the textual content of the document or only some images
in a document are relevant to the given query. Therefore, a major challenge of the text-based approach is
how to improve the image retrieval accuracy without using the image itself, i.e., by using the surrounding
information (context) such as the document structure, the links, etc. To achieve this challenge, some works
proposed to explore hyperlinks (explicit links) between documents to re-rank images, while more recent
works proposed to automatically build implicit links between images and exploit them in the retrieval
process. The aim of this paper is thus to compare the exploration of implicit links versus explicit links,
either in image ranking or re-ranking. The Image CLEF 2011 collection on Wikipedia shows that not all
top-ranked results are interesting to create and analyze linkages between images. In fact, only the aggregate
ranking metric makes notice of the fact that linkages improve image retrieval. We also discover that the
retrieval strategy–text-based retrieval with no links, implicit link-based re-ranking, or explicit link-based
re-ranking–has a significant impact on the efficiency of the query process.

INDEX TERMS Implicit links, explicit links, re-ranking, context-based image retrieval.

I. INTRODUCTION
A. MOTIVATION
This The immense use of digital camera and social media
has led to an exponentially growing of the amount of images
uploaded to the Web each day. Consequently, the task of
finding relevant images in response to a user’s need becomes
increasingly difficult. Hence, efficient search algorithms are
needed to deal with large amounts of data. The first efforts
to improve image retrieval accuracy were concentrated on
content-based image retrieval (CBIR) techniques. However,
despite the great number of works belonging to this approach,
the most challenging task is still closing the semantic gap,
defined as ‘‘the lack of coincidence between the information
that one can extract from the visual data and the interpretation
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that the same data have for a user in a given situation’’ [1].
Due to the success of web image retrievalmethods [2], [3] that
are mainly based on keywords, researchers are increasingly
focusing on the use of textual information surrounding the
images in the retrieval process [4], [5], [6], [7], [8], [9]. Thus,
the majority of current image retrieval systems are based on
text processing. Unfortunately, the textual information may
not describe the real content of the image. Moreover, even
if the textual information is relevant to the image, it may
not contain the query keywords. Hence, several works [10],
[11], [12], [13], [14], [15], [16], [17], [18], [19] have been
proposed to improve the effectiveness of text-based image
retrieval systems, such as relevance feedback [20], docu-
ment structure [21], [22], query expansion [12], [23], [24],
[25], [26], etc. We are interested in this paper to the use
of the links for image re-ranking. The hyperlinks’ structure
is a good source of evidence in Web information retrieval.

90526

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 11, 2023

https://orcid.org/0000-0003-0138-2226
https://orcid.org/0000-0003-4632-998X
https://orcid.org/0000-0002-5611-132X
https://orcid.org/0000-0001-9975-6462


K. Gasmi et al.: Link-Driven Study to Enhance Text-Based Image Retrieval

In fact, in Web link analysis, the quality of a Web page is
generally measured according to the quality of its neighbors,
since the underlying assumption is that hyperlinks convey
recommendations. However, hyperlinks may not reflect the
content similarity between the interconnected web pages due
to the existence of spam links (arbitrary created links, nav-
igation links, advertising links, etc.). For this reason, some
works [27], [28], [29] propose to create implicit links between
documents. However, due to the complexity of computing
the semantic similarity between all the documents, several
propositions are not evaluated in the information retrieval
area. In addition, for image retrieval, most of the works [30],
[31], [32], [33], [34] are based on visual features to create
implicit links between images. For these reasons, authors
in [35] and [36] have proposed, a method for creating implicit
links between images through their textual context. This
approach proceeds by defining different textual representa-
tions (regions) for each image in the collection, and then
applying the LDA topic model [37] to compute the similarity
between the regions and create the implicit links between
images.

B. CONTRIBUTIONS
In this paper, we aim to compare the use of implicit links
versus the use of explicit links (manual hyperlinks) in improv-
ing image re-ranking. This comparison is realized using the
Wikipedia collection of ImageCLEF 2011 [38] which con-
tains images and hyperlinks between documents. In fact,
this collection was adapted to release our link driven study
for context-based image retrieval. The main contributions of
this work are two folds: 1-compare between building and
analyzing explicit (manual) and implicit (automatic) links
between images in the retrieval process. 2-evaluate the image
re-ranking accuracy when using explicit/implicit links in
addition to text-based retrieval.

C. ARTICLE ORGANIZATION
The remainder of this paper is organized as follows. Section II
outlines some related works on analyzing explicit links in
text-based image retrieval and on building and analyzing
implicit links in image retrieval. We describe in Section III
how to create explicit and implicit links between images. The
link analysis algorithms used in our study are briefly detailed
in Section IV. Experiments and their analysis are conducted
and illustrated in Section V, followed by a conclusion and
further research directions in Section VI.

II. RELATED WORK
This section aims to review works using links (either explicit
or implicit) in image retrieval.

A. EXPLICIT LINKS (HYPERLINKS) IN IMAGE RETRIEVAL
Explicit links are hyperlinks between documents that are
created by the author of the document. The rich, dynamic
structure of these hyperlinks on the Web is not only a help
for people browsing the web, but also a powerful help for

search engines to understand the relationships between doc-
uments and rank these documents more efficiently. Thus,
several research works exploiting the hyperlinks for informa-
tion retrieval were proposed notably within the framework
of the Web. Although several works exploiting links have
been developed for textual information retrieval, few have
been proposed for image retrieval. In most works, classic
algorithms such as HITS [39] and PageRank [40] are applied
to image search [22]. Dunlop [41] proposed to use links to
compute representations for multimedia (non-textual) nodes.
Indeed, each multimedia node is assigned a representation
composed of the textual contents of all the nodes directly
linked to it. The proposed algorithm can be extended to take
into account not only the immediate neighbors of a node in
the hypermedia network but also neighboring nodes obtained
by following two links (a two-step link). The representations
will then be used to allow the direct search of these nodes
via a textual request. Based on this model, [42] has tried
to combine the textual content and the hyperlink structure
for multimedia information retrieval on the Web. The rep-
resentation of an image is composed of sections, and each
one has been assigned a weight indicating its importance in
the search. Experiments have shown that assigning a higher
score to the image caption section (caption) and to the text
section of documents linked by two link steps improves
the efficiency of the search. Authors in [43] proposed the
PicASHOW system based on the application of co-citation-
based approaches and methods inspired by PageRank. The
assumptions behind the use of co-citation are that: (1) images
that are co-contained on the same page are likely to be related
to the same subject; (2) images that are contained in pages that
are co-cited by other pages are probably related to the same
subject. In addition, like PageRank, the PicASHOW system
assumes that images that are contained in authoritative pages
are good candidates for quality images for the query. The
proposed PicASHOW system has improved the performance
of web image search. However, PicASHOW supports only
keyword queries and cannot handle image content or example
image queries. To solve this problem, [44] and [45] proposed
WPicASHOW (weighted PicASHOW), allowing a weighted
ranking of co-citation analysis that is based on the combina-
tion of textual and visual content to regulate the influence of
links between pages. The experiments showed a better perfor-
mance of WPicASHOW over PicASHOW. Authors in [46]
and [47] also proposed a system of grouping and retrieving
multimedia information on the Web, named iFind. Using a
vision-based page segmentation algorithm (VIPS [48]), a web
page is partitioned into blocks, and the text and link informa-
tion of an image can be accurately extracted from the block
containing that image. Textual information is used for index-
ing images. By extracting page-to-block, block-to-image, and
block-to-page relationships through the link structure and
layout analysis, an image graph is constructed. This method
is less sensitive to noise links than previous methods such as
PageRank, HITS, and PicASHOW, so the image graph can
better reflect the semantic relationships between images. The
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graph can be used to calculate an importance score for each
image, which will then be combined with the relevance score
to produce the final rank.

B. IMPLICIT LINKS IN IMAGE RETRIEVAL
In order to improve the accuracy of image retrieval, several
works propose to construct implicit links based on visual
content. Thanks to these implicit visual links, a visual graph
is constructed and then analyzed to calculate image relevance
scores for a given query. To analyze the constructed graph,
a random walk method (such as PageRank) has been widely
adopted [30], [31], [33], [34], [49]. Authors in [50] proposed
a query-specific fusion approach based on graphs, where
multiple lists of search results from different visual cues were
merged and clustered by link analysis on a merged graph.
Authors in [51] have incorporated several visual features in a
graph-based learning algorithm for image retrieval. Authors
in [32] proposed to construct an off-line visual graph by
taking each image as a query and then making links between
the query image and the top k returned images. The HITS
algorithm is then applied to the set of images returned at
querying time. In the same way, authors in [52] followed
the same offline step, and at query time, they merged the
different graphs obtained using different descriptors. Then,
they applied a local ranking algorithm to the resulting graph.
For the first time, the creation of implicit links using tex-
tual information is taken into account in [53], where the
authors have built a multilayer graph where each layer rep-
resents a modality (textual, visual, etc.). The constructed
graph is undirected, where each node is connected only
with its k-nearest neighbors (in terms of Euclidean distance).
Then, they applied a random walk algorithm to the mul-
tilayer graph by making transitions between the different
layers. The proposed solution achieved good image retrieval
performance compared to state-of-the-art methods. In [54],
the authors utilize hypergraph instead of ordinary graph to
model social images. The hypergraph built on the Flickr
image dataset contains three types of vertices (i.e., users,
tags, and images) and three types of relations (i.e., tagging
relations on images, comment relations on images, and sim-
ilarity relations on images). Based on the hypergraph, they
propose HIRT system, which uses Personalized PageRank
algorithm to measure vertex similarity, and employs top-k
search to support image retrieval and tagging. Experimental
analysis on a large Flickr dataset shows the effectiveness and
efficiency of this system compared with existing system and
techniques. In [55] a fully-connected graph is constructed
using the database of images and the process of ranking a
set of items based on a single set of scores is defined as
a problem of finding a suitable path in this graph. In this
graph, an edge weight is equivalent to the absolute difference
between the similarity scores (with respect to the query) of the
two images corresponding to the two nodes that it connects.
Authors in [56] demonstrate the necessity of graph fusion in
multifeature image retrieval task. After a K-nearest neighbors

search of a query, the Jaccard coefficient is adopted to ini-
tialize the weight of the constructed neighborhood graph,
then a multigraph fusion ranking method is proposed. Ref-
erence [57] proposed a graph-based selective rank fusion
for image retrieval. In the constructed graph, features are
represented by nodes, while the edges represent the com-
plementarity relationships. The graph is iteratively updated
according to different thresholds of effectiveness estimation
measures, which aims at selecting the most effective features.
The selected features are defined by connected components
of the graph, which are combined by a late fusion approach
for final ranking. High-effective retrieval results have been
obtained, yielding relative gains up to +54.73% in relation to
the best-isolated feature. Some other works have been done
as part of the MediaEval [58], [59], [60], [61], [62], [63] and
TRECVID [61], [64] evaluation campaigns for video hyper-
linking. Authors in [61] concluded that textual features work
better than visual ones in this task, whereas visual features by
themselves cannot predict reliable hyperlinks. Nevertheless,
they suggest that the use of visual features to rerank the results
of text-based retrieval can improve performance. A more
recent work [35], [36] proposed to use the LDA model to
construct textual representations for each image in the col-
lection, and then compute similarities between these images’
representations to decide whether or not to create a link
between two images. The experiments showed the interest in
this approach. In conclusion, several works in the literature
have explored and studied the efficiency of link analysis in
image retrieval. But to our best knowledge, no studies have
compared the exploration of implicit versus explicit links
between images.

III. EXPLICIT/IMPLICIT LINK BUILDING BETWEEN
IMAGES
In this section, we describe the approaches for creating
respectively explicit and implicit links between images of the
collection in our study.

A. BUILDING EXPLICIT LINKS BETWEEN IMAGES
To our knowledge, there is no available collection aiming
to evaluate the use of hyperlinks between images in the
context of the web (context-based image retrieval). In the
ImageCLEF Wikipedia 2011 collection, there are hyper-
links between documents, i.e., a text part is pointing to an
entire document, but not hyperlinks between images. We pro-
pose to propagate the hyperlinks between documents and
images as follows: -bidirectional links are created between
images belonging to the same document (continuous arrows
in Figure 1). -a link from a document d1 to another document
d2 means the creation of links from all images of d1 to all
images of d2 (discontinued arrows in Figure 1). An example
of an explicit link-based graph between documents and an
explicit link based graph between their associated images is
given in Figure 1.

In the part (a), there are three nodes (documents) and three
edges (hyperlinks). After applying the hyperlink creation
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FIGURE 1. Explicit link graph between documents vs Explicit link graph
between associated images.

FIGURE 2. MID, SID and GID representations of an image [36].

process between images, we obtain (part (b)), 5 nodes
(images) and 10 edges (hyperlinks).

B. BUILDING IMPLICIT LINKS BETWEEN IMAGES
This section describes the work proposed in [36], which
aiming to automatically create implicit links between images
through computing the similarity of the textual information
representing them. The first step is to segment the docu-
ment content into three representations for each contained
image: ‘‘Specific Image Description’’ (SID), ‘‘Generic Image
Description’’ (GID), and ‘‘Image Metadata’’ (IMD). The
IMD representation is the image caption; the SID represen-
tation is the textual paragraph containing the image; and the
GID representation is the document’s textual content except
the textual paragraph containing the image. Figure 2 illus-
trates the three representations of an image.

The second step is to create implicit links between images
via the LDA (Latent Dirichlet Allocation [37]) topic model.
In fact, documents are presented by topic distributions, which
are used to calculate semantic similarities between images.
In [65], authors have shown the efficiency of this model
in context-based image retrieval by applying it to retrieve
relevant images without taking into account the links between
documents. This process is applied separately for each image
representation (IMD, SID, and GID). Figure 3 presents an
overview of the implicit link creation process for two images
(Image i and Image j)

As illustrated in the figure, after performing the LDA
process, each image is represented by a topic distribution.
In order to create the links between images, a similarity
score is computed between both distributions, and an adapted
version of the classical cosine measure is used. The new
similarity measure includes the number of common topics
between the two image representations as follows:

∗ sim
(
−−−−→
Repimgi ,

−−−−→
Repimgj

)
= cossim

(
−−−→
Repimg,

−−−−→
Repimgj

)
∗

∣∣∣commonTopics
(
−−−→
Repimg,

−−−−→
Repimgj

)∣∣∣ (1)

−−−−→
Repimgi (respectively

−−−−→
Repimgj

)
is the topic distribution of

the representation Repimgi resp. Repimgj Finally, a threshold
is applied to remove links having low scores and reduce the
number of created links. This similarity threshold is set to
0.1 according to [36]. Figure 4 illustrates the application of a
threshold equals to 0.1 on a SID graph.

To determine the link’s direction, the following formula,
based on the percentage of shared information between the
two representations of the image, is used:

ScoreDirection
(
Repimgi → Rep (2)

With Repimgi → Repimgj means that the links is from
Repimgi to Repimgj . Algorithm 1 presents the process of build-
ing implicit links.

Algorithm 1 Building Implicit Links Between Images
Require: Document collection
Ensure: Graph of linked images

Document segmentation into SID, GID and IMD
for each image representation Repimg (IMD, SID, and
GID) do
Apply LDA to extract topic distributions (

−−−→
Repimg)

end for
for each Repimg do
for each pair

−−−−→
Repimgi and

−−−−→
Repimgj do

Compute similarity using (1)
if sim(

−−−−→
Repimgi ,

−−−−→
Repimgj ) > 0.1 then

Apply (2) to add a weighted directed edge between
two images imgi and imgj

end if
end for

end for

The last step is analyzing the created links to determine
the image scores. A link-based score for each image repre-
sentation is thus calculated. Therefore, each image is assigned
three link-based scores according to the image representation:
the SID link score, theGID link score, and the IMD link score,
as illustrated in part (a) of Figure 5.

Finally, to obtain a single link-based score, the three scores
are combined as follows:

LinkFinal = α ∗ LinLMD +β ∗ LinSID +γ ∗ LinkGID (3)

VOLUME 11, 2023 90529



K. Gasmi et al.: Link-Driven Study to Enhance Text-Based Image Retrieval

FIGURE 3. Overview of the LDA based link creation approach between two images.

FIGURE 4. Application of a threshold to reduce the number of implicit links.

FIGURE 5. Example of linking images according to the SID, GID and IMD
image representations.

where α, β and y are parameters used to adjust the partici-
pation of each score in the final link score. Their sum quals
to ∞, In this paper, we set α = β = γ = 1/3 (part (b)
of Figure 5). The LDA parameters were fixed as follows:
α = 50/K where K = 1500 and β = 0.01 according to [36].

IV. LINK ANALYSES ALGORITHMS
For link analysis, we propose to use three types of measures:
a geometric measure (Degree Centrality [66]), a path-based
measure (Betweenness Centrality [67]) and a spectral mea-
sure (HITS [39]). In the following, we briefly detail the three
measures.

A. DEGREE CENTRALITY
Degree Centrality is defined as the number of links incident
upon a node. Thismeasure is considered the predecessor of all
measures used in link analysis, as it used a simple heuristic

to rank the nodes according to their popularity. In the case
of a directed network (links have direction, such as on the
web), two separate measures of degree centrality are defined:
indegree and outdegree. Accordingly, indegree is a count of
the number of links directed to the node, and outdegree is
the number of links that the node directs to others. Indegree
is often interpreted as a form of popularity, while outdegree
is interpreted as a form of gregariousness. In our case, we are
interested in the degree of centrality (DCIN), which is defined
as follows:

DC IN
i =

n∑
j=1

eij (4)

with i and j are two nodes; eij is a link directed from j to i;
n is the number of links pointing to the node i.

B. BETWEENNESS CENTRALITY
Betweenness Centrality quantifies the number of times a node
acts as a bridge along the shortest path between two other
nodes. The Betweenness Centrality (BC) measure is defined
as follows:

BCi =

∑
j→k

gjk (i)
gjk

(5)

where gjk is the number of shortest paths (according to the
number of nodes in the path) from node j to node k , and gjk (i)
is the number of those paths passing through the node i

C. HYPERLINK INDUCED TOPIC SEARCH
The basic idea behind the HITS (hyperlink-induced topic
search) algorithm is to build a query-specific graph, called
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a ‘‘neighborhood graph,’’ which contains only pages (nodes)
related to the query (HITS is a query-dependent algorithm).
These pages are divided into (1) pages that provide trustwor-
thy information on a given query, called authorities, and (2)
pages that contain links to authorities, called hubs. Author-
ities and hubs exhibit a mutually reinforcing relationship:
a better hub points to many good authorities, and a better
authority is pointed to by many good hubs. The authority
score A of a node i is the sum of all hub scores H of nodes
that point to i. The hub score H of a node i is the sum of all
authority scores A of nodes that are pointed by i, as shown in
the following equation:

Ai =

∑
j∈Gi

Hj and Hi =

∑
j∈Gi

Aj (6)

whereGi in the set of nodes in the neighbourhoed graph of the
node l ;j is a node belonging to Gi The final authority and hub
scores of a node are obtained through an iterative application
of the equation until convergence. Nedes are then canked by
the authelity scere.

V. EXPERIMENTS AND DISCUSSION
In this section, we begin by describing the experimental
setup, then we present our results and interpretations of our
comparison study between exploiting implicit and explicit
links in image retrieval. Finally, we discuss our findings and
present some future issues.

A. EXPERIMENTAL SETUP
In this section, we first present the dataset used for the
comparison between the use of implicit and explicit links
in context-based image retrieval. Then we detail the metrics
used to evaluate our experiments, and finally, we describe
how the textual run, which is the baseline, is done.

1) DATASET
To our knowledge, there is no collection composed of images
linked between them by implicit or explicit links. Thus,
we propose to use the Wikipedia collection provided by the
ImageCLEF (CLEF Cross Language Image Retrieval Track)
evaluation campaign in 2011 for the Wikipedia retrieval
task [38]. The dataset was composed of 125 827 documents
extracted from Wikipedia in three languages, containing 237
434 images. A set of 50 queries was provided to perform
the retrieval accuracy evaluation. This dataset contains hyper-
links (explicit links) between documents but not between
images. We have already described in Section III-A how to
build explicit links between images by using explicit links
between documents. For the technical limitations of themem-
ory requirement to build a multilingual topic model when
creating implicit links between images, we have used in our
experiments only documents written in English where the
number is 42 774. However, our approach can be applied to
any language and any type of document. For queries, we have
used the keywords of the English title without the small set
of example images provided with each textual query. In order

FIGURE 6. The construction process of image-based assessments.

to properly evaluate our proposition, we have constructed
for each query a new base of assessments composed only of
images belonging to the English documents. Figure 6 presents
an extract of the original base of assessments (document-
based assessments) and an extract of the new base of assess-
ments (image-based assessments).

-qi is the query number with n is the number of queries.
-di is the document identity with m is the number of

documents.
-imkdi is the image position k in the document di
-The last column in the assessments presents the relevance

value: 0 for not relevant and 1 for relevant.
According to Figure 1, d1 is not relevant for query

q1 in original assessments and since d1 contains two images
im1d1 and im2d1, then both images are not relevant in the
constructed assessments.

2) MEASURES
For the evaluation, we used early precision (P@X) and mean
average precision (MAP) measures. In fact, P@X presents
early precisions (P@5, P@10 . . . ) which are relevant in the
Web search context, since users in general examine relatively
the top ranked results.

Whereas, the MAP measure is used to evaluate the global
system’s effectiveness [68]. The precisions are calculated for
each relevant retrieved document. The average precision (AP)
reflects the query performance. The MAP is the average of
the average precisions for all queries and is obtained with the
following formula:

MAP =

∑
qϵQ APq
|Q|

(7)

where APq is the average precision of a query q,Q is the
query set, and |Q| is the number of queries. To validate
our results statistically, we used the Wilcoxon signed-rank
test [69], which is the non-parametric equivalent of the
paired-samples t-test. This test consists in calculating the
value of significance p ∈ [0, 1], which estimates the prob-
ability that the difference between two methods is due to
chance.We can conclude that the twomethods are statistically
different (and not by chance) when p < α, where < 0.05 is
commonly used [70]; the nearer p approaches zero, the more
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likely it is that the two methods are different. In our experi-
ments, we consider that the difference between two methods
is significant if p < 0.05.

3) COMPUTING TEXTUAL SCORES (BASELINE)
Due to computing complexity and time-space costs in link
analysing, we decided to run a textual search and then apply
the link analysis for only the first 1000 returned documents.
We should also mention that building implicit links is a
very intensive process in terms of computation and memory.
To compute the textual based scores of images, the basic
vectorial model [71] was used.

B. RESULTS AND ANALYSIS
In this section, we first compare the use of implicit and
explicit links according to link scores and without using
textual scores. Then, we compare the re-ranking process of
images by combining textual scores and link scores (once
with implicit links and once with explicit links). Finally,
we interpret and explain the different results.

1) IMPLICIT VS. EXPLICIT LINKS IN IMAGE RE-RANKING
WITHOUT TEXTUAL SCORES
This section aims to compare the effectiveness of using
implicit links against explicit links in image re-ranking using
only link-based scores of images. We talk here about re-
ranking because we first run a textual model to get the
best 1000 documents relevant to the query, and then we use
these 1000 documents to analyze links between them and
re-rank results. Table 1 depicts the overall results, where
scores obtained only by analyzing links are used to rerank
images. Link analysis algorithms are indicated in the first
column. The link type used in ranking, i.e., explicit (Exp) or
implicit (Imp), is indicated in the first column. The run name
is obtained by combining the first letters of the link analysis
method and the link type, e.g., DCIL is Degree Centrality
Implicit Links. Difference rates (% Diff/Imp) are computed
between implicit and explicit links. Starred differences mean
that there is a significant improvement of using explicit
links compared to implicit links according to Wilcoxon test
(p<0.05).. According to the results, explicit links-based re-
ranking greatly outperforms implicit links-based re-ranking
according to the three link analysis algorithms and to the
three measures (difference rates are between 20% and 81%
and are statistically significant: p value<0.05). These results
are not surprising since the links are created manually and
the collection used (Image Clef Wikipedia Retrieval Task
2011) is a clean dataset that contains only informational links
between documents, i.e., navigational and marketing links
are removed. Consequently, the hyperlinks in this collection
reflect a high degree of semantic similarity between docu-
ments. However, in real Web collection, documents contain
usually noisy links that could be used in the re-ranking
process and affect negatively the results. More experiments
with real web documents without cleaning processes should

be released to evaluate the efficiency of using hyperlinks
in image retrieval. Comparing the use of the different link
analysis algorithms, Table 1 shows that degree centrality
leads to the best accuracy for both implicit and explicit links
according to all metrics. These results can be argued by the
assumptions behind the processing of each algorithm. Thus,
in Betweenness Centrality, the nodes are considered impor-
tant if they connect other nodes, regardless of the number
of connections they have. This measure can be seen as the
potential of a node to be a broker between two or more groups
of nodes. Although this measure seems to be very interesting
in social networks since it has a large influence on the control
of the flow in a graph (if a broker node is removed, the
flow will be stopped), It is not the case in the information
retrieval and re-ranking processes. In fact, the aim of creating
a link between two documents in information retrieval is
not to transfer information from one node (document) to
another, but to reference a node as relevant information to
the source one. Regarding the Degree Centrality measure,
it assumes that nodes with more connections (the number of
edges that they have) are more influential and important in
a network. This measure seems interesting for information
retrieval since a document with many links will be considered
a good reference (an important node in the graph). On the
other side, the HITS algorithm assumes that nodes can be
important for the network, but they are not central. In order
to find such nodes, the HITS algorithm introduces two types
of central nodes: hubs and authorities. Authorities are the
most cited nodes by hubs, and hubs are the nodes citing
the highest authorities. Taking into account that HITS is a
query-dependent algorithm, the main idea is to select the
K top-ranked documents according to the query and then
extend this initial set of roots to other documents. This basic
idea is not respected in our work, as we have used only the
top 1000 documents ranked by a textual model without the
extension step.

2) IMPLICIT VS. EXPLICIT LINKS IN IMAGE RE-RANKING
WITH TEXTUAL SCORES
In this section, we have done the same experiments as in
the previous section, but by combining link-based scores and
text-based scores to re-rank images. We have also displayed
the results of the textual run in order to study the impact of
using links as an evidence source compared to using only text
information. Best values of each metric are bold. Difference
rates between implicit/explicit links runs and textual run are
computed. Significant differences according to the Wilcoxon
test are starred (p<0.05). According to all measures, we note
that explicit links did not improve results compared to the use
of text only. No significant improvement is noted (difference
rates with the triangle-right symbol). Doing the same com-
parison using implicit links (Difference rates with♣ symbol),
we note that there is slight difference that is not significant at
P@5, but a significant improvement is observed at P@10 and
MAP measures. Moreover, the Degree Centrality algorithm
provided the best performance in image re-ranking, as shown
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TABLE 1. Results of image re-ranking without textual scores.

TABLE 2. Results of image re-ranking with textual scores.

in the Table 1 results. However, in contrast to the results of
image ranking based only on link scores (Table 1), we found
that the use of implicit links was better than the use of
explicit hyperlinks (difference rates with the ♠ symbol) for
image re-ranking since it provided a significant improvement
according to the three link analysis algorithms (e.g., +4%
for P@5, +5% for P@10, and +11% for MAP when using
Degree Centrality). These results attract attention, but they
could be explained by the relation between the relevance
density and the link density. The relevance density is defined
by the proportion of the returned documents that contain
relevant documents, while the link density is defined by the
proportion of the returned interlinked documents.

3) INTERPRETATION OF RESULTS
In our case, regarding the explicit link density (number of
hyperlinks) on the list of returned images, it is obvious that
this density is very high in the top-ranked images since the
textual representations of these top-ranked images share the
most common words with each other thanks to the common
terms in the query. More precisely, the textual representations
of the top ranked images share with the query more common
terms than the down ranked images. This explanation is
illustrated in part (a) of Figure 7. Moreover, the hyperlink
density (explicit links) is higher in the top-ranked images
than the lower-ranked ones since there are more common
terms between the textual representations of images. Part b of
Figure 7 illustrates this interpretation. However, for implicit
links, the density is calibrated and scattered along the entire

list since the link creation is based on the topic modeling.
In fact, the top-ranked images could be linked with the lower-
ranked images if they share the same topic, even if there
are few common terms between their textual representations.
This explanation is illustrated in part c of Figure 7.

Since the relevance density is generally very high in the top
ranked images for a given query and the hyperlink density
is also very high in the top ranked images, the re-ranking
accuracy was slightly affected when combining textual scores
with link-based ones, which argues that the combination did
not have a positive impact on the retrieval accuracy. However,
implicit links analysis was interesting for image re-ranking
thanks to the LDA model: several returned images have
changed their rank positively thanks to the implicit links.

Finally, releasing some statistics on both link types in the
collection, we have found that only 7% of implicit links
(automatically created) are also explicit links, and 10% of
explicit links (manual hyperlinks) are also implicit links.
These statistics show that there is a gap between both link-
types, and we plan to study combining both link-types in
image re-ranking to enhance accuracy.

C. DISCUSSION AND ISSUES
According to the previous experiments, the main findings
of our study could be summarized as follows: 1- Creating
implicit links between images seems like a good solution for
improving text-based image retrieval accuracy since combin-
ing the textual scores with the implicit links scores allows for
a significant improvement in accuracy.

VOLUME 11, 2023 90533



K. Gasmi et al.: Link-Driven Study to Enhance Text-Based Image Retrieval

FIGURE 7. Relevance density vs link density throughout returned documents for a given query.

2- The benefit of the link analysis on the image re-ranking
depends on two features: the nature of the links between
documents (purely semantic or containing navigational and
advertising links) and the link density. In fact, explicit links
outperformed implicit links when ranking images only by
link scores (Table 1), whereas the contrarywas obtainedwhen
combining link scores with textual ones (Table 2).

3- The combination of both link types could enhance
furthermore the image re-ranking accuracy since a gap is
observed when overlapping both types of links: explicit
links created by the authors are more semantic and accurate
whereas implicit links created automatically covers more
documents.

To better understand the impact of using links on image re-
ranking, we have released query-by-query analysis and com-
puted the number of queries having the best results according
to each link strategy: using implicit links, using explicit links,
and without using links, according to the following measures:
P@5, P@10 and MAP. Table 3 presents the statistics of the
used queries in our study.

According to Table 3, we notice that 72% of queries have
the best results without the use of links (36 queries out of
a total of 50) for P@5. By the same way, 56% of queries
obtained the best results when there was no use of links
(28 queries among a total of 50) for P@10. These results
show that links are not very beneficial for enhancing image
re-ranking in top results and that using only textual informa-
tion is sufficient. These results are not very surprising, as the
top-ranked documents generally contain all the words of the
given query, and consequently, they have a high probability
of being relevant. However, when analysing the overall per-
formance (according to MAP measure), we note that 82 %
of queries have obtained the best results when the links are
used (14+27 queries among a total of 50). In addition, we can

observe that the use of implicit links is better than the use of
explicit links (9 vs. 5 for P@5, 12 vs. 10 for P@10, and 27 vs.
14 for MAP, respectively), which confirms our assumption
that building and analyzing implicit links for image retrieval
is more beneficial than creating and using explicit links
(hyperlinks). In the last part of our study, we constructed an
artificial run (named in our experiments ‘‘Best Comb’’) by
keeping the best result over the three strategies (implicit links
vs. explicit links vs. no links) for each query according to
the MAP value. So, in the Best Comb run, 14 queries are
processed by the explicit links, 27 queries are processed by
the implicit links, and 9 queries are processed only by textual
information. Table 4 presents the results of the textual run,
the best implicit links-based run, the best explicit links-based
run, and the best comb run.

The main conclusion of Table 4 is that the best results are
obtained by the ‘‘best comb’’ run, which is a combination of
the three link strategies. which means that for some queries
in text-based image retrieval, it is better to create and analyze
implicit links; for other queries, it is better to create and
analyze explicit links; and for a third set of queries, it is
better to not use links outright. Based on our study and our
findings, a new challenge appears: how to classify textual
queries to decide the best strategy to search for relevant
images: text-based image retrieval without links, implicit
links-based image re-ranking, or explicit links-based image
re-ranking? By examining the set of queries used in our study,
we think that some query features could be interesting in the
classification process, such as the query size, the existence or
not of a color term, an entity name, or a phrase. Moreover,
semantic relatedness between query terms could also be a
leading feature for the query classification.

At the end, we confront our findings with the results of the
work presented in [65] that did not use links (neither implicit
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TABLE 3. Query set statistics according to best results.

TABLE 4. Results of the different strategies in our link driven study for image retrieval.

TABLE 5. Comparison between our work and literature works.

TABLE 6. Results of approaches using only simple textual information in
the Wikipedia retrieval task 2011.

nor explicit). In this work, the authors have proposed a docu-
ment segmentation method to represent images by a specific
textual part of the document, and then we have applied the
LDA model to retrieve relevant images for each given query.
The results presented in Table 5 show that the work [65] based
on a specific method of using textual content of documents
to represent images has the same accuracy (0.400 at P@5)
and sometimes outperforms (0.281 vs. 0.270 at MAP) the run
exploiting implicit links between images. These results con-
firm the assumption that the links were not always beneficial.

However, we observe clearly that the combination of the
three strategies by selecting the best strategy according to the
query features improves significatively the accuracy over all
the approaches (+12% at P@5; +13% at P@10, +11% at
MAP compared to the work [65] with p-value<0.05).

We also compare our work with the official runs in the
Wikipedia retrieval task 2011. To do this fairly, we take into
account only official runs using textual information without
relevance feedback or query expansion. Table 6 shows official
results ranked by MAP.

The results show that our work outperforms all the pro-
posed methods in Wikipedia retrieval task 2011.

VI. CONCLUSION
In this paper, we have conducted a link-driven study for
enhancing text-based image retrieval. In fact, we have com-
pared the use of textual information as the only source of
evidence to retrieve relevant images for a given query and the

exploration of explicit (respectively implicit) links between
images to improve image retrieval accuracy. Experimental
results demonstrated that the use of implicit links compared
to the use of explicit links has 5% more accuracy at top-
ranked results and 11% more accuracy at overall accuracy.
These improvements are statistically significant. Query-by-
query analysis showed that in the top-ranked results, the use
of links is not always beneficial and the text around images
is a sufficient source of evidence to determine the image
relevance for a given query (72% and 56% of queries for
P@5 and P@10, respectively). However, according to the
overall performance of the image retrieval process, the use of
links is very interesting and allows to enhance textual results
very well (82% of queries for MAP measure). Another inter-
esting finding of our study is that, overall, the best strategy
to retrieve images (no links, implicit links, explicit links)
depends on the query, and a good choice of strategy allows
for the best accuracy. Based on this finding, a new challenge
appeared: define a query classifier to decide which strategy
is the best to retrieve relevant images by analyzing the query.

In future work, we plan to study and classify queries
according to some features in order to choose the best strat-
egy. In addition, we want to further investigate the combina-
tion of explicit and implicit links in image retrieval. On the
one hand, explicit hyperlinks are more semantic than implicit
links if they are informational since they are createdmanually,
and on the other hand, it is not possible to link manually
all similar documents in the collection, so it is interesting
to build automatically implicit links between images to take
into account all possible similarities. The motivation behind
this perspective is that only an overlapping of 10% was found
between both implicit and explicit links. Finally, another issue
to investigate in our work is multi-modal image retrieval. The
combination of content and context-based image retrieval has
shown its effectiveness in several works. Therefore, we plan
to explore visual features in the construction of implicit links.
It is possible, for example, to build visual-based links and
explore them in the image retrieval process.
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