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ABSTRACT The analysis of badminton player actions from videos plays a crucial role in improving athletes’
performance and generating statistical insights. The complexity and speed of badminton movements pose
unique challenges compared to everyday activities. To analyze badminton player actions, we propose a
skeleton-based keyframe detection framework for action analysis. Keyframe detection is widely used in
video summarization and visual localization due to its computational efficiency and memory optimization
compared to analyzing all frames of a video. This framework segments the complex macro-level activity
into micro-level segments and analyzes each micro-level activity individually. Firstly, it extracts skeleton
data from a motion sequence video using 3D:VIBE pose estimation. Then, the keyframe detection module
explores the sequence of activity frames and identifies keyframes for each micro-level activity, including
start, ready, strike, and end. Finally, the posture and movement detection modules analyze the posture and
movement data to identify specific activities. This framework is implemented in the device called CoachBox.
The proposed framework is evaluated using the mean absolute error on a dataset. The average mean absolute
error for the keyframe detection module is less than 0.168 seconds, and the striking moment detection has
an error of only 0.033 seconds. Additionally, a coordinate transform method is provided to convert body
coordinates to real-world coordinates for visualization purposes.

INDEX TERMS Keyframe detection, action analysis, skeleton detection, coordinate transform, action
analysis framework.

I. INTRODUCTION
Sports Action Recognition (SAR) is a challenging task used
for various sports, including soccer, volleyball, basketball,
tennis, and badminton [1], [2], [3], [4]. SAR detects and
recognizes actions during competitions, matches, warm-ups,
and training sessions [5], [6]. SAR-based applications have
been extensively utilized by sports analysts and coaches
to enhance athletes’ performance. The main objective of
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SAR applications is to identify the athlete’s actions from
an unknown video sequence, determine the action’s dura-
tion and type, monitor a player’s performance, track their
movements, recognize the performed action, compare various
actions, compare different kinds and skills of performances,
or perform automatic statistical analysis [7], [8], [9].

Badminton is a highly technical sport that can greatly
benefit from SAR-based applications for analyzing player
actions. Recently, research on badminton actions [10], [11]
has made rapid progress in monitoring athletes’ perfor-
mance. It involves comparing various actions performed
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by different players or multiple executions by a single
player, such as smash, clear, and backhand. These advance-
ments assist in practicing techniques and improving playing
styles [12], [13]. Ramasinghe et al. [14] proposed an accurate
approach for badminton stroke recognition using RGB-D
data. They utilized dense trajectories and trajectory-aligned
HOG features to classify four stroke classes, including smash,
forehand, backhand, and break, using an SVM classifier.
Wang et al. [15] inserted a chip into the badminton racket
to collect data, which was then analyzed by a deep con-
volutional neural network (CNN) for action recognition.
Another example is PitchAI, [16] a mobile app that analyzes
pitching movements using neural networks and 3D skeleton
data to calculate movement features and evaluate the kinetic
chain. The CoachBox [17] is a computer vision-based system
designed to monitor badminton strike actions and improve
player performance.

Intelligent badminton action recognition techniques [10],
[11] have been developed to provide objective analysis and
evaluation of badminton, leading to improved accuracy in
performance analysis and more efficient training programs
[18]. However, assessing and objectively measuring bad-
minton activity from the macro-level to the micro-level is
more challenging compared to daily activities. These tech-
niques do not provide detailed analysis of activities at the
micro-level, such as specific actions, movements, or behav-
iors of individuals or objects. They also lack the ability to
capture fine-grained aspects of an activity and may overlook
important seconds-level details or specific interactions. For
instance, badminton strokes, e.g. the smash, can be further
segmented into micro-level activity to enhance the analysis of
the player’s complete action. This level of granularity is nec-
essary to capture and understand the nuances of each attribute
of micro-level badminton activity. Therefore, there is a need
for a system that can comprehensively analyze badminton
activity from the macro-level to the micro-level, providing
insights into each attribute of micro-level badminton activity.

In order to perform badminton video analysis and pro-
cess activity from the macro-level to the micro-level, it is
crucial to extract relevant and essential information about
the badminton player. One important step in video analysis
is the extraction of keyframes, as they contain significant
information that provides a summary of the entire video
sequence. In this paper, we propose a novel framework that
utilizes badminton videos to extract keyframes from motion
sequences. This framework combines pose estimation tech-
niques and a keyframe detection algorithm to classify activi-
ties from the macro-level to the micro-level, as illustrated in
Fig. 1. The recognition of skeleton-based activity is achieved
by analyzing the sequence of skeleton keypoints over time
using 3D:VIBE [19] from RGB data [20], [21], [22]. The
keyframe detection module extracts key-pose frames from
a series of activity frames, while the pose and movement
modules detect and recognize key poses based on prede-
fined rules. By integrating these components, our framework
enables the analysis of badminton videos at various levels,

FIGURE 1. Skeleton based keyframe detection and action recognition
framework.

providing insights into both the macro-level and micro-level
activities performed by the players.

The proposed framework is implemented in CoachBox,
a stereo vision device equipped with two cameras that auto-
matically captures badminton actions for learning purposes.
The framework utilizes a database collected from multiple
athletes’ action data, including badminton smashes, and con-
sists of videos of a total of 600 badminton rallies. To evaluate
the proposed methodology, the mean absolute error is used as
the performance metric, calculated for each player. The aver-
age mean absolute error for the keyframe detection module is
less than 0.168 seconds, indicating a high accuracy in detect-
ing keyframes. Furthermore, the strikingmoment is measured
with an average mean absolute error of only 0.033 seconds,
demonstrating precise detection of the precise moment of
impact. The small magnitude of changes in activity within
a short time frame suggests that the proposed framework
performs well in capturing and analyzing badminton actions,
ensuring that the detected keyframes and striking moments
are within an acceptable range.

The primary contributions of this work include the devel-
opment of the framework, the utilization of a comprehensive
dataset, and the evaluation of the methodology using mean
absolute error, highlighting the effectiveness and accuracy of
the proposed approach are:

• Through our experiments, we demonstrate how incor-
porating the skeleton-based keyframe selection module
assists in achieving effective keyframe features for the
badminton activity framework.

• The developed framework extracts skeleton informa-
tion from the video and identifies keyframe pos-
tures for action recognition, reducing the computational
resources required compared to using all frames of a
video.

• The proposed network pathways are designed to provide
real-time feedback for coaches and athletes, enabling
them to improve their actions in a timely manner.

The rest of the paper is organized as follows: Section II
discusses the related work about badminton activity recog-
nition. Section III presents the methodology and prototype
design. Section IV describes the performance evaluation and
implementation environment, and section V concludes this
research.
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II. RELATED METHODS
In this section, we will explain the related methods that are
employed to recognize badminton shot actions. The stereo
vision cameras capture the players’ video that assists in
reconstructing the 3D representation of the player and calcu-
lating the court size. Subsequently, OpenPose and VIBE are
utilized to extract the 2D and 3D skeletons from the video.
Finally, a keyframe detection module is employed to extract
key frames for sub-action content analysis. Additionally, the
details of the badminton action recognition and keyframe
extraction methods will be provided.

A. STEREO VISION CAMERA
We utilized two stereo vision cameras with different viewing
angles to accurately capture the depth information of bad-
minton actions by employing the principle of triangulation
[23]. By obtaining depth information from stereo vision,
it becomes possible to reconstruct a three-dimensional (3D)
representation of the scene. Prior to calculating the 3D posi-
tions, it is necessary to determine the intrinsic and extrinsic
matrices for each camera.

To obtain the intrinsic matrix and distortion parameters
for each camera, a checkerboard pattern was used to assist
in calibration. Additionally, the extrinsic matrix for each
camera in the court was calculated by employing homography
mapping from the white field lines of the court to the known
court size. Once the camera parameters were obtained, the 3D
points were triangulated from a set of points calculated using
two different perspective images.

B. HUMAN SKELETON DETECTION
Human skeleton detection can be broadly categorized into
two types: 2D skeleton prediction models and 3D skeleton
prediction models.

1) 2D HUMAN SKELETON DETECTION
Firstly, we utilize OpenPose [20], which is an open-source
state-of-the-art method based on Part Affinity Fields (PAF) to
track human pose in badminton court. PAF provides vectors
that connect one joint point to the next, capturing the rela-
tionships between different body parts. OpenPose is a highly
capable framework that enables the detection and tracking
of multiple people’s poses simultaneously. This multi-person
tracking capability is particularly important as it allows us to
account for human interactions and analyze them in natural
settings. By leveraging OpenPose, we can accurately track
and analyze the poses of badminton player and understand
their interactions with each other that aids in visualizing from
real-world court to the virtual world.

2) 3D HUMAN SKELETON DETECTION
We utilized the VIBE (Video Inference for Human Body
Pose and Shape Estimation) network [19] to extract the 3D
human skeleton from a monocular RGB video [24]. The
primary objective of VIBE is to accurately estimate the 3D

body pose and shape of badminton players from such videos.
VIBE adopts an end-to-end architecture, transforming 2D
input images to 3D skeleton coordinates through a generative
adversarial network (GAN) [25]. To capture the temporal
relationship of the video frames and enhance action coher-
ence, VIBE incorporates a gated recurrent unit (GRU) [26].
To train VIBE, a mixed dataset comprising 2D and 3D data

from MPI-INF-3DHP [27], Human3.6M [28], and 3DPW
[29] is employed. This diverse dataset ensures robust training
and generalization of the network. VIBE’s performance is
evaluated using the Percentage of Correct Keypoints (PCK)
metric, achieving an impressive correctness score of 89.3%.

VIBE detects 49 key points of the skeleton, providing a
detailed understanding of the actions captured in the bad-
minton video. This comprehensive set of key points enables
a thorough analysis of the player action content, facilitating
further interpretation.

C. TRAJECTORY DETECTION
We employed the TrackNetv2 network, as described in [30],
to track shuttlecocks and visualize their positions in the vir-
tual world court. TrackNetV2 is specifically designed to excel
in detecting small, fast-moving objects such as shuttlecocks
in video footage. It operates on a frame-by-frame basis, accu-
rately determining the shuttlecock’s position in each frame.

The architecture of TrackNetV2 follows an encoder-
decoder structure. The encoder acts as a feature extractor,
utilizing convolutional kernels to capture image clues and
condensing the features through max-pooling operations.
Conversely, the decoder expands the feature maps to gen-
erate the prediction function, enabling accurate shuttlecock
tracking.

TrackNetV2 is trained on dataset that contains
55563 frames including 15 broadcast videos of professional
games and 3 amateur games. In order to prevent overfitting,
we collected an additional 125 rally videos with diverse
backgrounds and filming angles. Approximately 2,500 to
3,000 frames were included from each video. TrackNetV2
accuracy respectively reach to 98.7% in the training phase
and 85.4% in a test on a new match. Moreover, TrackNetV2
exhibits a processing speed of 31.84 frames per second (FPS),
which greatly facilitates shuttlecock tracking in our approach.

D. KEYFRAME EXTRACTION
Several researchers have proposed various keyframe extrac-
tion methods using different strategies. Phan et al. [31] intro-
duced an efficient framework named KFSENet for action
recognition in videos, incorporating keyframe extraction
based on skeleton deep learning architectures. Kim et al. [32]
proposed a bidirectional consecutively connected two path-
way network (BCCN) for efficient gesture recognition using
a Skeleton-Based Keyframe Selection Module. Lv et al. [33]
developed a sports action classification system for accu-
rately classifying athletes’ actions based on keyframe
extraction.
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FIGURE 2. Keyframe based activity recognition methodology.

III. KEYFRAME BASED ACTION ANALYSIS
METHODOLOGY
keyframe based action analysis framework contains four
main modules including data extraction, keyframe detection,
posture detection and movement detection, as illustrated in
Fig. 2.

A. DATA EXTRACTION MODULE
The first module of the system is data extraction, which
consists of five steps: multi-view video, camera parame-
ters, skeleton detection, trajectory detection, and coordi-
nate system. The multi-view video system is equipped with
two stereo-vision cameras to capture the game video of
badminton players. The camera parameters, including the
intrinsic and extrinsic matrix and distortion parameters, are
calculated using the methodology defined in subsection II-A
of section II. The skeleton detection utilizes the 3D:VIBE
[19] method to identify the keypoints of the human body from
the video. Similarly, the TrackNetV2 [30] network tracks the
3D position of the badminton shuttle from the video.

After the calculation of the above steps, the coordinate
system incorporates real-world court coordinates synchro-
nized with timestamps and camera parameters. The court
coordinates are defined with the court as the origin, the
short side as the X-axis, the long side as the Y-axis, and the
Z-axis pointing upward towards the ground’s normal vector.
The corrected camera parameters are utilized to establish the
relative relationship between the two cameras and the court
origin, enabling the visualization of the players’ actions and
the ball. Lastly, the body and shuttle coordinates extraction
are mapped onto the world coordinate system to be visualized
in the virtual court.

B. KEYFRAME DETECTION MODULE
Keyframe detection is utilized to extract key-pose frames
from a series of action frames. In a sequence of action frames,
there are several key poses that specifically represent certain
actions. Our proposed method for action recognition extracts
key pose frames from videos instead of analyzing the entire
video sequence frame-by-frame. This approach significantly
reduces the amount of data that needs to be processed,
as keyframes only capture the most significant parts of the
video where noticeable changes occur.

FIGURE 3. Keyframe detection module.

FIGURE 4. Working flow of keyframe detection module.

To identify these keyframes, we focus on studying the bad-
minton smash action, which can be roughly divided into four
key poses. These poses are determined based on the skele-
ton keypoints and ball trajectory, as illustrated in Figure 3.
By analyzing the skeleton and trajectory information, each
smashing video is segmented into several one-shot videos
using the trajectory turning point as a reference. The one-shot
videos are synchronized with timestamps from two different
perspectives, and the entire action can be segmented based on
four key posture positions, including the start, ready, strike,
and end poses.

First, the ball trajectory turning point is calculated to deter-
mine the moment of the strike position. The turning point
can be calculated by analyzing the variation product of the
Y vector, considering that badminton is played along the long
axis. If the trajectory turning point is not found, it indicates
that the ball was not hit, and the racquet is considered invalid.
This process is illustrated in the flow chart shown in Figure 4.
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Second, the ready posture keyframe is determined based on
the position of the elbow as the back-most point of the court
from the beginning of the video up to the keyframe of the
strike. The elbow keypoint plays a crucial role in identifying
the ready posture in the badminton smash action.

f0+k∗fps∑
f=f0

w∑
i=0

|jif+1 − jif | < const (1)

Third, the start posture keyframe is identified as the frame
with the least skeleton variation. The start posture is deter-
mined based on the relaxed position of the body, either
considering the entire body or specific joints in a relaxed posi-
tion. The relaxation position is calculated using the Euclidean
distance equation [34], as shown in Equation 1. In Equation 1,
f0 represents the initial frame, k is the time in seconds, fps is
the camera frame rate per second,w denotes a set of important
skeleton points (such as the shoulder, elbow, neck, wrist),
and ji represents the 3D coordinates of skeleton point i in
the court. The equation implies that the sum of the moving
distances of all skeleton points w within k seconds should
be less than a threshold. The threshold can be determined
by calculating the sum of the first quarter of the movement
of all skeleton keypoints (e.g., if the keypoints’ movement
is 100cm, a threshold value of 25cm is considered). If the
Euclidean distance variation for the w skeleton points within
k seconds is less than the threshold, it is considered as a start
posture keyframe for the smash action.

Finally, the end posture keyframe is determined by con-
sidering the position of the wrist as the lowest point on the
court from the keyframe of the strike to the end of the video.
The timestamp can also be utilized to assist in identifying the
keyframe, especially when the keyframe is located very close
to the end of the video. The overall analytical framework for
the badminton smash action, which includes action descrip-
tion, keyframe detection, posture analysis, and movement
analysis, is defined in Table 2.

Furthermore, this framework can also be applied to ana-
lyze other ball actions in badminton, such as the fore-
hand/backhand high ball and the forehand/backhand cut ball.
The process involves specifying keyframe restrictions and
extracting the features of each posture and movement for
analysis. The only differences lie in the number of keyframes
and the specific action judgments. For instance, the analysis
of the hit angle is required for high ball, smash ball, and
cut ball, but the landing location of the ball and the ball
speed requirements may vary. Therefore, the judgments for
different types of actions need to be tailored accordingly.
In this case, the number of keyframes remains the same for
these three actions, but it will differ from the analysis of a flat
ball.

C. POSTURE AND MOVEMENT DETECTION MODULE
The posture and movement evaluation modules analyze
both the static and dynamic movements of the action fea-
tures. Once the keyframes are detected, the entire action is

FIGURE 5. Posture detection mechanism for badminton smash start post.

segmented into several segments. The static pose is defined
by the stillness captured in the keyframe, while the move-
ment occurring near the keyframes or between two keyframes
represents the dynamic pose. For instance, in the case
of a badminton smash, there are four key postures: start,
ready, hit, and end. Additionally, there are three key move-
ments between adjacent keyframes, including the preparation
period, swing period, and closing period. The extracted fea-
tures from these key postures and movements are valuable as
they can be evaluated based on expert feedback. This evalu-
ation process aids both beginners and professional players in
assessing their actions.

The posture detection module measures the position of
each keyframe posture, including start, ready, strike, and end,
based on rules defined by coaches and experts [16]. For
example, the start posture of a badminton smash is defined by
five skeleton keypoints positions. First, the lean angle, which
is the angle between the spine vector J1J8 and the ground
normal vector n, should be between 10◦

∼20◦. Second, the
hands should be placed naturally in front of the body without
overlapping, ensuring that the right hand J4 and left hand J7
are on their respective sides and facing the plane defined by
keypoints J2J8J5.

Third, the knees keypoints J10, J13 should be in a squat
position, and the angle between the both thigh keypoints
J9, J11 and the both calf keypoints J12, J14 should be between
150◦

∼170◦, as shown in the orange rectangle in Fig. 5.
Fourth, the absolute distance between the two heel keypoints
J21 and J24 should be the same as the width between the
shoulder keypoints (J2 and J5), with an acceptable error
of about 20 cm. Finally, the center of gravity should fall
between the feet, with an acceptable error of about 10 cm, and
the gravity vector G should be projected onto the midpoint
keypoint (ankle joint keypoints J11 and J14) with an absolute
vector error of 10%. Similar patterns are used to measure
the remaining keyframe postures, including ready, strike, and
end.

The movement detection module detects the player move-
ment duration between the adjacent keyframes including the
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TABLE 1. Characteristics of the study participants.

FIGURE 6. Movement detection: smash swing period.

preparation period, the swing period, and the closing period.
The movement detection mainly focuses on changes and
accumulation in joints keypoints including rotation, action
sequence, kinetic chain, ball speed, etc. A player movement
is detected based on the movement features which is roughly
divided into four common categories including (i) angle;
(ii) spatial comparison; (iii) rotation; (iv) relax positions. All
these angles, lines and planar are composed of human joint
keypoints, ball positions, coordinate points, or gravity points
of the human body. For example, the swing period is detected
between the ready and strike posture as illustrated in Fig. 6.
The swing period is measured based on the movement of
upper arm with rotation of the waist and the forearm to hit
the ball. Similarly, the rest of movement period is determined
based on the rules shown in table 2 in the movement analysis
column. The posture andmovement detectionmodules assists
in determining the player’s action, and an action is determined
based on the body movement position either the whole body
joints or some joints.

1) GRAVITY POINT
It is worthmentioning that the center of gravity plays a crucial
role in ensuring the correctness of the player’s action. The
change in the center of gravity helps beginner players gain

FIGURE 7. OpenPose keypoints based gravity center.

a clearer understanding of their actions and improve them,
as illustrated in Fig.7. The center of gravity is a significant
aspect of biomechanics and locomotion, aiding in the mod-
eling of the human body and its activities. It is instrumental
in assessing static positions and various types of movement
techniques. The center of gravity [35] of the whole body
is calculated using the weighted average of body keypoints,
as shown in equation2, where wi represents the weight aver-
age of keypoints and ji denotes keypoint i of the body.

G =

∑
wi ∗ ji∑
wi

(2)

2) COORDINATE TRANSFORM
The coordinate transform method is used to map the human
body coordinates (kppose), generated by VIBE, onto the vir-
tual court coordinate system (kpcourt ), as depicted in Fig. 8.
In the figure, the red dotted rectangle represents the camera
coordinates, and the blue color notations represent unknown
parameters. The intrinsic matrix and extrinsic matrix are
represented by Ks, which is obtained using the perspective
projection formula of computer vision and perspective-n-
Point pose computation [36]. Rpose and Tpose are calculated
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FIGURE 8. Coordinate transform method.

FIGURE 9. Visualization of coordinates points with ball trajectory in
virtual court.

by applying rotation and taking the transpose of the skeleton
pose keypoints. After rotation and transpose of the skeleton
pose, a dot product is performed with the body coordinate
kppose to obtain the body keypoints image kpimg, which visu-
alizes the player’s body keypoints in the virtual court.

Similarly, Rcourt and Tcourt represent the court coordinates
rotation and transpose notations. These notations, along with
the dot product of kpcourt , also help in obtaining the body
keypoints image kpimg to visualize the player’s body key-
points in the virtual court. The notation kpcourt is obtained
using the formula defined in step 2. After finding the body
and court keypoints, they are visualized in the virtual court
along with the shuttle trajectory, as illustrated in Fig. 9, where
white points indicate the badminton trajectory and red points
represent the body keypoints.

IV. PERFORMANCE EVALUATION AND
IMPLEMENTATION ENVIRONMENT
A. DATASET
The badminton games dataset was captured independently
on multiple subjects and used for performance evaluation.
This dataset has synchronized multi-view videos and labeled
keyframes that are defined by each evaluation algorithm. The
dataset collection process include (i) fixing the position and
angle of the two cameras, (ii) the testing player needs to stand
in the red rectangle of the two pictures in CoachBox like the
fig 10, (iii) a ball machine also needs to be placed in a fixed

FIGURE 10. Camera view angle and tester standing position.

position so that tester can hit the ball better, (iv) selecting the
court line corner to calculate the extrinsic matrix, (v) starting
the test.

The dataset contains six types of ball for each of the ten
people that have different gender, ages, and levels, as stated in
table 2. The ball types include forehand and backhand smash,
forehand and backhand high ball, forehand and backhand cut
ball, and involve a total of six actions of 10 people. Each
action is done 10 times, which means the ball machine will
serve 10 consecutive balls as the data collection. So, a short
video of a total of 600 rallies that are pre-edited and stored in
the dataset. The intrinsicmatrix and extrinsicmatrix are saved
in the dataset. The collecting process is that the player arrives
at the designated position on the court, and then another
person presses the start test button. The ball machine first
serve two balls for initial testing, and these two balls will not
be included in the evaluation. Then, the official test starts by
serving 10 consecutive balls for the data collection and for
changing the next action.

B. PERFORMANCE EVALUATION
1) KEYFRAME DETECTION EVALUATION
The keyframe detection module is evaluated using the above
mentioned dataset based on the mean absolute error which
compares the ground truth and prediction frame labeling.
The keyframe module is evaluated according to different
categories of players. The first category represents the pro-
fessional player which is only one in our dataset and the
rest belongs to the beginner category. First, we evaluated the
module for the professional player and calculated the error.
The module used 60 different types of action to detect the
four different keyframes postures including the start, ready,
strike and end. The average mean absolute errors of the four
keyframe posture are shown in Table 3.
The performance of the keyframe detection module is also

evaluated on 5 beginner-level players which are randomly
decided and their actions frames are 300 actions in total. The
averagemean absolute errors of the four keyframe posture are
shown in Table 4. The results show that the mean absolute
error is larger for the beginner players that the professional
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TABLE 2. Characteristics of the study participants.

TABLE 3. keyframe evaluation on pro-level player.

TABLE 4. keyframe evaluation on beginner-level player.

FIGURE 11. Visualization of Athletes performance.

player due to the non-standard action. The reason for the
error is generally that the entire action is not completed or
the player does not return to the original position.

2) POSTURE EVALUATION
Each posture position is evaluated based on the pre-defined
rules in Table 2 and Fig. 5. The athlete who has the most
accurate posture position gets the highest score, as illustrated
in Fig. 11. The figure shows that the average score of the
beginning-level athlete is lower than professional player. The
reason is that their actions are inaccurate and incomplete
compared to the professional player.

The proposedmethod is comparedwith a similar method as
shown in Table5. These methods are able to recognize various
player actions, such as forehand, backhand, serve, and volley,
by analyzing the video frames. The performance of these
proposedmethods are evaluated on their own datasets, and the

TABLE 5. Comparative analysis with related methods.

TABLE 6. Number of evaluated strokes of each class.

FIGURE 12. CoachBox technology overview.

results showed that our method outperformed the other state-
of-the-art methods for player action recognition in badminton
videos. Similarly, the proposed method is evaluated on each
class to check the performance. Table 6 shows each class
result with their respective shots data.

C. CoachBox: SYSTEM TECHNIQUE
The CoachBox’s entire system technology is illustrated in
Fig. 12. It is divided into four main parts, video capture,
shuttlecock trajectory tracking, skeleton detection, and action
analysis. The video capture part includes how to synchronize
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and record the multi-view video, camera calibration that cal-
culates the intrinsic matrix and the extrinsic matrix, and also
includes using MQTT to transport the data from two cam-
eras. Trajectory tracking includes using TrackNetV2 to detect
shuttlecock tracks, 3D positioning, trajectory smoothing, etc.
Skeleton detection includes using VIBE to detect 3D human
skeletons, parsing the output of VIBE, and transforming 3D
skeleton points into the court coordinate system. The last
part is the action analysis system which uses the framework
proposed in this study to systematically analyze the actions,
including data extraction, keyframe detection, posture evalu-
ation, and movement evaluation.

V. CONCLUSION
This paper presents a badminton action analysis framework
that offers a solution for analyzing and evaluating com-
plex shots, such as the smash, in badminton videos using
the keyframe detection module. The framework can han-
dle real-time inputs from badminton games and provides a
comprehensive analysis of badminton activity, ranging from
macro-level to micro-level analysis, allowing for insights
into each attribute of micro-level badminton activity. Fur-
thermore, the framework is implemented on CoachBox,
enabling the mapping of player actions and shuttle trajec-
tories onto real-world courts for visualization. This system
assists coaches and players in generating analysis reports
that provide insights into their games, helping them correct
their action poses and reduce the risk of sports injuries. The
future work will focus on developing the action description
language to translate the coach’s defined feature judgments,
thus enhancing the algorithm’s efficiency and facilitating the
systematic integration of all action features.
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