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ABSTRACT The devastating effects of the COVID-19 pandemic created a need for sensitive and accurate
machine learning methodologies for assessment of predictors of pandemic vulnerability. The performance
of machine learning methodologies was assessed to correlate, predict, and rank selected demographic,
health, and economic public health parameters, relative to COVID-19 case fatality rates in 26 countries.
Random Forest Regressor (RFR) and Extreme Gradient Boosting models (XGBoost), both with distribution
lags, a novel K-means-Coefficient of Variance (K-means-COV) sensitivity analysis approach and Ordinary
Least Squares Multifactor Regression methodologies were used to evaluate correlation of predictive non-
pandemic features, grouped into two novel public health indices, Population Health Index (PHI) and Country
Health Index (CHI). A novel scoring model was developed for country level pandemic risk assessment.
Multiple analyses demonstrated that XGBoost methodology had higher sensitivity and accuracy across
all performance metrics relative to RFR, proving that cardiovascular death rate was the most dominant
predictive feature for PHI for 46% of countries, and hospital beds per thousand people for CHI (46%).
The novel K-means-COV sensitivity analysis approach performed with high accuracy and was successfully
validated across all three methods, demonstrating that female smokers was the most common predictive
feature across different analysis sets. All assessed machine learning methodologies performed with high
accuracy and demonstrated strong predictive value. Only 42.3% of countries in the PHI and 15.4% in the
CHI were identified to have a low pandemic vulnerability risk.

INDEX TERMS Country Health Index, COVID-19, K-means-Coefficient of Variance sensitivity analyses,
multifactor regression, pandemic risk scoringmodel, PopulationHealth Index, proactive pandemic readiness,
Public Health Index, Random Forest Regressor, XGBoost Regressor.

I. INTRODUCTION
COVID-19 became the world’s number one health problem in
a very short timeframe. It started in December 2019, when
the Wuhan Municipal Health Commission (Hubei Province,
China) reported a cluster of pneumonia cases of unknown
origin, and already in March 2020, the World Health Orga-
nization declared a global pandemic [1], [2], [3]. The world
was not prepared, and the health systems were struggling to
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manage the high number of infected patients that required
advanced care, often in intensive care units and with high
fatality rates. Scientists and pharmaceutical manufacturers
around theworld were accelerating research to develop potent
vaccines against COVID-19. In addition, many researchers
started analyzing the available data in the effort to understand
the disease, guide treatment of patients, forecast the spread of
the pandemic and understand critical factors that impact pre-
paredness of countries to respond to the pandemic from the
public health perspective. The first vaccines were approved
for use in December of 2020, withmassive vaccination efforts
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staring in 2021 around the world. As of March 21, 2023,
COVID-19was already responsible for 6.9million deaths and
a loss of $3.8 trillion in output worldwide, and an estimated
loss of $202.6 billion in revenue for America’s hospitals and
healthcare systems [4], [5], [6], [7]. The real cost of this
pandemic, impact on people, their mental health and long-
term health complications is yet to be understood. At the same
time, the full impact on the economies worldwide is unknown
and will be the subject of research and investigation for years
to come.

To assure better pandemic readiness, researchers world-
wide analyzed available COVID-19 data, recognizing the
need to define, predict, and better understand critical country-
level factors contributing to the COVID-19 morbidity and
mortality. Researchers focused their work to address clinical
aspects: identification of drug candidates against SARS-
CoV-2 virus [27], risk assessment of patients at hospital
admission [28]; blood markers as tools for quarantine assess-
ment [29], and vaccine data [32]. Other researchers focused
their work on assessing non-clinical factors, such as demo-
graphics, travel, environmental factors (temperature, relative
humidity, atmospheric pollutants, etc.), capacity and health
related county-level factors, vulnerable population scores,
national socio-economic factors, and different epidemiologi-
cal data [12], [30], [31], [33], [34], [35], [36].
In the effort to better organize and assess data, researchers

often utilized existing public heath indices, ratios, and initia-
tives, such as Case Fatality Ratio and Global Health Secu-
rity Initiative. They assessed indicators of the magnitude
of COVID-19 burden by applying model-derived measures
of pandemic severity, statistical models, and correspond-
ing clinical parameters, including excess mortality [9], [10],
[11], [15]. The Absolute and Signed Importance Index were
used to identify socio-economic factors that contribute to
the variability of the pandemic. COVID-19 Vulnerability
Index and pandemic severity Impact Assessment were used
for identifying and mapping vulnerable counties [14], [15].
At the country level, the Resilience index r and the Prepared-
ness and prevention Index p, were used to measure impact of
average mortality, hospital and intensive care unit occupancy,
and impact on vaccination [16]. Poverty was also identi-
fied as an important factor, and multidimensional poverty
indices were used at a global level, and COVID-19 poverty
vulnerability index at a country level, showing considerable
inequality among regions and ethnic groups and tracing the
trends in increasing infection and a higher mortality rate in
vulnerable regions [18], [19], [21].
Data used for analyses varied from a single data source to

multiple sources supplementing the main databases, from a
single data point to longitudinal data collected over time, and
from several weeks up to 15months. For example, JohnsHop-
kins University (January to July 2020), Oxford COVID-19
Government Response Tracker (January to December 2022),
Research and Development data for overall Information
Value scores, and World Health Organization-Joint External

Evaluation data for Ready Score and four sub scores; Our
World in Data repository (2021); and data from 3042 counties
in the United States (January 2020 to March 2021) [13], [14],
[16], [17].

Conducted analyses varied from descriptive statistics
to comprehensive advanced data analytics, sophisticated
machine learning and artificial intelligence methodologies,
to predict and forecast development of the COVID-19 pan-
demic, and to screen and guide contact tracing and drug
development for SARS-CoV-2 virus. Researchers utilized
different methodologies: regression models with both inde-
pendent and proximity dependent outcomes, and variable
selection through LASSO [14]; non-parametric, multiple
non-linear regression techniques, decision tree-based meth-
ods, such as Random Forest and Gradient Boost, Support
Vector Machines, K-nearest neighbor and deep neural net-
work models, Convolutional Neural Networks [9], [11], [20],
[21], [22], [23], [25], [26]; models based on the Broad
Learning System [24]; Hierarchical Condition Category
Score; Herfindahl–Hirschman Index, Quantile Regression
and Hierarchical Regression Models [17]; and unsuper-
vised machine learning techniques, in particular, hierar-
chical clustering analysis and agglomerative hierarchical
clustering [15].
While the results varied in utility, collectively they helped

to advance the existing knowledge and paved the way for
further research. It became abundantly clear that there were
many factors that contribute and influence the pandemic risk
at a country level. For example, population demographics,
sex, age, racial minority, economic and socio-political fac-
tors, and the presence of comorbidities such as obesity and
cardiovascular disease.While all these factors played a signif-
icant role in determining mortality rates, there are significant
variations between countries in terms of size, public gover-
nance, expenditures in health system, as well as in testing
and reporting. These variations continue to create substan-
tial limitations in standardizing assessment approaches [10],
[14], [15], [16]. Documented heterogeneity across countries
necessitates more sophisticated testing methods and more
simplified and standardized models. In an attempt to improve
these models, non-pandemic parameters can be used to accu-
rately and proactively predict country pandemic vulnerability.
Results of these analyses should stimulate development of
appropriate strategies and actions by country public health
officials, policymakers, as well as disaster management
agencies.

In the effort to improve upon the work done so far,
this paper analyzes non-pandemic parameters utilizing
four machine learning methodologies, including one novel
approach. The performance and accuracy of these method-
ologies were assessed and compared. These models utilized a
comprehensive 3-year longitudinal dataset, to assess correla-
tion and predictive value of selected demographic, health, and
economic non-pandemic parameters relative to COVID-19
case fatality rates in 26 countries. The results of these
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TABLE 1. Public health indices definitions from the our world in data metadata file [8].

analyses created a foundation for the development of a novel
country specific pandemic risk scoring model.

II. MATERIALS AND METHODS
A. DATA
This research used a dataset from the Oxford University
Our World in Data Covid 19 Dataset [8]. This dataset con-
tains data points collected on an ongoing basis from Johns
Hopkins University, Center for Systems Science and Engi-
neering COVID-19 data, OXFORD COVID-19 Government
Response Tracker, and European Centre for Disease Control,
from January 2020 to present. The original dataset contains
data from 207 countries and territories from which 26 coun-
tries were selected for this research: United States, Canada,
Finland, Iceland, Denmark, Belgium, Sweden, United King-
dom, Czechia, Slovakia, Switzerland, Slovenia, Austria, Italy,
Ireland, Portugal, France, Netherlands, Luxembourg, Spain,
Serbia, Bulgaria, Romania, Latvia, Cyprus, and Estonia. Data
for this research paper was accessed and downloaded on
Dec 30, 2022, and this longitudinal dataset was used from
the period of January 1, 2020, to December 30, 2022. This
research was solely conducted by using publicly available
data.

The case fatality rate (CFR), an epidemiologic metric
defined as the proportion of deaths within an observed
population of interest [42], was calculated by dividing the
respective values in the total deaths column by the total cases
column of the dataset, for each of the 26 countries.

The variables (features) for the vulnerability assessment
were selected based on several criteria. They represented
demographic, health, and economic public health parameters,
non-pandemic in nature, commonly collected and publicly
reported on an annual basis for each country. All the param-
eters in the research database that fit these criteria were used
for this research, with no exclusions.

They were grouped into two novel indices, developed for
the purpose of the pandemic risk scoring model, and repre-
sented in Table 1.

The Population Health Index (PHI) represents variables
that describe the health status of the overall population living
in each country, in terms of age, risk factors, chronic condi-
tions and overall life expectancy. The Country Health Index
(CHI) represents variables that describe the health status of
a particular country, in terms of population and population
density, as well as the economic parameters, such as GDP,
poverty and health system. The values of variables, included
in the indices, did not change during the observational period
(January 2020-December 2022). While most of the country’s
demographic, health and economic non-pandemic parameters
do not change appreciably annually, it is also likely that the
COVID-19 pandemic limited regular updates.

The pandemic risk scoring model presented in Table 2 was
developed based on the data from the full dataset of 26 coun-
tries, for all selected variables in both public health indices.
The range for each variable was obtained by observing the
minimum and maximum values for each of the 13 features
and subsequently, the values were split arithmetically into
three even categories. In case of an uneven distribution of
countries, the categories were adjusted accordingly. All coun-
tries were then classified based on the variable (feature)
range and assigned scores across both indices. Tables with
country distribution per index and score are provided in the
supplement of this paper (Tables S198-S199).

Countries with the same Pandemic Risk score (Table 2)
of predictive features were paired together to accommodate
paired country analyses. Tables summarizing the distribution
of country pairs can be located in the paper supplement
(Tables S198, S199, and S200).

B. METHODOLOGIES
Data utilized in this research was pre-processed according to
the standard methodology of assigning the original dataset
to training and testing datasets. A 70/30 train-test split was
used since a larger training set allows the model to learn
more effectively and capture the underlying patterns in the
data. This 70/30 train-test split was done for both parts of the
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TABLE 2. The pandemic risk scoring model.

analyses. With a larger test set, a more robust estimate of the
model’s performance on unseen data can be obtained. This is
particularly useful when evaluating the model’s generaliza-
tion capabilities and making comparisons between different
algorithms or hyperparameter settings [46]. For the first part
of the analyses, data was analyzed at the aggregate level
for all 26 countries to assess the correlation of the non-
pandemic parameters to the case fatality rate variable as a
general variable for all countries together. For the second
part of the analyses, data was analyzed at the country level,
as single and paired analyses, with 70% of the training data
representing data from the start of the pandemic in March
2020 until January 2022. The remaining data from February
2022 until December 2022 was part of the 30% testing set.
This accounted for the variability of the case fatality rate
variable for each country across time. The 70/30 train-test
split was conducted utilizing the train-test-split method in
the Scikit-learn: Machine Learning library in Python [45].
Random Forest and XGBoost Regressor Models were suc-
cessfully trained on the training set. To assess how well
the machine learning models would perform on new data,
ten-fold cross validation was performed. Data cleaning was

conducted by resolving the problem of missing and duplicate
values, smoothing of noisy data and resolving data inconsis-
tencies, and removing outliers. In this type of dataset, it is
common that some data is missing, both at random and not
at random. For this research, it was important that the data on
the total number of cases and deaths was complete because it
was used for deriving the case fatality rate. This missing data
was resolved by taking the mean values of the total number
of cases and deaths from the previous day and the next day.
Other data was managed in a similar manner. PCA (Principal
Component Analysis) was used to resolve the issue of mul-
ticollinearity between the features present in PHI and CHI
indices, to improve the performance and interpretability of
the machine learning models. Data transformation (normal-
ization using Standard Scaler) was applied individually to the
training and testing datasets after the train-test split operation
was conducted. Feature engineering, feature selection, and
data quality assessments (completeness, reliability, consis-
tency, validity, and no redundancy) were also completed. Data
Exploration and Visualization was conducted utilizing over-
sampling with SMOTE (Synthetic Minority Oversampling
Technique) [36], along with the development of correlation
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matrix of different variables in the dataset, and exploration of
the dataset using graphics and visualization.

Two sets of machine learning methodologies were applied,
the first utilizing Random Forest Regressor (RFR) with dis-
tribution lag and Extreme Gradient Boosting (XGBoost) with
distribution lag. The second set of methodologies included
a novel K-means-Coefficient of Variance sensitivity analysis
approach validated by Ordinary Least Squares Multifactor
Regression (OLSMFR)model. Researchmodels in this paper
were selected based on several considerations: 1) character-
istics of the dataset (e.g., categorical data type, a non-linear
relationship between the independent and dependent vari-
ables, a smaller dataset size); 2) constant or dynamic nature of
the variables over the research period; and 3) performance of
selected models based on prior research and published litera-
ture. All machine learning analyses were done using Python
version 3.10.1 and the scikit-learn library version 1.2.0 [45].
In addition, the pandemic risk for individual countries was
evaluated utilizing a novel risk assessment scoring model.

1) RANDOM FOREST REGRESSOR WITH DISTRIBUTION LAG
AND EXTREME GRADIENT BOOSTING REGRESSOR
WITH DISTRIBUTION LAG
Random Forest Regressor (RFR) and Extreme Gradient
Boosting Regressor (XGBoost) methodologies were applied,
both enhanced by distribution lag, to assess which demo-
graphic, health and economic factors yield the highest pre-
dictors of the COVID-19 case fatality rates per country and
to provide the ranking order of predictive features. RFR is a
supervised learning algorithm that uses an ensemble method
for regression, combining the results of many regression
algorithms to enhance themodel’s accuracy and performance.
This model is robust to outliers in the data and works well
with a non-linear type of dataset, in addition to making it
easier to evaluate the feature importance or the contribution,
to the target variable [50]. XGBoost methodology has a
built-in cross validation model that helps with overfitting,
especially when working with smaller datasets. In addition,
the model is more appropriate for real-life datasets, solv-
ing for missing values, and showing higher sensitivity and
accuracy with a wider distribution of feature importance
compared to RFR model [53]. To improve the performance
of the RFR and XGBoost models, a distribution lag was
applied to the derived case fatality rate variable. Distribution
lags play important roles in explaining the short-run dynamic
and long-run cumulative effects of features on a response
variable [47], [48]. Time lag variables were created for the
previous day’s, week’s, and month’s case fatality rate using
the shift() method from the Pandas Library in Python. The
main purpose of these variables was to convert theOur World
in DataCOVID-19 timeseries dataset into a supervised learn-
ing problem. This enhancement improved and created more
robust predictions [47].

The analyses for both methodologies were done on
the same dataset in two parts: the first part ranked all

13 predictive features across the dataset of 26 countries
(aggregate analysis), and the second part analyzed the rank-
ing order of predictive features per country (single country
analysis) and in country pairs (paired analysis). The country
pairs were created based on the same Pandemic Risk scores
of predictive features (Table 2, Supplement Tables S198,
S199, and S200). Both analyses reported the ranking order
of features per public health indices, PHI, and CHI. Upon
implementation and training of the model and evaluation of
the model on the test set, the feature importance tables were
obtained for each country in the first part of analyses and then
for the second part for both indices (PHI and CHI). Ten-fold
cross validation was evaluated to identify the best hyperpa-
rameters for training themodel, to mitigate overfitting and get
the best results (defined as the lowest MSE and the highestR2

score possible) for each country and for each index.
To determine which model performs better, the metrics of

the two models were compared [best 10-fold cross valida-
tion score, mean squared error (MSE), R2 score, root mean
squared error (RMSE), and entropy]. The median value for
each of these metrics, selected to minimize the impact of
outliers, was calculated for each model and each index (PHI
and CHI) and compared to the corresponding values, RFR
PHI to XGBoost PHI, RFR CHI to XGBoost CHI.

In addition, the distribution of the dominant predictive
features that correlate the strongest with the case fatality rate
was assessed across countries. For this assessment we utilized
the single country analysis from the methodology with the
highest accuracy and performance. Paired country analyses
were conducted to assess if countries that were paired based
on the same Pandemic Risk score have the same or similar top
three predictive features to the single country analyses of each
country in the pair. Comparison of single versus paired coun-
try analyses was conducted across all predictive features and
the results were presented for the most dominant feature per
index. Country pairs were selected to represent low, medium,
and high ranges of the most correlated predictive feature.

2) K-MEANS-COEFFICIENT OF VARIANCE SENSITIVITY
ANALYSIS AND ORDINARY LEAST SQUARES
MULTIFACTOR REGRESSION
A novel model approach for K-means-Coefficient of Vari-
ance sensitivity analysis was introduced to evaluate predictive
features and determine their final ranking order relative to
the COVID-19 case fatality rate. In the past, COV method-
ology was used to improve K-means clustering accuracy by
introducing a variation coefficient weight vector to decrease
the effects of irrelevant features [43]. Using K-means-COV
methodology for this research introduced several advantages.
K-means clustering approach can be easily customized and
adjusted to new instances and examples in the dataset [59].
K-means can be applied to various data types and structures,
such as numerical, categorical, and mixed data, while differ-
ent sizes of clusters can be obtained relative to the dataset
that is being worked with. The clusters formed by K-means

VOLUME 11, 2023 90579



M. M. Vlajnic, S. J. Simske: Accuracy and Performance of Machine Learning Methodologies

are represented by their cluster centers that provide insights
into the characteristics and properties of the data points within
each cluster and are easily interpretable. As an unsuper-
vised learning algorithm, K-means does not require labeled
data for training. It can discover patterns and structures in
data without the need for prior labeling [60]. COV is an
efficient model used to compare the variability of different
features in the dataset to obtain the strength of correlation
of those features. This model allows for the comparison of
variability between different variables (features), even if they
have different scales or units of measurement. It provides
a standardized measure to assess the relative dispersion of
data points, making it useful for comparing datasets with
diverse characteristics [61]. Applying K-means-COV sensi-
tivity analysis provides an in-depth understanding of the rela-
tionship between independent (input) and dependent (output)
variables. This methodology tests and assesses the robustness
of the results and validates the prediction results of more
traditional and standard machine learning models [62].
In this paper, K-means-COV was used in two different

approaches. The first part of analyses (aggregate) clustered
26 countries based on the 13 predictive features. The second
part ranked the predictive features by clustering countries
based on public health indices (PHI and CHI). To determine
the optimal number of clusters for the K-Means clustering
methodology, the Elbow method was employed. The graph
of Within-Cluster Sum of Squares (WCSS) was developed,
based on the sum of the squared distance between each
point and the centroid in a cluster versus the Number of
Clusters. The elbow point, the point at which the rate of
decrease of WCSS is minimized, was used to determine the
optimal number of clusters for the K-Means algorithm. The
country-to-country difference of each clustering feature was
calculated and averaged to obtain the mean difference for
each clustering feature. Furthermore, the standard deviation,
sum of squared deviations from the mean, was calculated by
taking the difference between the actual values for each clus-
tering feature for each country-to-country comparison and the
mean of the country-to-country difference. The coefficient of
variance values for each of the features can be calculated by
applying equation (1) below:

COV =
σ

µ
(1)

where, σ is the standard deviation from the mean of the
country-to-country difference and µ is the mean of the
country-to-country difference. The ratio of those two values,
as applied in (1) yielded the coefficient of variance for each
respective clustering feature. The results of these analyses
yielded predictive features that correlated most highly with
the case fatality rate and were then compared to Ordinary
Least Squares (OLS)Multifactor Regression. OLSMultifac-
tor Regression model is an extension of the linear regression
algorithm and is appropriate to use with complex real-world
data. It is a computationally efficient model allowing for
faster model training and interference, introducing multiple

independent variables capable of modeling more complex
relationships, and reducing the error and bias in the esti-
mates [66], [67]. OLS MFR provides easily interpretable
results allowing for insights into relationships between vari-
ables, rapid prototyping, and quick analysis. It can be used on
a broad range of research questions and data types, handling
continuous, discrete, and categorical predictor variables [68].
The accuracy and performance of the K-means-COV

methodology approach was validated with OLS MFR model.
Additional validation was performed by conducting RFR
and XGBoost analyses on remaining features, and the final
ranking order of predictive features across different method-
ologies was compared.

3) PANDEMIC RISK SCORING MODEL
The Pandemic Risk score model was developed to assess
country pandemic readiness. All predictive features were
assigned a score, and the total score per index and per coun-
try was calculated. The country scores were then classified
into risk categories (low, medium, or high), as described in
Section B.1. Distribution of countries based on their total PHI
and CHI risk scores is shown in the results section.

III. RESULTS
Two sets of machine learning methodologies were utilized to
assess the most accurate methodology in predicting the rank-
ing order of the features correlating the most with the case
fatality rate. The first set included RFR and XGBoost, both
enhanced with distribution lag, and the second set included
a novel approach with K-means-COV and OLS Multifactor
Regression. All methodologies were assessed for accuracy
and performance and compared in a descriptive way. In addi-
tion, countries were assessed for their pandemic risk utilizing
a novel pandemic risk scoring model.

A. RANDOM FOREST REGRESSOR AND XGBOOST
REGRESSOR RESULTS
The first part of analyses, utilizing RFR and XGBoost
methodologies, ranked all 13 predictive features across the
dataset of 26 countries (Table 3).

The performed analyses indicated that the feature aged
65 older was the highest-ranking predictive feature for both
RFR and XGBoost analyses, while the importance value
was higher in the RFR analysis (0.8791) versus XGBoost
(0.4394). This feature was followed in importance by extreme
poverty and hospital beds per thousand for RFR, and with
population density and extreme poverty for XGBoost. The
accuracy of the performance of the two methodologies was
assessed and presented in Table 3 and Figure 1(a) and (b).

The accuracy and performance of both methods in the first
part of analyses was high and similar. XGBoost Regressor
model performed better, with three out of five metrics (MSE,
R2, RMSE) favoring XGBoost model and a better linear
relationship of Actual vs Predicted Values [Figure 1(a)-(b)].

The second part of RFR and XGBoost analyses ana-
lyzed the ranking order of predictive features per country
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TABLE 3. Rank of predictive features utilizing RFR and XGBoost Methodologies.

(single country analysis) and in country pairs (paired anal-
ysis). The country pairs were created based on the same
Pandemic Risk scores of predictive features (Section B.1).

Both analyses reported the ranking order of features per
public health indices, PHI and CHI. The summary results
of single country analyses, with the most common top three
predictive features, are presented in Table 4, with detailed
information presented in the supplement of this paper.

The single country analyses indicated that cardiovasc
death rate, aged 65 older, and diabetes prevalence are the
most common top predictive features for PHI utilizing RFR
analysis. Similarly, cardiovasc death rate, life expectancy,
and diabetes prevalence were the most common features for
PHI utilizing XGBoost. The top three predictive features
for CHI with RFR analysis were hospitalbeds per thousand,
human development index, and population. Both methodolo-
gies performed with high accuracy, with XGBoost perform-
ing better on all five metrics. In addition, this paper looked
at the distribution of dominant predictive features, correlating
the most with the case fatality rate across countries [Table 5].
The single country analyses performed with XGBoost were
utilized for this assessment.

Results for CHI with XGBoost analysis were similar, with
hospital beds per thousand people, population, and human
development index. The accuracy of performance of the two
methodologies was assessed and presented in Table 4 and
Figure 2(a)-(d).
In summary, the cardiovasc death rate feature correlates

most the strongly with the case fatality rate for 46% of all
countries, within the Population Health Index. Similarly, the
hospital beds per thousand feature has the highest correlation

for 46% of countries, within the Country Health Index. The
summary results of paired country analyses are presented in
Table 6, with detailed tables presented in the supplement of
this paper. The paired country analyses indicated that diabetes
prevalence, cardiovasc death rate, and female smokers are
the top three predictive features for the PHI utilizing RFR
methodology, similar to the XGBoost PHI results. The RFR
CHI results list human development index, extreme poverty,
and hospital beds per thousand, while XGBoost lists human
development index, hospital beds per thousand, and popu-
lation as the most predictive features. Both methodologies
performed with high accuracy, with XGBoost performing
better on all five metrics. Accuracy and performance of both
models for the second part of analyses was performed and
documented in Table 6 and Figure 3(a)-(d).

The sensitivity of the twomodels was assessed based on the
distribution of the feature importance values, indicating that
XGBoost is a more variable model with a wider distribution
across all features.

In addition, the similarity of the top three predictive fea-
tures was assessed from the single country analysis versus
paired country analysis focusing on cardiovasc death rate
as the dominant predictive feature for PHI (Table 7). Three
country pairs were selected to represent the distribution
across low, medium, and high cardiovasc death rate ranges.

Single versus paired country analyses showed similarities
in the ranking order of features across the twomethodologies.
XGBoost PHI and CHI analyses indicate that two out of
three features from single country analysis were included
in the ranking order of features in the paired analysis, con-
firming better accuracy of the XGBoost model over RFR.
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FIGURE 1. Comparison of actual vs predicted values for aggregate analyses.

TABLE 4. Summary of RFR and XGBoost single country analyses results.

Single versus paired analysis was also performed for hospital
beds per thousand people feature, as the dominant predictive
feature for CHI, providing similar results (Table S203 in the
supplement).

B. K-MEANS-COEFFICIENT OF VARIANCE SENSITIVITY
AND OLS MULTIFACTOR REGRESSION
ANALYSIS RESULTS
The second set of machine learning methodologies included a
novel K-means-COV sensitivity analysis approach and OLS
MFR. The first part of analyses ranked predictive features

across the dataset of 26 countries clustered on 13 features uti-
lizing K-means methodology (Table 8). The Elbow method-
ology was utilized to determine that the optimal number of
clusters was two (K = 2). Based on the inverse relationship
between the COV values and the OLS Feature Importance
values for the analyzed features [Figure 4(a)], the K-means
clustering-COV sensitivity analysis model had to be repeated
several times.

Before each new iteration, the three features with the
highest COV values (greater than 1) were removed and the
process was repeated for the remaining features, for a total
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FIGURE 2. Comparison of actual vs predicted values for single country analyses.

of six iterations. The feature importance scatter plots for both
iterations are presented in Figure 4(a)-(b). The final impor-
tance rank for the first part of analyses (aggregate analyses)
was defined based on the line graph of the last iteration of
Coefficient of Variance versus Ordinary Least Squares (OLS)
Multifactor Regression Feature Importance, demonstrating a
linear relationship between the remaining features.

The second part of analyses with the K-means COV sen-
sitivity and OLS MFR analyses ranked the predictive fea-
tures by clustering countries based on features grouped into
the public health indices (PHI and CHI) utilizing K-means
methodology (Table 9). The feature importance scatter plots
for both iterations are presented in Figures 5(a)-(b) and 6. The
final importance rank for the second part of analyses (per
PHI and CHI) was defined based on the line graph of the
last iteration of COV versus OLS MFR Feature Importance,
demonstrating a linear relationship between the remaining
features.

Both sets of analyseswithK-means-COV sensitivity analy-
sis model and Ordinary Least SquaresMultifactor Regression
confirmed a linear relationship between the final remain-
ing features and the alignment of the ranking order of

predictive features, validating the novel K-means-COV sensi-
tivity methodology approach. Additional validation was con-
ducted with RFR and XGBoost methodologies utilizing the
remaining features from theK-means-COV analysis, defining
the final importance ranks for the aggregate analyses, and
showing similar results in the final ranking order of predictive
features (Table 10).

C. PANDEMIC RISK SCORING MODEL RESULTS
The Pandemic Risk Scoring Model was developed based
on the feature ranges (Table 2). The total score for each
country allows classification into low, medium, or high-risk
categories per public health index (PHI, CHI).

The distribution of countries based on their total PHI and
CHI scores is presented in Figure 7(a)-(b) and Table 11.
As shown in the Figure 7(a) (PHI), the majority of the

26 countries were assessed to have a medium pandemic risk
(46.2%), while a smaller number of countries are classified
in the high (11.5%) or low (42.3%) pandemic risk group
under Population Health Index. The Country Health Index,
in Figure 7(b), shows that 69.2% of countries have medium
pandemic risk, while 15.4% of countries have low and
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TABLE 5. Distribution of predictive features across countries.

high risk. The United States is classified as a medium risk
country, for both indices, together with most of the countries
in Europe.

IV. DISCUSSION AND LIMITATIONS
During the COVID-19 pandemic, significant research was
conducted to enhance understanding and improve the sta-
tus of the pandemic. This type of research was driven by
academic and research sites. The devastating effect of the
COVID-19 pandemic created a need for the development
of more sophisticated machine learning testing models and
simplified standardized tools that can increase usability and
interactivity at the country level. Models and tools that use
commonly collected non-pandemic parameters allow coun-
tries to participate in pandemic risk assessments earlier. These
assessments can serve as proactive indicators stimulating
active discussion and development of pandemic readiness
strategies by country public health officials, policy makers,
and disaster management agencies.

This paper describes the application of two machine learn-
ing methodologies, Random Forest and Extreme Gradient
Boost Regressor enhanced with the distribution lag model,
and a novel machine learning approach using K-means-
Coefficient of Variance sensitivity analyses, validated by
Ordinary Least SquaresMultifactor Regression model. These
analyses were done to rank demographic, health, and eco-
nomic parameters (predictive features) for 26 countries rel-
ative to their importance and correlation with the COVID-19
case fatality rates and grouped into two novel public health
indices, Population Health Index and Country Health Index.
Grouping of variables allowed for the interpretation of the
results in the appropriate context of public health and for a
novel approach of K-means clustering for COV sensitivity

analysis. In addition, it created the foundation for the novel
Pandemic Risk Scoring model, classifying countries into low,
medium, or high pandemic vulnerability risk categories.

The RFR and XGBoost models were selected as the
most relevant models for feature importance evaluation, fre-
quently utilized by researchers [9], [20], [22], [23], [27], [35].
The K-means-Coefficient of Variance sensitivity analysis
was developed as a more sensitive novel machine learn-
ing approach, and the Ordinary Least Squares Multifac-
tor Regression methodology was introduced as a validation
model. All four methodologies were applied in a similar
approach, first looking at the ranking order of all 13 pre-
dictive features at the aggregate level, followed by more
complex analyses, single and paired country analyses, report-
ing the ranking order of features per public health indices,
PHI and CHI. K-means clustering methodology was utilized
with K-means-COV sensitivity analysis. RFR and XGBoost
were compared with performance metrics (best 10-fold cross
validation score, mean squared error, R2 score, root mean
squared error, and entropy). The median value for each of
these metrics, selected to minimize the impact of outliers,
was calculated for each model and each index (PHI and
CHI) and compared to the corresponding values, RFR PHI to
XGBoost PHI, RFR CHI to XGBoost CHI. The comparison
of RFR and XGBoost analyses confirmed that the XGBoost
methodology has a higher sensitivity, with the distribution of
feature importance values being wider across all the features,
and a higher accuracy across all performance metrics.

The K-means-Coefficient of Variance sensitivity analy-
sis was developed, assessed, and validated with OLS MFR
methodology. Additional validation was conducted with RFR
and XGBoost methodologies showing similar results in the
final ranking order of predictive features. The novel approach
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TABLE 6. Summary of RFR and XGBoost paired country analyses results.

of K-means-COV sensitivity methodology brings additional
value to the field of Systems Engineering. Sensitivity analysis
provides a deeper understanding of the relationships between
input and output variables. K-means-COV sensitivity analysis
tested the robustness and validated the results, feature impor-
tance and rankings, of RFR and XGBoost Regressor models.
The important relationships between model inputs (all data
input features) and the target variable (case fatality rate),

both on the aggregate level and per index (PHI and CHI),
led to the development of better and more robust prediction
models.

The methodology used in this research paper has several
limitations. For example, the RFR model with multiple deci-
sion trees may be fast to train but slower and ineffective for
real time predictions and can result in overfitting for datasets
in presence of outliers. It may provide feature importance
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FIGURE 3. Comparison of actual vs predicted values for paired country analyses.

rankings while not providing complete visibility into the
coefficients, as in linear regression algorithms [49]. XGBoost
Regressor methodology can also be vulnerable to overfitting
with multiple decision trees or when trained on a smaller
dataset. This model is also computationally intensive, with
multiple hyperparameters which must be tuned [52]. Both
RFR and XGBoost do not include lagged features that can
increase the dimensionality of the dataset, especially when
using multiple lag time steps. For this research paper, both
methods were enhanced with the distribution lag, leading
to more robust predictions and help in preventing overfit-
ting [47]. K-means-COV sensitivity methodology requires
the specification of the number of clusters (K) and is sen-
sitive towards outliers [57]. COV methodology provides a
measure of relative variability but does not give insights into
the nature or causes of the variability, making the interpreta-
tion of results more difficult and in need of further context
and domain knowledge [58]. OLS Multifactor Regression
model is also sensitive to outliers and to overfitting, which
can reduce the prediction accuracy of the model [65].

This model assumes that the data is linear with no multi-
collinearity between the features of the dataset. To address
non-linearity in the dataset for this research paper, the data
was appropriately scaled and normalized using the Stan-
dardScaler() method in Python before the OLS Multifactor
Regression methodology was ran [45].
The XGBoost Regressor model performed better and with

higher accuracy than RFR. The XGBoost single country
analysis identified cardiovasc death rate, life expectancy, and
diabetes prevalence as the top three predictive features in
the Population Health Index, while the number of hospital
beds per thousand, total population, and human development
index were the most common predictive features with the
highest correlation with the COVID-19 case fatality rate,
in the Country Health Index. The most dominant predictive
feature across all counties (46%) was cardiovasc death rate
for the PHI, and hospital beds per thousand people (46%)
for CHI. In addition, single versus paired analysis showed
similarities in the ranking order of predictive features for both
PHI and CHI.
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TABLE 7. Single vs paired country analyses based on cardiovasc death rate.

These results support the hypothesis of cardiovasc death
rate as a well-known predictor of health status at a country
level. In addition, cardiovascular diseases remain the leading
cause of death worldwide [37], [38], with higher rates indicat-
ing countries with a more vulnerable population with under-
lying chronic conditions. Similarly, this vulnerability applies
to countries with a higher diabetes prevalence [41]. Countries
with a higher life expectancy usually have a population that
is older and therefore more frail and more susceptible to
acute infections. These conditions would be expected to be
exacerbated during a pandemic. For the Country Health Index
predictive features, lower values in the number of hospital
beds per one thousand people indicate a lower pandemic
readiness level overall, since the ability of countries to com-
pensate for an increased number of patients needing hospital
admissions and urgent care, often needed in a pandemic

setting, is lower. Similarly, a higher population density is an
indicator of potentially higher infection transmission rates,
due to the closer proximity of individuals in higher population
density areas.

The novel K-means-COV model approach, validated with
OLS MFR, RFR and XGBoost, identified the percentage of
female smokers and diabetes prevalence as the most predic-
tive features correlating with case fatality rate of COVID-19
in the first part of analyses. In the second part of anal-
yses, with countries clustered based on the public health
indices, female smokers, hospital beds per thousand, and
gdp per capita had higher predictive values. The predictive
features were identified with both K-means-COV and OLS
MFRmethodologies, however, with a different ranking order.
Smoking is a known risk factor for the health of individ-
uals, as well as the overall population, and is traditionally
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TABLE 8. Summary of results across K-means-COV and OLS MFR with comparison, First part of analyses, first and last iteration.

FIGURE 4. Coefficient of variance (COV) versus ordinary least squares (OLS) multifactor regression feature importance scatter plot.

observed with a higher percentage of male smokers than
female smokers. It is not surprising that the percentage of
female smokers is now being identified as a more sensitive
indicator, since the numbers are steadily increasing, espe-
cially in the countries where smoking cessation measures are
not rigorously implemented [39], [40]. Diabetes prevalence,

similar to cardiovascular death rate, is a steady indicator of
underlying chronic conditions of the population that will have
a higher vulnerability in any pandemic setting. The number
of hospital beds per thousand feature was ranked high with
this model, similar to the RFR and XGBoost models, as well
as gdp per capita, both being clear indicators of the economic
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TABLE 9. Summary of results across K-means-COV and OLS MFR with comparison, Second part of analyses, first and last iteration.

prosperity of the country, and also an indirect marker of
investments in the health system infrastructure and pandemic
readiness measures.

Looking specifically at the United States and the results
from the XGBoost single country analysis, the research iden-
tified aged 65 older, median age, and life expectancy as the
top three predictive features most highly correlating with
the case fatality rate for COVID-19 in the PHI index. The
actual post-pandemic COVID-19 data collaborates with these
findings, with the highest mortality rate observed in elderly
people [44]. Currently in the US, 15.4% of the overall popu-
lation is 65 or older, with a median age of 38.3 years and a life

expectancy of 78.9 years, representing a society that has an
advanced health system and a higher quality of health care.
For the XGBoost CHI index, population density, hospital
beds per thousand, and population were identified as the
highest predictive features. Presently 338 million people live
in the US, with a population density of 35.6 and 2.8 hospital
beds per thousand people.

The novel Pandemic Risk Score model allows countries
to be classified into low, medium, or high-risk categories.
In general, countries with a lower to medium overall PRS
PHI are countries that will have a better overall pandemic
response, representing countries with a younger and healthier
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FIGURE 5. Coefficient of variance (COV) versus ordinary least squares (OLS) multifactor regression feature importance scatter plot first iteration.

FIGURE 6. Coefficient of variance (COV) versus ordinary least squares (OLS) multifactor regression feature importance line graph last iteration.

population (e.g., Norway, Finland, Sweden, UnitedKingdom,
Denmark, Netherlands, Portugal, United States, Switzerland,
etc.). For the CHI, low to medium scores represent countries
that have a higher human development index and a stronger
health system prepared to accommodate hospitalization of a
larger number of patients. These parameters are indicators of
a higher standard of living, higher economic status, and low
poverty (e.g., Norway, Austria, Finland, Ireland, Switzerland,
United States, United Kingdom, Slovenia, etc.). The US has

a score of 14 for the Population Health Index and 12 for the
Country Health Index, which represents medium pandemic
risk.

Data from this research indicates that 42.3% of the coun-
tries have a low pandemic risk for PHI, and only 15.4%
for CHI. These findings highlight the need for proactive
management of pandemic readiness at a country level, includ-
ing strategic planning and resourcing. These analyses were
conducted based on non-pandemic parameters commonly
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TABLE 10. Final ranking order of predictive features across RFR, XGBoost, COV, and MFR (Aggregate Analyses).

FIGURE 7. Distribution of countries based on total population health index and country health index pandemic risk scoring model.

TABLE 11. Distribution of countries based on the total PHI and CHI scores.

collected by countries. Therefore, they are readily available,
and this risk assessment should be applied to any future
pandemic or health issue.

V. CONCLUSION AND FUTURE RESEARCH
In conclusion, the research conducted in this paper adds to the
overall body of knowledge in machine learning and public
health. It confirms that machine learning techniques, RFR,
XGBoost, MFR, as well as a novel K-means-COV sensitivity
analyses, are powerful tools for assessment and ranking of the
strongest predictors of pandemic vulnerability. In the area of

public health, the two novel indices, Population Health Index
and Country Health Index, as well as the novel Pandemic Risk
Scoring model, provide an additional approach for assessing
country pandemic vulnerability based on traditional non-
pandemic parameters and can serve as a powerful indicator
and a call to action.

This paper has several limitations that can be utilized to
guide further research:

A. ENHANCEMENTS OF METHODOLOGIES
1) Addressing overfitting by increasing dataset size, introduc-
ing new cross validation techniques (instead of the 10-Fold
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cross validation used for this research), and alternative model
enhancements [47], [51], [54];

2) Inclusion of additional machine learning methodolo-
gies [Support VectorMachines (SVM), K-Nearest-Neighbors
(KNN), and Perceptron (a neural network model)] can be uti-
lized to improve efficiency with less hyperparameters, while
still obtaining high prediction accuracy rates [55];

3) Introducing additional performance enhancements of
regression models (e.g., bagging, boosting, or stacking) [56];

4) Implementing different K-means clustering methods to
create a more flexible and interpretable clustering structure
(hierarchical clustering) [63];
5) Enhancing COV sensitivity methodology to provide

more stable estimates of variability of outliers (median abso-
lute deviation or trimmed mean), adaptation to time series
data to consider temporal dependencies and autocorrelation,
(rolling or time-varying COV) [64];

6) Use of statistical equations on novel public health
indices (PHI and CHI) to compare to state-of-art machine
learning algorithms [e.g., Linear, Logistic, Multinominal and
Ordinal Logistic Regression, Chi-Squared Test, Analysis of
Variance (ANOVA), and SVM,KNN, Support Vector Regres-
sion, and various deep learning neural network models].

B. ENHANCEMENTS OF THE DATASET
1) Increasing the size, general completeness, and accuracy of
the dataset, since the collection of data in the Our World In
Data dataset is voluntary for all involved countries, limiting
analyses to countries with more complete data;

2) Increasing accuracy of data utilized to calculate the case
fatality rate in this dataset, since the death rates for COVID-19
may be severely underreported worldwide;

3) Increasing the number of non-pandemic parameters
(predictive features) beyond what is available in the current
dataset; and

4) Expanding the predictive features to include pandemic
parameters in addition to non-pandemic parameters, increas-
ing the sensitivity of the analyses.
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