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ABSTRACT Outlier detection is an important method in data mining. Although Denclue algorithm is
particularly good at finding clusters of arbitrary shape and detecting outliers, it does not protect the user’s
privacy well in the operation process. In this paper, differential privacy technology is introduced into Denclue
algorithm to ensure the privacy security in the application of Denclue algorithm and outlier detection. Firstly,
the differential privacy technology is used to add the Laplacian noise to the density to realize the sensitive
information hiding among the data objects. Secondly, in order to compensate for the decrease of outlier
detection accuracy caused by noise, the information entropy weight distance was introduced to amplify the
influence of important attributes in the algorithm, and the density function of entropy weight distance was
used to calculate each data point. Finally, through the method of ordering fuzzy priority relation, a new
measure index is defined by analogy to measure the degree of outliers among the attributes. According to
the measure index, the attributes are reordered and the weight distance of information entropy is improved.
A differential privacy the Denclue outlier detection algorithm based on attribute fuzzy priority ordering
(EAF-DP-Denclue) is proposed. The numerical results of the experiment show that the performance of EAF-
DP-Denclue is more than that of traditional algorithms, and the identification process of EAF-DP-Denclue
protects sensitive privacy information, and is better than that of the DP-DBScan outlier detection algorithm.

INDEX TERMS Denclue, differential privacy, fuzzy priority relation order, information entropy weights,
outlier detection.

I. INTRODUCTION
With the advent of the era of big data, the amount of network
information has exploded and spread rapidly in engineer-
ing, finance, medical and other fields, and the problem of
private information leakage has become more and more
serious. In the field of privacy protection, the traditional
privacy preserving methods include k-anonymity proposed
by Samarati [1], l-diversity proposed byMachanavajjhala [2],
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and t-tightness proposed by Li [3]. These privacy protections
rely on the background knowledge of the attacker, which
has excellent limitations when applied in privacy protec-
tion projects. After that, differential privacy is proposed by
Dwork [4], which regardless of the amount of background
information. The public favors differential privacy because it
provides users with higher quality privacy protection.

Outlier detection is an essential data preprocessingmethod.
The standard outlier detection methods include distance-
based, statistics-based, density-based, and clustering-based
methods [5], [6]. Clustering-based techniques are often used
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in data mining [7], [8], [9]. These clustering techniques
typically use metrics (such as Euclidean distance) to measure
the similarity between data points and group similar data
points into clusters with similar behavior. If the data points
do not belong to clusters or are in clusters much smaller than
other clusters, these data points are considered outliers. The
identification of outliers relies on the assumption that typical
values belong to large clusters. Meanwhile, outliers belong to
small clusters or do not belong to any clusters. In addition,
they use inter/intra-cluster distance thresholds and cluster
widths. However, these parameters are not easy to select
and must be chosen correctly to produce valid results [10].
Clustering techniques gather similar data points into clusters
and merge some clusters to reduce computational costs.

Denclue (Density-based Clustering) is an effective clus-
tering method proposed by Hinneburg [11], which is often
used in the process of outlier detection [12]. It uses a spe-
cific Density function to distinguish data points according
to a pre-set density threshold, so as to complete the work
of outlier detection. The Denclue can work well in cluster-
ing high-dimensional data. The newly proposed VDenclue
is able to find clusters with highly variable densities based
on varying kernel density estimation [13]. Meanwhile, the
MR-VDenclue solves the problem of the high computational
overhead of the VDenclue [14]. Wang [15] discusses in detail
the selection of kernel bandwidth parameters for the Denclue
in his study. In order to make the Denclue well adapted to
the high-noise environment, Huang [16] defined a new noise
index and proposed a new denoising method by combining
reinforcement learning to consolidate the high noise data
structure. However, in the process of outlier detection using
the Denclue, if there are privacy leakage problems, it will
lead to unimaginable consequences, and the application of
differential privacy technology will inevitably lead to the
reduction of outlier detection accuracy. Then, is there an
outlier detection method that can protect privacy by using
differential privacy technology without reducing the accuracy
of outlier detection? In this paper, a positive answer is given.

This paper combines the differential privacy in outlier
detection algorithm, the sensitive information protection in
the process of algorithm, the fuzzy mathematics in the field
of fuzzy priority relation ordering method put forward a new
method to improve the change in the distance measure is
insufficient, the algorithm of outlier detection precision at a
higher level elegant solves this problem.

II. RELATED WORK
A. ADVANCED OUTLIER DETECTION METHOD
As a primary method for data mining and data analy-
sis, outlier detection has received extensive attention and
research from many researchers. Meanwhile, there have been
many novel and high-performance outlier detection algo-
rithms that have been frequently used in practical problems
[17], [18], [19]. Yuan [20] proposed an anomaly detection
method based on fuzzy-rough density. Firstly, a fuzzy-rough

density is used to characterize the degree of aggregation of
the objects, and then fuzzy entropy is introduced to calculate
the weights of each attribute. In addition, the density and
fuzziness of the data samples are considered, and an anomaly
score is constructed to characterize the degree of anomaly of
the samples. Huang [21] proposed the concept of the Natural
Outlier Factor (NOF) for measuring outliers and proposed an
algorithm based on Natural Neighbor (NaN). This algorithm
does not require parameters for calculating the NOF of an
object and solves the problem that most algorithms have dif-
ficulty in selecting appropriate parameters. In the following
year, the scholar proposed the Relative Outlier Cluster Factor
(ROCF) [22] based on the concept of the mutual neighbor
graph. Similarly, the ROCF algorithm does not require any
parameters for checking outlier clusters. Yang [23] proposed
a sliding window model based on efficient pruning and infor-
mation entropy for outlier detection in high-dimensional data
flow and dynamic data flow scenarios with insufficient accu-
racy. A new sliding window and sub-sequence measurement
mechanism are designed to determine whether a data point
is abnormal or not based on the distance between the target
sequence and other sequences. In addition, a pruning strategy
is integrated into the model to reduce the computational
complexity of the algorithm. Abhaya [24] proposed a novel
technique to solve the reconstruction error problem based
on deep learning theory, which utilizes the Density Peak
Clustering (DPC) to identify possible outliers. Meanwhile,
the Self Organizing Map (SOM) is used as another clustering
method targeted to improve the shortcomings of the DPC
when setting thresholds. To solve the problem that current
outlier detection algorithms cannot detect global outliers,
local outliers, and outlier clusters effectively at the same
time, Huang [25] proposed an outlier detection algorithm
based on the outlier turning points. The main idea of this
method is to find the outlier turning points in the dataset,
then adaptively obtain the neighborhood parameter k through
the natural neighborhood, and finally consider all the outlier
turning points and their sparse neighbors as outliers.

B. CLUSTERING ALGORITHM WITH DIFFERENTIAL
PRIVACY PRESERVING
At present, there are many results of clustering algorithms
based on differential privacy. As early as 2005, Blum [26]
proposed a k-means clustering method using differential pri-
vacy protection technology, but Blum did not explain how
to set the privacy budget in the iteration process of the
algorithm, which may reduce the usability of the cluster-
ing results. Therefore, Dwork analyzed the sensitivity cal-
culation method of each query function in the differential
privacy k-means algorithm in detail, and proposed the allo-
cation method of privacy budget corresponding to two cases.
Li [27] modified the selection method of initial clustering
centers and proposed IDPk-means algorithm to solve the
problem of poor availability of k-means algorithm results
after introducing differential privacy technology. After that,
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Hu [28] proposed the DPk-means-up algorithm, which
improved the clustering effect compared with the former
scholars under the same level of privacy protection. In 2015,
Wu [29] proposed the DP-DBScan algorithm by combining
density clustering the DBScan algorithm with differential
privacy protection technology. In 2018, Wang [30] proposed
an improved the DP-OPTICS differential privacy protection
algorithm and verified the feasibility of this method. The
method adopts a clustering algorithm to pre-process personal
privacy information to realize differential privacy protec-
tion, which can reduce the noise accumulation phenomenon
caused by directly releasing histogram data, and at the same
time reduce the reconstruction error caused by differentmerg-
ing methods of histograms. The OPTICS algorithm based
on density clustering is applied to the DP-DBScan differ-
ential privacy algorithm, which is sensitive to the input of
data parameters. Zheng [31] proposed a spectral clustering
algorithm based on differential privacy by combining spec-
tral clustering algorithm and differential privacy protection
model. The algorithm is based on the differential privacy
model and uses the cumulative distribution function to gen-
erate random noise that satisfies the Laplace distribution.
The noise is added to the function of sample similarity cal-
culated by the spectral clustering, which interferes with the
weight values between sample individuals. The information
hiding between sample individuals is realized to achieve
the purpose of privacy protection. Li [32] integrated mul-
tiple heterogeneous clustering algorithms by Stacking, and
used the k-means clustering, hierarchical clustering, spec-
tral clustering and Gaussian mixture clustering as the first
round clustering, and combined the silhouette coefficient to
weight the clustering results generated by the first round
clustering algorithm into the original data. Then, the k-means
algorithm was used as the secondary clustering algorithm to
cluster the expanded data set. For categorical data clustering,
Nguyen [33] introduced privacy protection technology into
the k-modes clustering, so that the operation process of the
algorithm was protected. Its research presents several sce-
narios in both interactive and non-interactive environments.
It is proved that the newly proposed mechanism satisfies
differential privacy and operates linearly on a large amount
of data.

C. OUTLIER DETECTION ALGORITHM WITH CLUSTERING
The outlier detection algorithm based on the Denclue is often
used in practical problems. Tramacere [34] used the Denclue
for galaxy exploration. This study first uses the DBScan
algorithm to extract groups of neighboring pixels with signif-
icant fluxes from CCD frames, and then applies the Denclue
algorithm to separate the contributions of overlapping sources
based on the localization of local maxima patterns. Through
iterative computation, each pixel is finally associated to the
nearest local maximum. Heaster [35] used the Denclue for
medical research. This study applied the Denclue algorithm
to metabolic autofluorescence measurements to identify

heterogeneity in tumor cell culture at the cellular level. This
is due to the ability of the Denclue algorithm to enable better
distribution of cell clusters in samples with known hetero-
geneity. Yin [36] used the Denclue for anomaly detection.
This study proposes an anomalous working condition filter-
ing method based on cue density clustering, and the main
work consists of two stages: working condition filtering and
wind deflection calculation. First, the Denclue algorithm is
used to filter the data for working conditions and filter out the
abnormal working condition data for power generation. Then,
the data are further processed, including data smoothing and
wind speed Nimbin. Finally, a regressionmodel is established
based on the relationship between the output power of the
unit and the wind deflection angle yaw angle to obtain the
wind deflection angle of the unit. Rehioui [37] improved
Denclue algorithm and combined it with the k-means to
apply it to social networks. The new algorithm absorbed the
effectiveness of the improvedDenclue algorithm in clustering
and the accuracy of the k-means algorithm for the num-
ber of clusters. It serves the emotion discovery of Twitter
users well, but ignores the privacy issues of users. Jin [38]
applied the Denclue algorithm to community discovery.
Firstly, the network data weremapped into a low-dimensional
Euclidean space that could preserve the structural charac-
teristics of nodes through spectral analysis technology, and
then the Denclue algorithm was used to detect the commu-
nity in the network, but the risk of privacy leakage was not
considered.

To sum up, most of the clustering-based outlier detection
algorithms do not consider the problem of privacy leakage.
Xia [39] introduces differential privacy into the Denclue, but
the algorithm with added noise significantly decreases the
accuracy in outlier detection. How to prevent the privacy
leakage of their outlier detection and ensure the accuracy of
outlier detection is the focus of this paper. The work done in
this paper mainly has the following two points.

• This paper makes the first attempt to introduce dif-
ferential privacy technology into Denclue algorithm.
Laplacian noise is added to the Denclue outlier detection
algorithm to hide sensitive information between data
objects when calculating the density function of each
data point, and the Euclidean distance in kernel den-
sity estimation is replaced by the improved information
entropy weight distance. Thus, the influence of impor-
tant attributes in the algorithm is amplified.

• The information entropy weight distance is improved by
the fuzzy priority relation ordering method, and a new
measurement method is defined to describe the pros and
cons of the outlier degree between the outlier attributes,
which highlights the important attributes while weaken-
ing the unimportant attributes.

III. THEORETICAL BASIS
A. DIFFERENTIAL PRIVACY
The differential privacy mechanism ensures that every data
individual is not exposed, which maximizes the availability

VOLUME 11, 2023 90285



H. Xia et al.: Improved Denclue Outlier Detection Algorithm

of query results, and the overall statistical characteristics of
the data set can be understood by the outside world.
Definition 1: (Sibling data sets) Data set D′ and D′′ are

sibling data sets, if and only if the number of data points in
the set after symmetric difference operation with D′ and D′′

is 1, i.e.
∣∣D′

⊕ D′′
∣∣ = 1.

Definition 2: (Differential privacy) Algorithm Q satisfies
ε-differential privacy if and only if

P
[
Q
(
D′
)

= O
]

≤ exp
{
ε ∗

∣∣D′
⊕ D′′

∣∣} ∗ P
[
Q
(
D′′
)

= O
]
(1)

where, ε denotes the privacy budget, P[X ] denotes the occur-
rence risk of events X, and O denotes the result vector output
by the algorithm Q.
Definition 3: (Laplace mechanism) The global sensitivity

of given query function f : D → Rm is

1f = max
D′,D′′

∥∥f (D′
)
− f

(
D′′
)∥∥

1 (2)

where, ∥∗∥ denotes the first-order norm.
Definition 4: (Global sensitivity) The random algorithm

Q is created by adding Laplace noise to the output function
value of f . It goes as follows.

Q(D) = f (D) + Laplace
(

1f
ε

)
(3)

Then the stochastic algorithm Q satisfies differential pri-
vacy, and the density function of Laplace noise distribution is
ε-differential privacy. For independent variable x, the density
function of Laplace noise distribution is

P(x, b) =
1

2 ∗ b
exp

{
−

|x|
b

}
(4)

where parameter b is determined by global sensitivity1f and
privacy budget ε simultaneously, satisfying b = 1f /ε.
Theorem 1: (Sequence combinatorial property) Given a

data set D, set a set of algorithms Q1(D),Q2(D), . . . ,Qs(D)
on D, each algorithm satisfies εi-differential privacy (i =

1, 2, . . . , s). The random processes of any two algorithms are
independent of each other, then the combined algorithm Q of
these algorithms satisfies

∑s
i=1 εi- differential privacy.

B. DENCLUE ALGORITHM
Denclue algorithms can find different size and shape of the
clusters, the core idea of outlier detection using influence
function on points in data space density estimate, the for-
mation of a surface density, surface of the local density of
high density point of interest, the corresponding attract area
become a cluster, the density function value is less than the
density of data points threshold output as outliers. Gaussian
functions are usually used as influence and density functions
to estimate the density of a given data point.
Definition 5: (Gaussian influence function) Select data

points x and y in the m dimensional attribute space Am,
and the Gaussian influence function of data point y

on x is Equation(5).

f yB : Am → R+

0 , f yB = exp
{
−
d2(x, y)
2 ∗ σ 2

}
(5)

where d(x, y) is the distance between x and y, and σ is a
parameter in the Denclue algorithm, representing the kernel
bandwidth.
Definition 6: (Global density function) For a given data

set D = {x1, x2, . . . , xn}, ∀x ∈ D. Then the global density
function of x is Equation(6).

f DB (x) =

n∑
i=1

f xiB (x) =

n∑
i=1

exp
{
−
d2 (x, xi)
2 ∗ σ 2

}
(6)

Definition 7: (Gradient) The gradient of the global density
function f DB (x) is denoted as Equation(7).

∇f DB (x)=
n∑
i=1

(xi−x) f
xi
B (x)=

n∑
i=1

(xi−x) exp
{
−
d2 (x, xi)
2 ∗ σ 2

}
(7)

when the density f DB (x∗) of data point x∗
∈ near(x∗) is

the local maximum, x∗ is called the density attraction point.
There exists a parameter δ > 0 hat controls the convergence

rate and satisfies x0 = x∗, x j = x j−1
+ δ

∇f DB
(
xj−1)∥∥∇f DB (xj−1)

∥∥ , (j =

1, 2, . . . , k). If d
(
x∗, x j

)
≤ σ, (j = 1, 2, . . . , k), the

algorithm puts x into the cluster generated by x∗, x is said
to be density attracted by x∗.
Definition 8: (Centers clusters and Arbitrary shape clus-

ters) Given the density threshold parameter ξ and the sub-
set D1 of dataset D, if f DB (x∗) ≥ ξ , D1 is said to be the cluster
determined for the center of x∗; If any two densities attract
points x∗

1 , x∗

2 ∈ V . The density function for each data point x
along the path between them has f DB (x) ≥ ξ , then D1 is called
a cluster of arbitrary shape determined by the set V of density
attraction points. When f DB (x∗) < ξ , all the points attracted
by the density of x∗ are treated as outliers.

The algorithm process of Denclue is given in Algorithm 1.

Algorithm 1 Denclue
Require: The continuous data set D, kernel bandwidth σ ,

density threshold ξ .
Ensure: Outlier data points.
1: According to Equation(6), the influence of each data

point in the neighborhood is calculated;
2: Identify the points with the highest local density and use

these points as the points of density attraction;
3: Associate each data point with a point of density attrac-

tion along the direction of maximum density growth;
4: The data points to be analyzed are assigned to the

clusters represented by the density attraction points to
form clusters with the center determined and clusters of
arbitrary shape;

5: Merge data points with connected clusters;
6: The rest of the data whose density was lower than the

density threshold ξ were output as outliers.
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C. INFORMATION ENTROPY WEIGHT DISTANCE
Information entropy weight distance, also known as entropy-
weight distance, is an extended form of traditional Euclidean
distance, which was proposed by Wang [40]. It introduces
the concepts of information entropy and weight based on
Euclidean distance, changes the traditional measurement
method between data points, and plays the role of highlight-
ing important attributes.
Definition 9: (Information entropy) Given a dataset D =

{x1, x2, . . . , xn}. Its attribute set is A(D) = {A1,A2, . . . ,Am},
m is the number of attributes of the data set, then the infor-
mation entropy is Equation(8).

E (Ai) = −

m∑
xj∈I (Ai)

p
(
xj
)
log p

(
xj
)

(8)

where I (Ai) denotes the set of all possible values in attribute
Ai(i = 1, 2, . . . ,m). p

(
xj
)
denotes the probability that

xj occurs.
Information entropy describes the degree of uncertainty of

a signal. The larger the entropy value is, the greater the degree
of uncertainty of information transmission.
Definition 10: (Outlier attributes and Attribute weights)

Attribute Ai is considered as an outlier attribute if the
information entropy of attribute Ai satisfies the following
inequality

E (Ai) ≥
1
m

m∑
j=1

E
(
Aj
)

(9)

Then attribute Ai(i = 1, 2, . . . ,m) is given the corresponding
attribute weight after judging by Equation(9), and the weight
is given by Equation(10) as follows.

ωi =

{
c, Ai is the outlier attribute,
1, Ai is not an outlier attribute.

(10)

Among them,ωi(i = 1, 2, . . . ,m) is the weight corresponding
to attribute Ai, which can highlight the degree of differentia-
tion between the data points in the cluster and the outliers.
Definition 11: (Entropy weight distance) The entropy

weight distance is a weighted Euclidean distance based on
information entropy, given a dataset D, x, y ∈ D, then
the entropy weight distance between them is denoted by
Equation(11).

Ed(x, y) =

√√√√ m∑
i=1

ωi
(
gAi (x) − gAi (y)

)2 (11)

where gAi (x) is the value of data point x on attribute Ai, and
gAi (y) is the value of data point y on attribute Ai. According
to Equation(6) and Equation(11), the global density function
estimation method based on entropy weight distance of data
points is obtained as Equation(12).

f DB (x) =

n∑
i=1

f xiB (x) =

n∑
i=1

exp
{
−
Ed2 (x, xi)
2 ∗ σ 2

}
(12)

D. FUZZY PRIORITY RELATION ORDERING
Fuzzy priority relation ordering method is a theoretical
method used to determine the membership function of fuzzy
sets in the field of fuzzy mathematics, through which the
target objects can be ranked according to certain rules.
Definition 12: (Fuzzy priority relation) Let Z =

{z1, z2, . . . , zn}, establish a fuzzy relation C̃ ∈ F (Z × Z ) on
X according to some property. If the fuzzy relation C̃ atisfies
the fuzzy priority relation, then the fuzzy priority matrix
C = (cij) corresponding to the fuzzy relation is expressed
as Equation(13). {

cii = 0,
cij + cji = 1 (i ̸= j).

(13)

where cij represents the component in which zi is superior to
zj when zi is compared to zj.
Definition 13: (Cross sectional relation)Take a fixed

threshold λ ∈ [0, 1]. The λ Cross sectional relationship Cλ is
denoted as Equation(14).

Cλ =

(
cλij
)

, cλij =

{
1, if cij ≥ λ,

0, if cij < λ.
(14)

Definition 14: (Priority attribute)The threshold λ is grad-
ually lowered from 1. When Cλ appears for the first time,
so that all the elements in row i1 except the diagonal elements
are 1, xi1 is considered to be the first priority attribute (may
not be unique). Then, the row i1 and column i1 are deleted
from the fuzzy priority matrix C to obtain a new n− 1 order
fuzzy priority matrix. The second priority attribute can be
obtained by the same method. Recursively, all attributes can
be sorted.

IV. METHODOLOGY
A. USING DIFFERENTIAL PRIVACY DENCLUE ALGORITHM
The Denclue algorithm calculates the density function of
each data point through Gaussian kernel density estimation
method and combines it into a smooth density surface in
space. However, if the density function relationship between
any two data points xi and xj (i, j = 1, 2, . . . , n) is known by
the attacker, the attacker may be based on the density function
value of the data point. The sensitive information between
two data points is inferred from the known kernel bandwidth
σ , which leads to the leakage of sensitive information in the
process of anomaly detection. In this paper, the differential
privacy technology is used to calculate the density function
value of each data point, and a certain amount of noise is
added to each attribute for disturbance, and the noise term
follows the Laplace(1f /ε) distribution, so as to achieve the
purpose of privacy protection.

In order to make up for the decline in the accuracy of the
outlier detection algorithm caused by noise addition, consid-
ering that the correlation degree of each attribute will affect
the final outlier detection result when Denclue algorithm
estimates the density function of data points, according to
the different influence degree of each attribute on the outlier
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detection result, when calculating the density function of
data points, entropy weight distance is introduced to replace
the Euclidean distance used in the calculation of Gaussian
kernel density function in the Denclue algorithm, and more
weight ωi (i = 1, 2, . . . ,m) is given to important attributes
to highlight the outlier degree of the data points in the cluster
and increase the degree of differentiation between the data
points in the cluster and the outliers.

For the original data set D = {x1, x2, . . . , xn} according to
Equation(12), the influence of each data point x in the data
set D in the neighborhood is determined, and the global den-
sity function estimate of x based on entropy weight distance
is expressed by Equation(15).

EWd =

n∑
i=1

exp
{
−
Ed2 (x, xi)
2 ∗ σ 2

}
(15)

Then, the noise following the Laplace(1f /ε) distribution
is added to Equation (15), and the added noise density of any
data pointis obtained as Equation (16).

EWd ′
=

n∑
i=1

exp
{
−
Ed2 (x, xi)
2 ∗ σ 2

}
+ Laplace

(
1f
ε

)
(16)

The Denclue algorithm using differential privacy tech-
nology and measuring distance through Equation (16) is
named as using differential privacy Denclue algorithm
(DP-Denclue).

B. SYSTEM MODEL
The computing system model of the Denclue algorithm
using differential privacy is shown in Fig. 1, including users
and third-party servers. Now assume that the user has the
original data set D, a trusted collector collect user infor-
mation, and then calculated by the Equation (15), several
sites, EWd ′ using differential privacy technology to the data
point density add noise, disturbance EWd ′ are obtained by
Equation (16), and will be released after the disturbance
EWd ′ to the third-party server; Finally, the third-party server
calculates the outlier detection results.

Furthermore, the traditional information entropy weight
distance measurement method can magnify the influence
degree of outlier attributes on the algorithm. However, this
method assigns equal weight c to outlier attributes with dif-
ferent influence degrees, and highlighting outlier attributes
is too general, ignoring the relationship between the degree
of outlier among attributes. Here, the fuzzy priority relation
sequence theory is introduced to improve the existing entropy
weight distance, and the following method is proposed.

C. FUZZY PRIORITY RELATION ORDERING METHOD
BASED ON INFORMATION ENTROPY
In this part, a fuzzy priority relation ordering method based
on information entropy is proposed.
Definition 15: (Information entropy matrix) Let the set

of attributes of a dataset D be A(D) = {A1,A2, . . . ,Am}.

The information entropy matrix is defined as Equation (17).

C =
(
cij
)

=


c11 c12 c13 · · · c1m
c21 c22 c23 · · · c2m
c31 c32 c33 · · · c3m
...

...
...

. . .
...

cm1 cm2 cm3 · · · cmm

 (17)

where cij =
E(Ai)

E(Ai)+E(Aj)
, cji =

E(Aj)
E(Ai)+E(Aj)

(i, j =

1, 2, . . . ,m), cij + cji = 1 (i ̸= j). Then cij represents the
information entropy of Ai more than Aj when Ai is compared
with Aj, and definition cii = 0.
Definition 16: (Contrast matrix) Matrix Fα = (fij)(i, j =

1, 2, . . . ,m) is the contrast matrix, fij =

{
1, cij ≥ α,

0, cij < α.
, α ∈

[0, 1].
Definition 17: (Uniform Outlier Value, UOV) According

to Definition 15 and Definition 16, the sorted sequence of
all attributes according to the outlier degree is obtained.
According to this sorting, if the outlier degree of the first
outlier attribute Ai1 exceeds the threshold α1 compared with
other attributes, the UniformOutlier Value (UOV) of attribute
Ai1 is α1. Similarly, the outlier degree of the second outlier
attribute Ai2 exceeds the threshold α2 compared with other
remaining attributes (except the first outlier attribute). And
so on, a dataset with d attributes will get d − 1 consistent
outliers.

According to the fuzzy priority relation ordering theory,
the threshold α is used to divide the attributes with dif-
ferent outlier degrees, and these attributes are arranged in
turn according to the order of division. The consistent out-
lier degree is used to measure the relationship between the
outlier degrees of attributes and attributes. The threshold α

is obtained one by one according to all elements C of the
information entropy matrix cij from large to small, so as
to determine the corresponding contrast matrix Fα . When
there is a contrast matrix Fα , making the line i1 elements in
addition to the diagonal elements is equal to 1, is that Ai1
is the first group of attributes (can have multiple attributes
at the same time as the first from the group of attributes),
in the information entropy of matrix C delete line ii and ii
in the first column, updated m− 1 order information entropy
matrixC (1) is obtained, and the second outlier attribute can be
obtained similarly. The above process is repeated, and all the
attributes are sorted according to the degree of outlier. The
fuzzy priority relation ordering process is shown in Fig. 2
below.

As an example, consider a dataset D with three attributes,
attribute set A(D) = {A1,A2,A3}. Its information entropy
matrix is

C =

 0 0.7 0.45
0.3 0 0.9
0.55 0.1 0


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FIGURE 1. System model.

FIGURE 2. Fuzzy priority relation ordering method.

Let the threshold α be obtained from all cij in descending
order, and the contrast matrix is obtained as follows.

F0.9 =

 0 0 0
0 0 1
0 0 0

 , F0.7 =

 0 1 0
0 0 1
0 0 0

 ,

F0.55 =

 0 1 0
0 0 1
1 0 0

 , F0.45 =

 0 1 1
0 0 1
1 0 0

 .

When the threshold α is set to 0.45, it is the first time
in the contrast matrix F0.45 that the first row is all 1 except
the diagonal elements. Therefore, attribute A1 is identified
as the first outlier attribute, which indicates that the outlier
degree of attribute A1 is more than 0.45 than other remaining
attributes, and the consistent outlier degree of attribute A1 is

0.45. Next, the information entropy matrix C is deleted from
row 1 and column 1, and the updated information entropy
matrix of 2 order is obtained as follows.

C (1)
=

(
0 0.9
0.1 0

)
Repeating the above steps, the contrast matrix is obtained

as follows.

F (1)
0.9 =

(
0 1
0 0

)
Thus, attribute A2 is identified as the second outlier

attribute. And so on, the final outlier attribute influence
degree is A1 > A2 > A3, then the size relationship of attribute
weight assignment is ω1 > ω2 > ω3.

After sorting all the attributes according to the degree of
outlier, the specific weight ω1 is given according to the per-
mutation order. The weight of the attributes in the top order
is adjusted up, and the weight of the attributes in the bottom
order is adjusted down appropriately to obtain the improved
entropyweight distance assignment scheme. TheAlgorithm 2
is the specific procedure of the using information entropy
attribute fuzzy priority relation ordering method (EAF).

The Algorithm 2 can be for all attributes of the original
data set from the group of degree to make sorting, according
to the degree of different properties from the group gives
the weights of different attributes, and then calculating the
point density weighted attribute data, makes the Algorithm 2
when calculating the density of each data point can be more
reasonable, and then put forward a kind of based on the
difference of privacy modified the Denclue outlier detec-
tion algorithm. It is named as using attribute information
entropy fuzzy priority relation ordering differential privacy
the Denclue outlier detection algorithm (EAF-DP-Denclue).
The reasonability of the algorithm lies in that the algorithm
not only perturb the density value of data points estimated
by the density function, so that the outlier detection process
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Algorithm 2 EAF
Require: The continuous data set D.
Ensure: Attribute UOV, attribute order.
1: Each attribute of dataset D is discretized with equal

interval;
2: Calculate the information entropy of each attribute;
3: Create a sequential array of attributes Order=[];
4: The information entropy matrix C is calculated from

Equation (17);
5: while the number of rows in C is greater than 0 do
6: Sort the elements of matrix C in descending order

and save them into a one dimensional array sorted_C ;
7: Create a contrast matrix F of the same shape as

matrix C ;
8: for i = 0 to len(sorted_C): // len(sorted_C)is the

length of array sorted_C do
9: Let α be equal to sorted_C[i];

10: Calculate the contrast matrix F based on density
thresholds α and Definition 15;

11: Gets a row-indexed array index_array of matrix
F that is equal to 1 in all but the diagonal positions;

12: if len(index_ array) > 0 then
13: Save index_array to Order;
14: Delete the rows and columns corresponding

to index_array in matrix C ;
15: end if
16: end for
17: end while
18: return Order

is protected, but also reasonably magnify the effect of outlier
attributes on outlier detection, so as to offset the accuracy loss
of outlier detection after adding noise. The specific process is
as follows the Algorithm 3.

D. SECURITY ANALYSIS
In this section, the privacy protection ability of the EAF-
DP-Denclue algorithm is theoretically proved. Select sibling
datasets D′ and D′′, and the privacy budget provided by the
user is ε.

Proof: Let the Denclue algorithm estimate the density
function using the improved Gaussian density function be f .
The results for data sets D′ and D′′ are f (D′) =

(x ′

1, x
′

2, . . . , x
′
m)

T and f (D′′) = (x ′′

1 , x ′′

2 , . . . , x ′′
m)

T ,
respectively.
According to Definition 3, the global sensitivity can be

expressed as

1f = max
D′,D′

∥∥f (D′
)
− f

(
D′′
)∥∥

1 = max
D′,D′

(
m∑
i=1

∣∣x ′
i − x ′′

i

∣∣)
In this paper, the position of adding Laplace noise is in

each attribute of the density function estimated by Den-
clue algorithm, so the density vector calculated by Denclue
algorithm to add noise is specifically O = (y1, y2, . . . , ym)T .

Algorithm 3 EAF-DP-Denclue
Require: The continuous data set D, kernel bandwidth σ ,

density threshold ξ , privacy budget ε.
Ensure: Outlier data points.
1: According to Equation (15), the influence of each data

point in the neighborhood is calculated;
2: The attributes are sorted according to their UOV by

Algorithm 2, and assign weight ωi to each attribute;
3: The density EWd of each data point was calculated, and

the privacy budget ε is allocated for each attribute of
the point density. The added noise density is calculated
according to Equation (16);

4: Identify the points with the highest local density and use
these points as the points of density attraction;

5: Associate each data point with a point of density attrac-
tion along the direction of maximum density growth;

6: The data points to be analyzed are assigned to the
clusters represented by the density attraction points to
form clusters with the center determined and clusters of
arbitrary shape;

7: Merge data points with connected clusters;
8: The rest of the data whose density was lower than the

density threshold ξ were output as outliers.

Therefore, the Denclue algorithm calculates the density
vectorO obtained from the datasetD′ as the risk of occurrence
is

P
[
Q
(
D′
)

= O
]

=

m∏
i=1

exp{−|yi−x ′
i |

b }

2 ∗ b

Similarly, the risk of computing a data set D′′ to obtain a
density vector of O occurs is

P
[
Q
(
D′′
)

= O
]

=

m∏
i=1

exp{−|yi−x ′′
i |

b }

2 ∗ b

Combined with the triangle inequality, it follows that

P
[
Q
(
D′
)

= O
]

P [Q (D′′) = O]
=

∏m
i=1

exp{−
|yi−x

′
i|

b }

2∗b∏m
i=1

exp{−
|yi−x

′′
i |

b }

2∗b

=

m∏
i=1

exp{−

∣∣yi − x ′
i

∣∣− ∣∣yi − x ′′
i

∣∣
b

}

= exp

{
1
b

∗

m∑
i=1

(∣∣yi − x ′
i

∣∣− ∣∣yi − x ′′
i

∣∣)}

= exp

{
ε

1f
∗

m∑
i=1

(∣∣yi − x ′
i

∣∣− ∣∣yi − x ′′
i

∣∣)}

≤ exp

{
ε

1f
∗

m∑
i=1

∣∣x ′
i − x ′′

i

∣∣}
≤ exp

{
ε

1f
∗ 1f

}
= exp(ε)
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P
[
Q
(
D′
)

= O
]

≤ exp(ε) ∗ P
[
Q
(
D′′
)

= O
]
. It shows that

the process of adding Laplace noise to each attribute of the
density function satisfies ε-differential privacy. According to
Theorem 1, it is concluded that the outlier detection process of
EAF-DP-Denclue algorithm satisfies ε-differential privacy,
and the proof is completed. □

E. TIME COMPLEXITY ANALYSIS
Let the data size is n. The time complexity of the
EAF-DP-Denclue algorithm consists of the following two
main components. (1) Calculate the UOV of the all attributes
of the dataset and sort them according to the UOV. The time
complexity of this part is O(nlogn). (2) The data points are
modeled by the density function to find the density attractors
and their correlation points. The time complexity of this part
is O(nlogn). Therefore, the time complexity of the EAF-DP-
Denclue is O(nlogn) + O(nlogn) ≈ O(nlogn).

V. EXPERIMENT
A. EXPERIMENTAL ENVIRONMENT AND DATA
In this paper, Python is used to complete the algorithm com-
parison experiment. The experimental environment is shown
in Table 1.

To test the performance of the algorithm in this paper
under various complex data distributions. In this paper, exper-
iments are conducted using six two-dimensional synthetic
datasets (S1-S6) shown in Fig. 3, where the outliers are the
points represented by ‘‘o’’. The information description of
the synthetic datasets is shown in Table 2. Among them, S1
and S3 datasets are artificial datasets containing a number
of clusters and the density between the class clusters has a
difference, S2, S4, S5 and S6 are datasets containing a variety
of complex data distributions of non-spherical class clusters,
and the selection of the six datasets shown in Fig. 3 can be
a more comprehensive test of the algorithm of this paper in
a variety of complex data distributions of the detection effect
of outlier points. The ten real-life datasets used in this paper
are all from the UCI (University of California Irvine) dataset,
the dimensions of the datasets range from 5-166, and the
percentage of outliers ranges from 0.34% to 35.90%. Table 3,
Table 4 and Table 5 demonstrate the feature information of
the datasets. In the data preprocessing phase, the data were
normalized using Equation (18).

Xnorm =
X − Xmin

Xmax − Xmin
(18)

where Xnorm denotes the normalized data, and Xmax and Xmin
denote the maximum and minimum values on each dimen-
sion, respectively. For missing null values, we use the mean
value of the corresponding attribute of the dataset instead.

In the iris dataset experiment, the iris dataset was divided
into three equal parts of iris1, iris2 and iris3 according to
the classification attribute class as the sample dataset, and
5 pieces of data in iris2 were randomly selected as abnormal
outlier samples and added to iris1 to form the experimen-
tal dataset iris12. Similarly, three experimental datasets,

TABLE 1. Experiment environment.

TABLE 2. Synthetic data set.

TABLE 3. Real-life data set.

TABLE 4. Class distribution of iris data set.

TABLE 5. Class distribution of yeast data set.

namely iris12, iris13 and iris23, will be obtained by integra-
tion. In the yeast dataset experiment, the CYTwith the largest
number of classes is taken as the normal sample dataset, and
the outlier sample dataset with 5% of the normal sample in
the remaining samples is randomly selected and added to
the normal sample dataset to form the experimental dataset
yeast1 and yeast2. The content of this experiment mainly
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FIGURE 3. Two-dimensional scatter plot of the synthetic dataset S1-S6.

consists of two parts: the attribute consistent outlier degree
ranking and the accuracy of outlier detection results. The
experiment is carried out 30 times, and the average accuracy
is finally taken as the experimental result. The preprocessed
data description is shown in Table 6.

TABLE 6. Preprocessed Data Description.

B. EVALUATION INDICATORS
In the experimental part, the Precision, Recall and F1−Score
are selected as the evaluation criterion of the outlier detec-
tion accuracy of the algorithm. The F1 − Score combines
numerical results for Precision and Recall. The Precision and
F1 − Score are between 0 and 1, and the larger the value,
the better the outlier detection performance. The calcula-
tion methods of the three evaluation indicators are shown in
Equation (19), Equation (20) and Equation (21) respectively.

Precision =
TP

TP+ FP
(19)

Recall =
TP

TP+ FN
(20)

F1 − Score =
2 ∗ Precision ∗ Recall
Precision+ Recall

(21)

where TP is true positives, denoting the number of points
that the algorithm correctly detects as outliers, FP is false
positives, denoting the number of points that the algorithm
incorrectly detects as outliers, and FN is false negatives,
denoting the number of points that the algorithm detects as
normal outliers.

C. ATTRIBUTE ORDERING AND WEIGHTING
If the kernel bandwidth σ is too large or too small, the density
distribution in the high-density area will be too smooth, or the
density distribution of the data points in the low-density
area will fluctuate sharply, resulting in a large number of
noise estimates and affect the experimental results, respec-
tively [41]. In this paper, σ = 0.1 is set to ensure that the
kernel bandwidth is at a moderate size.

In order to select the appropriate parameter c, a pre-
experiment is carried out on the yeast data set with a large
amount of data to observe the fit of parameter c in the tradi-
tional Denclue algorithm, as shown in Fig. 4, the algorithm
has the highest accuracy when [1.05, 1.15], so the value of
parameteris determined to be 1.10.

According to the method shown in Algorithm 2, the
arrangement order and calculation results of the UOV of each
data set are displayed, as shown in Fig. 5 and Fig. 6.
According to Fig. 5, the UOV sorting order of attributes in

the dataset iris12 is A2 > A1 > A4 > A3, indicating that
the attribute A2 is the first outlier attribute, and the consistent
outlier degree of the attribute A2 compared to other attributes
is 0.5189, so the highest weight should be given in, and the
consistent outlier degree UOV of the attribute A1 compared
to attributes other than the attribute A2 is 0.5697. The next
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FIGURE 4. The selection of parameter c .

FIGURE 5. UOV of iris.

highest weight should be assigned, and the ranking of the
attribute A2 should be the lowest, and the weight assigned
should be adjusted appropriately. The same is true for dataset
iris13 and iris23.

In addition, it can be seen from Fig. 6 that the UOV
sorting order of attributes in datasets yeast1 and yeast2

FIGURE 6. UOV of yeast.

is A1 > A5 > A5 > A3 > A7 > A8 > A4 > A6, indicating
that the attribute A1 is the first outlier attribute in datasets
yeast1 and yeast2, and the consistent outlier degree of the
attribute A1 compared to other attributes in the two datasets
is 0.5178 and 0.5146, respectively. Therefore, the highest
weight is assigned, while the ranking of the attribute A6
is the last one, and the assigned weight should be lowered
appropriately.

In the iris dataset, the weight assignment of the four
attributes was obtained from 1.10 down with a step size
of 0.05 according to the UOV order, and set to 1.10, 1.05,
1.00 and 0.95, respectively. In the yeast dataset, the weight
assignments for the eight attributes are obtained in the UOV
order from 1.15 down to 1.10, 1.05, 1.00, 0.95, 0.90, 0.85,
and 0.80, respectively.

D. COMPARATIVE ANALYSIS OF THE SAME TYPE OF
ALGORITHMS
In this part of the experiment, the Denclue [11], the
DP-Denclue [39] and the DB-DBScan [29] are selected as
benchmark algorithms to verify the precision of the EAF-DP-
Denclue in outlier detection. The DP-DBScan algorithm is a
classical representative of clustering-based outlier detection
algorithms with differential privacy preserving. There are two
parameters MinPts and Eps in the DP-DBScan algorithm.
1/25 of the data scale is used as MinPts, the parameter Eps
is gradually adjusted upward from 0.1 to 0.45 with a gradient
of 0.05, and the privacy budget ε is set as a gradient of 0.1.

TABLE 7. Experimental results of iris dataset (Precision).

According to the results in Table 7, when ξ is set to 5 and ε

is set to 0.1, the precision of the DP-Denclue on the three
data sets iris12, iris13 and iris23 reaches 0.81, 0.68 and
0.96 respectively. When ε is set to 0.5, the disturbance degree
of noise on data decreases. The precision of the DP-Denclue
is improved to 0.82, 0.73 and 0.99, respectively, and the
precision is basically not lower than that of the Denclue.
When ξ is set to 5 and ε is set to 0.1, the precision of
the EAF-DP-Denclue is higher than that of the DP-Denclue
on iris12, iris13 and iris23 datasets after weighting by the
EAF algorithm, reaching 0.82, 0.82 and 0.97 respectively.
When ξ is set to 5 and ε is set to 0.5, the precision of the
EAF-DP-Denclue achieves 0.84, 0.83 and 0.99 respectively.
When ξ is set to 10 and ε is set to 0.1 and 0.5, the fluctuation
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FIGURE 7. Precision of outlier detection (iris data set).

of the experimental precision affected by the change of ξ is
also very small, and the results have the same trend, which is
in line with the experimental expectation.

As shown in Fig. 7, the experimental effects of the
DP-DBScan compared with the EAF-DP-Denclue on the
three datasets iris12, iris13 and iris23 are shown. From
the experimental results, it can be seen that when ε is set
to 0.1 or 0.5, the change of precision is very sensitive
with the increase of Eps due to the characteristic of the
DP-DBScan that is very sensitive to parameters. The preci-
sion peak appears between [0.25, 0.4], which is about 80%.
However, the average precision of the DP-Denclue on the
three experimental data sets is still higher than the precision
of the DP-DBScan in all cases. The average precision of the
EAF-DP-Denclue is higher than that of the DP-Denclue. The
experiments in this part also fully show the accuracy of the
EAF-DP-Denclue.

Fig. 8 shows the experimental results compared from
another perspective. It can be seen from the experimental
results that with the increase of privacy budget ε, the precision
of the DP-Denclue and the EAF-DP-Denclue is improved,
and the reason is that the disturbance degree of noise on
data decreases when the privacy budget increases. When
ε = 0.11 or larger, the EAF-DP-Denclue exceeds the pre-
cision of Denclue on yeast dataset, indicating that the effect
of outlier attribute on outlier detection exceeds the effect of
noise on outlier detection. It achieves the expected effect
of the algorithm. In addition, when the privacy budget of
the EAP-DP-Denclue is ε = 0.03 and larger, the precision
exceeds the Denclue, and the precision is greatly improved
compared with the DP-Denclue, which also shows that the
EAF algorithm proposed in this paper is effective.

E. COMPARATIVE ANALYSIS OF DIFFERENT TYPES
OF ALGORITHMS
To further evaluate the performance of the EAF-DP-Denclue,
we selected the local outlier factor (LOF) [42], the connective

TABLE 8. Precision of different algorithms on synthetic data set.

TABLE 9. F1-Score of different algorithms on synthetic data set.

outlier factor (COF) [43], the local structure outlier factor
(LSOF) [44] and the isolation forest (IForest) [45] for exper-
iments on all datasets. The LOF is a classical density based
outlier detection algorithm. The COF is an improved version
of the LOF. The LOF and COF algorithms have the same
time complexity with O(n2). The LSOF is an algorithm that
introduces nearest-neighbor tree neighborhood relations to
outlier detection, and the time complexity of the algorithm is
O(nlogn) after the KD-Tree structure is used to retrieve neigh-
boring points. The IForest is one of the representatives of a
classical outlier detection algorithm with linear time com-
plexity and excellent detection performance. In this part of
the experiment, based on the experimental numerical results
in Table 7, we set the parameters ξ = 10 and ε = 0.5 of the
EAF-DP-Denclue.

Table 8 and Table 9 record the precision and F1-Score
experimental results of the proposed algorithm in this paper
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FIGURE 8. Precision of outlier detection (yeast data set).

TABLE 10. Precision of different algorithms on real-life data set.

TABLE 11. F1-Score of different algorithms on real-life data set.

with other outlier detection algorithms on synthetic datasets.
Table 10 and Table 11 record the precision and F1-Score
experimental results of the proposed algorithm in this paper
with other outlier detection algorithms on real-life datasets.

According to Table 8, although the outlier detection pre-
cision of the EAF-DP-Denclue on S1 is slightly lower
than that of IForest, it still reaches 92%. In addition, the
EAF-DP-Denclue has the highest precision on S2, S3, S4,
S5 and S6 datasets, and the outlier detection performance is
better compared to other outlier detection algorithms. This is
due to the fact that the EAF-DP-Denclue is based on informa-
tion entropy weights, which calculate the importance of the
attributes with respect to each other and amplify the weights
of the outlier attributes. Further, the fuzzy priority relation
ordering method is utilized to rank the data attributes with
corresponding information entropy weights, which improves

the applicability of the algorithm on datasets with different
densities. According to Table 9, the F1-Score and precision
obtained from the experiments of each algorithm are similar.
The EAF-DP-Denclue is lower than IForest only on S1, and
has the best performance on all other synthetic datasets.

According to Table 10, the EAF-DP-Denclue got the high-
est precision on seven real-life datasets. The precision of
EAF-DP-Denclue is higher than 85% on iris, ecoli, yeast,
ionosphere and musk datasets and 100% on yeast dataset.
In most cases, the precision of the EAF-DP-Denclue is
higher than 70%, only on the sonar dataset the precision is
lower at 67%, but also still in line with that of the LOF.
This shows that the EAF-DP-Denclue has a stable outlier
detection efficiency on real-life datasets with different sizes,
different numbers of attributes and different ratios of outlier
points. According to Table 11, the EAF-DP-Denclue achieves
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an F1-Score of 100% on the yeast dataset. Except for the
wbc and wdbc datasets, the EAF-DP-Denclue has the largest
F1-Score on the other eight real datasets, which gives the
EAF-DP-Denclue excellent performance compared to other
outlier detection algorithms. In addition, the F1-Score on the
wbc and wdbc datasets remains no less than 70%, again with
excellent performance. In general, according to the numerical
results in Table 10 and Table 11, the introduction of the fuzzy
priority relation ordering method in the Denclue compen-
sates for the degradation of the outlier detection performance
caused by the differential privacy technology, and the EAF-
DP-Denclue has an F1-Score improvement of about 30%
compared to the Denclue. Combined with the numerical
precision results, it further demonstrates that the EAF-DP-
Denclue proposed in this paper has a stable outlier detection
efficiency on different real-life datasets. Therefore, it can be
proved that the EAF-DP-Denclue in this paper can efficiently
and consistently detect outliers on real-life datasets.

VI. CONCLUSION
In this paper, aiming at the privacy leakage problem of the
Denclue in the process of outlier detection and the problem
of low accuracy of results caused by differential privacy
technology, based on the differential privacy protectionmodel
and fuzzy precedence relation ordering method, we propose
the EAF-DP-Denclue with better performance. Experiments
and theoretical proof show that the algorithm can accurately
realize the identification of outliers and satisfy ε-differential
privacy. However, the disadvantage of the EAF-DP-Denclue
is that the running speed of the algorithm itself is much slower
than that of other outlier detection algorithms. Improving
the running efficiency of the algorithm and making it better
applied to various fields is a problem that needs to be studied
in the future.
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