IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 24 July 2023, accepted 8 August 2023, date of publication 21 August 2023, date of current version 25 August 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3307196

== RESEARCH ARTICLE

Hyper-Spectral Image Pixel Classification Based
on Golden Sine and Chaotic Spotted Hyena
Optimization Algorithm

XIPING YANG™ AND LIFANG CHENG

School of Mathematics, Zhengzhou University of Aeronautics, Zhengzhou 450046, China

Corresponding author: Xiping Yang (yangmath@ 163.com)

This work was supported in part by the National Natural Scientific Foundation of China ““Study on the Predictability of the Large Curve
Path of Kuroshio” under Grant 41906003; in part by the Key Scientific and Technological Project of the Higher Education Institutions of
Henan Province, China, “Research on Real-Time Early Warning Mechanism of Intelligent Video Surveillance Under Big Data,” under

Grant 22A520012; and in part by the Key Scientific and Technological Project of the Higher Education Institutions of Henan Province,
China, “Research on Intelligent Synthesis of Multimedia Graphics and Texts Based on Aesthetic Perception,” under Grant 23A120004.

ABSTRACT Hyperspectral remote sensing technology is a breakthrough technology that integrates imaging
and spectral methods, but it also faces issues such as classification accuracy being controlled by dimension-
ality and spectral variability. Based on this, this study proposes a Golden Sine Spotted Hyena Optimization
(GSSHO) algorithm that integrates the Golden Sine method, chaos strategy, and tournament strategy to
help hyperspectral remote sensing technology achieve higher work efficiency. The implementation of the
algorithm can be roughly divided into three stages. This includes initializing using chaotic strategies,
calculating the individual fitness value and selecting the best cluster, and after updating the fitness value,
continuing to select the optimal solution until the stop condition of the algorithm is met. Among them,
the golden sine algorithm provides a new data update method for the spotted hyena optimization algorithm,
avoiding situations where individual data cannot be searched for. The Salinas and Pavian Centre datasets were
used in the experiment to validate the effectiveness of the improved spotted hyena optimization algorithm.
At the same time, four other common algorithms were selected for performance comparison experiments
with the algorithm. The experimental results show that the GSSHO algorithm has excellent dimensionality
reduction and convergence capabilities. Compared with the total number of original bands, in both datasets,
the two values decreased to the total of 32 and 11, respectively, equivalent to 1/6 and 1/9 of the original data;
The fitness function values are 0.0836 and 0.0315 respectively. And compared with the other four algorithms,
this algorithm also significantly outperforms other algorithms in all aspects of indicators. Therefore, the
spotted hyena optimization algorithm based on the golden sine algorithm and chaotic strategy can make
band selection more efficient.

INDEX TERMS Spotted hyena algorithm, chaos strategy, golden sine, optimization problem, pixel
classification.

I. INTRODUCTION

Remote sensing is a means of using sensors to extract
environmental features, and realizing the absorption of elec-
tromagnetic wave length based on spectroscopy, which is
called spectral remote sensing technology. This technology
can help humans analyze and recognize observed objects, and
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obtain the desired information. Compared with traditional
imaging techniques, hyperspectral remote sensing technol-
ogy has many advantages, such as higher resolution. Because
some subtle differences in the spectrum cannot be recognized
by traditional remote sensing, resulting in problems such
as classification errors. And hyperspectral technology can
effectively avoid this situation and lay a solid foundation for
subsequent data detection. At the same time, this technology
can also combine multiple types of features of the data,
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improving the accuracy and stability of detection. However,
these advantages also bring corresponding defects. As the
feature dimension of data increases, the classification accu-
racy will gradually decrease, that is, the curse of dimen-
sionality problem; The spectrum itself is also susceptible to
factors such as noise and heterogeneity [1]. Therefore, dimen-
sionality reduction of hyperspectral data is a very important
step, which can not only reduce computational burden but
also achieve high resolution in high-dimensional data. There
are roughly two approaches to dimensionality reduction for
hyperspectral data, namely feature extraction and band selec-
tion. The first method is to use mapping to transform high-
dimensional data into low-dimensional data, while the second
method is to refine appropriate bands from the original data
to form a subset. The method of band selection can preserve
the original features to a greater extent without damaging
their physical significance, therefore, this method has also
been more widely applied [2]. The selection of hyperspectral
bands is actually an optimization problem, which involves
using corresponding evaluation rules to select the optimal
subset of bands. The problem with this condition is usually
solved using more efficient meta heuristic optimization algo-
rithms, including particle swarm optimization and genetic
algorithms. But these algorithms all have some unresolved
shortcomings, such as the insufficient convergence speed
and search ability of genetic algorithms; The particle swarm
optimization algorithm has weak optimization ability and is
prone to falling into local optimization problems. So, the
optimization algorithm still needs further improvement and
innovation [3]. The spotted hyena optimization algorithm
has high stability, but it also has problems such as local
optimization. Therefore, the study introduced the golden sine
method, chaotic strategy, and tournament strategy to improve
it. The golden sine algorithm can improve the global search
ability of the algorithm, and the combination of the two
strategies improves the local optimization and initial cluster
problem of the original algorithm. This provides a data foun-
dation for subsequent algorithm work. The innovation of this
study is to reduce the dimensionality of hyperspectral data
through feature extraction and band selection, while selecting
hyperspectral bands; The chaotic Spotted hyena optimization
algorithm is combined with the golden sine algorithm to
improve the local optimization and initial clustering problem.
The study combines two more advanced algorithms to solve
the local optimization problem and initial clustering problem
of hyperspectral images, which is a bold and novel method.
In the pixel classification of hyperspectral images, a large
amount of parameter information needs to be adjusted, and
previous research has had limited effectiveness in this area.
Therefore, this research work successfully solved the prob-
lem of parameter optimization.

Il. RELATED WORKS

Remote sensing technology is widely used in natural disaster
prediction, Geological survey, agriculture and other fields.
Among them, hyperspectral remote sensing technology with
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high resolution is a popular research direction. Hyperspectral
remote sensing technology is a remote sensing technology
used to obtain and analyze the details of the earth surface.
Compared with traditional remote sensing technology, hyper-
spectral remote sensing technology can obtain more and
narrower spectral band data. Traditional remote sensing tech-
nology usually only uses a few bands, while hyperspectral
remote sensing technology can obtain data from dozens or
even hundreds of bands. Peyghambari S et al. applied remote
sensing technology to geological detection, introduced the
basic process of information extraction, and verified the
effective application of HiR-HRST in different cases through
experiments [4]. Qin et al. believed that reasonable extrac-
tion of water bodies is the foundation for ensuring water
resources. They have studied the combination of HiR-HRST
and U-Net neural networks for feature extraction of small
water bodies. Scholars have taken measures such as strength-
ening network depth to further improve it, and the reliability
of this method has been verified through regression experi-
ments [5]. Liew et al. proposed an algorithm for measuring
water parameters, which combines HiR-HRST for image
classification to achieve object recognition function. The
effectiveness of this method was verified in subsequent exper-
iments. Although HiR-HRST is widely used, there are still
some unresolved issues [6]. Li et al. believed that environ-
mental factors such as atmosphere and location, as well as the
characteristics of sensors themselves, can affect the accuracy
of hyperspectral remote sensing images. Therefore, scholars
have proposed an HSI improvement technique to achieve
noise elimination and improve defogging, and verified the
effectiveness of this strategy through simulation experiments.
In addition to this technology, optimizing algorithms is also
one of the ways to improve hyperspectral remote sensing [7].
Yang et al. believed that the high correlation of bands can
increase computational pressure and limit the accuracy of
hyperspectral imaging. Thus, refining bands was necessary.
They used the K-means algorithm to achieve this goal. Due
to its high sensitivity to the initial cluster centers, randomly
selecting the initial cluster centers may cause a decrease
in algorithm accuracy. Therefore, the study introduced the
Mahmin distance algorithm to select the initial clustering
centers, then cluster the bands, and output the bands with
the maximum variance [8]. Zhang et al. chose a common
spatial pattern (CSP) algorithm that can achieve filtering and
feature extraction, but this algorithm has a high dependence
on time and frequency bands, making it difficult to imple-
ment. Thus, quantum particle swarm optimization algorithm
was introduced to improve algorithm accuracy, and support
vector machines were subsequently used for information clas-
sification. The simulation results of the improved algorithm
and the control algorithm using known datasets showed that
the improved algorithm has significantly improved classi-
fication accuracy [9]. Rato and Reis realized that spectral
data has a wide range of applications in the industrial field,
and due to the large amount of spectral data, only a small
portion of information is actually useful. The efficiency
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of the algorithm is closely related to the ability to select
wavebands. In previous studies, a selection method using
interval partial least squares has been proposed. However,
this method has significant limitations, so the author chose a
multi resolution algorithm for improvement. This algorithm
ensures optimal data resolution while selecting bands, and its
performance is significantly better than interval partial least
squares method [10]. Luo et al. proposed a Feature selection
method based on the maximum information coefficient of
conditional refinement to improve the consistency of cor-
relation measures and the accuracy of redundant estimation
under limited samples. The test of the final prediction model
of the actual Fluid catalytic cracking (FCC) process proved
the extensive correlation between variables and objectives.
Only a few variables are essential for modeling, while the
rest are redundant. Compared with other methods, CRMICM
has the best dimensionality reduction effect on FCC pro-
cess data in terms of feature number and model prediction
accuracy, demonstrating its good applicability to chemical
processes [11]. Bharathi et al. proposed a hybrid Feature
selection algorithm based on ant colony optimization (ACO)
and fast branch and bound (QBB). Ant colony optimization
algorithms realizes Feature selection by observing real ants
looking for food resources. First, use the QBB algorithm to
divide the Big data set into two parts. The combination of
these two algorithms realizes data dimensionality reduction
based on Feature selection. According to a set of perfor-
mance indicators, such as accuracy and recall, the algorithm
is simulated and compared with existing Feature selection
algorithms. The F-score, classification accuracy, and size of
selected features demonstrate the effectiveness of the pro-
posed hybrid algorithm [12]. Parlak et al. believe that it is very
necessary to apply feature selection method as a dimensional-
ity reduction step in the field of text classification, so a new FS
method is proposed. It benefits from corpus-based and class-
based probabilities in computation. Comparative analysis
was performed on four benchmark datasets, and the exper-
imental results showed that the EFS method outperformed
the other nine methods in most cases, based on micro and
macro F1 scores [13]. Yu et al. proposed an efficient method
for reducing dimension of trajectory and a method for set-
ting initial values of DBSCAN hyperparameters. Trajectory
dimensionality reduction algorithm processes trajectories of
different lengths into the same dimension (same number of
feature points). Retention points retain spatial and temporal
information about these trajectories as much as possible. The
DBSCAN hyperparameter initialization algorithm obtains
the effective initial values of eps and MinPts, which is con-
venient for subsequent adjustment. Finally, they verify these
methods on two real scene trajectory data sets, and the exper-
imental results are satisfactory and effective [14]. In order
to efficiently cluster and reduce dimension of data, Guo et
al. proposed a prior dependence graph (PDG) construction
method to model and discover complex relationships of data.
The developed PDG model is then applied to two typical
data analysis tasks, namely unsupervised data clustering and
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dimensionality reduction. Experimental results on several
benchmark databases show that compared with some existing
graph learning models, PDG model can achieve remarkable
performance, and can be deployed in edge computing module
to provide efficient solutions for massive data management
and application in AlIoT [15]. Xiang et al. proposed a new
variable neighborhood search golden sine cosine SALP group
algorithm, which is also proposed as a new shape matching
optimization method. As a relatively new branch, the atomic
potential matching model is inspired by potential field grav-
ity. Compared with traditional edge potential function (EPF)
models, APM has been proven to be less sensitive to complex
backgrounds in test images and more cost-effective in the cal-
culation process. The experimental results of four real exam-
ples show that the GSCSSA-VNS algorithm can provide very
competitive results, outperforming other algorithms [16].
Luo et al. designed a spotted hyena optimizer to train
the Feedforward neural network. Their goal is to apply
meta heuristic optimization algorithm to solve this prob-
lem better than mathematical and deterministic methods.
To demonstrate that using SHO to train FNN is more effec-
tive, the performance of the proposed method was tested
using five classification datasets and three function approx-
imations. The experimental results show that the proposed
SHO algorithm for optimizing FNN has the best compre-
hensive performance, and has more outstanding performance
than other advanced meta heuristic algorithms in terms of
performance indicators [17]. Baset et al. proposed a new
algorithm that incorporates the characteristics of the sine
cosine algorithm and the Simpson method (SCA-SM). This
method consists of two stages: in the first stage, the sine
cosine algorithm is used to find the optimal segmentation
point on the integration interval of the integrand. In the
second stage, the approximate integral value of the inte-
grand is calculated using the Simpson method. The numer-
ical simulation results show that the algorithm provides
an effective way for the numerical calculation of definite
integral, with fast Rate of convergence, high precision and
robustness [18].

To sum up, the pixel classification of hyperspectral images
will face difficulties such as high-dimensional data, noise
and clutter information, data imbalance, Feature selection and
extraction, model complexity and computation. At the same
time, there are also studies on related problems, and some
results have been achieved. For example, the classification
accuracy of hyperspectral images has been improved and
the classification time has been optimized. However, there is
still much room for improvement in parameter optimization,
operation efficiency and computational complexity. In order
to solve the parameters, this study combined gold sine method
with chaotic spotted hyena optimization algorithm, which
not only enhanced the global search ability of the algorithm,
but also solved the local optimization problem of the initial
algorithm, and fully reduced the dimension of hyperspec-
tral image data to achieve the maximum efficiency of the
algorithm.
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Ill. A PIXEL CLASSIFICATION METHOD FOR
HYPERSPECTRAL IMAGES BASED ON GSSHO

A. INTRODUCTION TO OPTIMIZATION ALGORITHM AND
HYPERSPECTRAL TECHNOLOGY FOR SPOTTED HYENAS
The spotted hyena is a large social animal that typically inhab-
its tropical or desert grasslands in Asia and Africa. During
hunting, it uses its calls and movements to transmit signals
to its companions, forming a structural network to pursue
and surround its prey. The spotted hyena is the only carniv-
orous dog that can compete with lion packs, with a strong
body and intelligent mind, and belongs to a highly socialized
group [19]. Indian scholars Dhiman and Kumarl proposed a
simulation algorithm called Spotted Hyena Optimizer (SHO)
based on this high hunting rate form of predation method.
It includes four stages: search, siege, hunting, and attack, and
the mathematical model established based on this principle
can achieve the goal of optimization [20]. The principle is
to constantly approach and surround the prey after identify-
ing the target location. SHO is expressed in the form of a
mathematical model, where the individual who searches for
prey is the best search point, while other search points update
their location in real-time. Formula (1) is the distance formula
between spotted hyenas and prey [21].

Dy, = |B - Pp(t) — P(1)| ey

In formula (1) above, D;, represents the distance between
the searched individual and the captured prey. B represents
the coefficient vector. ¢ represents the number of iterations.
Pp and P represent the location of the prey searched and the
location of the individual searched at the time of iteration
t. When the number of iterations is ¢ + 1, the search for
individual position points is formula (2):

P(t+1)=Pp(t)—E-Dy 2)

In equation (2), E represents the coefficient vector. The
search individual position in iteration ¢ + 1 is related to the
prey point and the distance between the two. Both formulas
(1) and (2) contain coefficient vectors, and their expressions
are formula (3):

3

B=2-ry
E=2h-rp

In formula (3), both rgz; and rgp are any number within
[0,1]; h represents a control factor that linearly decreases
between 5 and 0. The calculation of control factors is related
to the number of iterations, as shown in formula (4):

|h| =5- [Iinter(S/Minter)] (4)

In equation (4) above, Mine, represents the maximum
number of iterations; Iline, represents any natural number
other than zero. Spotted hyenas often engage in group war-
fare, relying on reliable communication networks within the
group to surround their prey. Assuming that the best searched
individual is infinitely close to the prey, the other individuals
determine the position of the best searched individual as the
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prey position, forming a cluster and jointly moving towards
the best point position. Save the best value updated at that
time. The calculation formula is obtained from the following
equation (5):

&)

Dy = |B- Pp — Py
P, =P,—E-Dy

In equation (5), Py, is the optimal position for the class of
hyenas; Py represents the position of the remaining hyenas.
According to equation (5), the search for individuals is based
on a reliable population network and the location of the prey
found for hunting.

IChZPk+Pk+1+...+Pk+N ©)

N = Cuos(Pp, Ppi1, Ppgas ..., P+ M)

In equation (6), N is the number of all spotted hyenas;
Cy, represents the set of N optimal solutions; Cys is the
number of alternative solutions obtained by increasing the
random quantity ME. The process of spotted hyenas attacking
prey in a cluster is also the process of local search in the
mathematical model. In this process, the control factor 4 grad-
ually decreases and the coefficient vector E also constantly
changes. When the absolute value of E is less than 1, it is the
moment of attack. Otherwise, the search for prey continues.
The calculation formula for this process is formula (7):

Pit+1)= % @)

Most spotted hyenas are concentrated in the optimal search
individual set Cj,, where individuals disperse and pursue their
prey. The critical condition is whether |E| is greater than 1,
which forcibly limits the distance between spotted hyenas
and their prey. Expanding the search phase can help find the
best hunting location and ensure the smooth implementation
of global searches. The research aims to achieve the goal
of image classification by improving algorithms to achieve
hyperspectral band selection. Figure 1 shows the working
principle of HiR-HRST:

Hyperspectral remote sensing is a technology based on
electromagnetic spectrum and spectral imaging. The sensor
will classify and record the waves at the same position accord-
ing to the frequency. The data is recorded in the form of a
cube, which contains a large amount of band data. Therefore,
external forces are needed for image classification to achieve
imaging purposes [22].

B. IMPROVED AND OPTIMIZED SPOTTED HYENA
ALGORITHM

Although the SHO algorithm has high adaptability and
parameter optimization ability, it may encounter defects such
as weakened convergence ability and local optimization when
facing high-dimensional optimization events. Therefore, the
study introduces the Golden Sine Algorithm (Golden-SA)
algorithm to improve SHO, which is a new meta heuristic
algorithm based on sine function, with equal distribution
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FIGURE 1. Principle of hyperspectral remote sensing imaging.

in all dimensions [23]. The biggest difference between this
algorithm and traditional optimization problem solving algo-
rithms is the update mode of position. The algorithm initially
randomly generates a number of individual positions of s.
Assuming that the solution values of the optimization prob-
lem all exist at the corresponding individual positions Xim,
the individual position calculation formula for the ¢ and ¢ 4
1 iterations is formula (8) [24]:

Xl.(t) = (Xi,l, Xi,2, cee Xi,d)
XY = xO Isin Ry | + Ry sinRy - |x1 PP — X"
(®)

In equation (8) above, d represents the dimension quantity;
i represents an individual point; ¢ represents the number
of iterations; PEI) represents the optimal position. R; is a
random number of [0, 2], which is related to the length
of motion of subsequent individuals during iteration. R, is a
random number of [0, 7r], which is related to the direction of
motion of subsequent individuals during iteration. x; and x»
are the coefficient of the golden section number, which can
reduce the search space and quickly find the optimal value.
Equation (9) is its expression:

x1=—nw+4+21(1—1)
X]=-—m+2nT

&)

In equation (9), the value of the golden section number
7 is (+/5 — 1)/2. The working principle of the Golden-SA
algorithm is listed in Figure 2:

It is known that SHO takes the best search individual’s
position point as the moving target, and obtains position
update information by reducing the linear distance between
the two. This type of algorithm lacks data communication.
Furthermore, using parameter vector E to control the search
range cannot accurately simulate the real search process.
Thus, the SHO algorithm is not competent for complex
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FIGURE 2. Working principle of Golden-SA algorithm.

optimization problems, otherwise it may result in decreased
accuracy and local optimization. The study introduces the
concept of golden sine to improve the SHO algorithm, and
the position update calculation formula of this method is
formula (10):

PUTD = PO [sinRy| + Ry sinRy - [P —P|  (10)

Comparing equation (10) with equation (8) above, it is
only necessary to know the optimal individual position Py
and the position data of the remaining spotted hyena Py to
achieve the golden sine strategy. It is worth noting that these
data are easily available in SHO. In each iteration process,
the remaining individuals communicate with the best indi-
vidual to make the positional difference data between the
two more accurate. According to the relationship between
the sine function and the unit circle, the algorithm can tra-
verse all values on the unit circle, thus possessing higher
global search ability. The golden section coefficient not only
grasps the direction of motion and distance of the position,
but also continuously reduces the search space. This greatly
improves the convergence ability and optimization efficiency
of the model, allowing the spotted hyena to move faster to
the optimal individual point position and obtain better opti-
mization results. From the previous text, the SHO algorithm
obtains the optimal solution through continuous iteration,
so the optimization efficiency and accuracy of the algorithm
are greatly affected by the initial cluster. However, initially,
clusters were randomly initialized, and such clusters were
often not average enough to cover the entire search space.
This study utilizes chaotic algorithms to assist in initializ-
ing the original algorithm [25]. Scholars have proposed a
chaotic algorithm based on the extremely high regularity
and sensitivity of chaotic motion, which has been applied in
multiple fields such as mechanics and engineering. The study
utilizes chaotic mapping functions for cluster initialization,
greatly enhancing the diversity and randomness of the initial
cluster. The commonly used function is the Logistic function.
Due to the distribution limitations of the generated sequence,
there is often a phenomenon of high, medium, and low ends,
which cannot achieve a symmetrical arrangement of data. The
initial cluster obtained in this way is still unevenly distributed,
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FIGURE 3. Tournament strategy flow.

resulting in a decrease in computational accuracy. There-
fore, the study utilizes a uniformly arranged and faster Tent
sequence to achieve initialization operations. The specific
calculation formula is expressed as formula (11) [26]:

21—P) 05<P <1

In equation (11), P; represents a chaotic sequence, with an
initial P; value of 0.6. By using the Bernoulli shift to convert
the formula, the calculation formula shown in formula (12)
can be obtained:

(11)

Pt+1=

Pii1 = (2P,) mod 1 (12)

To address the drawbacks of local optimization in the
spotted hyena algorithm, a tournament strategy was selected
to improve it. Its principle is a local selection mechanism,
which uses the form similar to the wheel race to obtain the
position with the highest fitness. And the data communication
between various points has also been strengthened, further
avoiding the occurrence of local optimization phenomena,
and the algorithm accuracy is also higher. Fig.3 shows the
specific steps:

From Fig. 3 that the tournament strategy will first select k
individuals randomly from the cluster, usually two, and then
compare the fitness of k individuals one by one to add one
point to the best ‘““class hyena”. Repeat the above operations
to concentrate the individuals with the top n scores and ulti-
mately form an optimal initial cluster. This method is adopted
for initialization to ensure that all data can be compared and
filtered, and to obtain the best initial cluster, laying a solid
foundation for subsequent optimization efficiency. It should
be noted that this strategy is not based on the fitness value to
achieve selection, but to detect the relationship between indi-
viduals’ fitness, which is to suppress the rapid convergence
problem caused by super individuals. Individuals determine
whether they can enter the initial cluster based on their scores.
Compared to traditional algorithms, this selection system can
achieve more outstanding clusters and provide guarantees for
the efficiency and accuracy of optimization problems.

C. APPLICATION OF IMPROVED SHO IN HYPERSPECTRAL
BAND SELECTION

The image classification method combining spectral data and
ground feature data often accompanies phenomena such as
high computational intensity, high band correlation, and com-
plex dimensionality when dealing with data with abundant
band information, greatly reducing classification efficiency.
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Based on this, scholars propose a band selection technique
that reduces high-dimensional data to easily computable low-
dimensional forms, and treats each band as independent
features. Therefore, band selection is essentially the selection
of features. The study combines Golden-SA, chaos strat-
egy, and tournament selection mechanism to improve SHO,
to reduce computational burden, improve algorithm accuracy,
and ultimately achieve the selection of hyperspectral bands.
Fig. 4 shows the overall algorithm flow:

The goal of band selection is to select the optimal band
from multiple known bands. Its characteristic is that it does
not consider the specific features of each band, and only
requires the band to match the required features in quantity.
A common method is to use multiple models to predict data,
then compare the predicted value with the true value, and
select the optimal result as the final result. In practical appli-
cations, the band selection problem can be transformed into
a mathematical programming problem, with the optimization
goal of maximizing the objective function under given con-
straints [27]. The selection of frequency bands is relatively
complex, and ordinary decimal programming usually cannot
solve this discontinuous composite optimization problem.
Therefore, binary algorithms are studied to express all indi-
viduals as logical numbers of O or 1. The algorithm used in the
study is consistent with the original hyperspectral in terms of
encoding dimension, and the retention and removal of bands
are represented by logical values. In binary encoding, O repre-
sents discarding the band, 1 represents retaining the band and
classifying it, and its mapping form is simple [28]. This study
uses the sigmoid function for binary transformation, as shown
in formula (13):

Sigmoid(P) = 1/[1 4 exp(—P)],
_ 1, rand() < Sigmoid(P) (13)
| 0, rand() > Sigmoid(P),

In equation (13) above, P represents the location of the
individual; Ppis the data after binary conversion; rand() rep-
resents any number within [0,1]. Fitness function is a way
to evaluate the quality of individuals, so it greatly affects
the optimization results. The selection of hyperspectral bands
pursues the effect of achieving twice the result with half the
effort, that is, obtaining better classification accuracy in a
small number of bands. This study uses the maximum and
minimum method to achieve the purpose, that is, to structure
the fitness function by improving the classification accuracy
and reducing the number of bands. The fitness function of
individual i is formula (14):

F(i) = all — OA®)] + ﬂ§ (14)

Equation (14) above combines the two requirements and
finally decides to take the minimum value of the fitness
function as the optimal value. Where o and 8 both represent
weight parameters; R and N represent the number of selected
bands and the overall number of bands; OA(7) represents the
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classification accuracy of the current band. Formula (15) is
its expression:

OA(i) = Fy/(F, + Fy) (15)

In equation (15), F, and Fy represent the correct and incor-
rect classification numbers of the band subset, respectively.
The above two methods further improve the efficiency of
band selection. This study incorporates the idea of hunting
in groups of hyenas into the optimization problem of band
selection. When the number of bands in the hyperspectral
image is n, the algorithm constructs an independent n as
the spatial vector and selects an initialization cluster with a
number of m. By searching for prey in the space and keeping
up with the individual position with the fitness function,
the algorithm stops working after judging the best result or
meeting the preset iteration times. Fig. 5 shows the specific
algorithm flow:

From Fig. 5, the initial cluster of search individuals needs
to be selected through the chaotic strategy algorithm first,
and then the initial parameter values are selected to calculate
the fitness value F' (i) of the comparison individuals. Golden-
SA is used to select the search individual with the best
location, define the optimal solution according to formula (6),
and track the location information of each search individual
in real-time to detect whether there are any out of bounds
individuals. Subsequently, appropriate adjustments will be
made, and the optimal solution will be selected based on the
tournament strategy. The cluster values and optimal search
individual positions will be updated until the required condi-
tions are met. On the contrary, repeat step five and once the
stopping conditions are met, return to the optimal solution.

IV. SIMULATION EXPERIMENT AND RESULT ANALYSIS
A. EXPERIMENTAL DATASET AND ALGORITHM
PARAMETER SETTINGS

This study selected two known hyperspectral remote sensing
image datasets. One is the image data of Salinas Canyon in
California, USA, captured using AVIRIS spectral imaging
equipment, excluding bands with obvious defects (such as
being absorbed by water vapor), leaving 204 bands in a
total of 16 categories; The second is the image data located
in Pavia City, Italy, which is shot by the ROSIS spectral
imaging equipment to remove the noise polluted bands. There
are 102 available band images, a total of 9 categories, and
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the image ratio is 1096 pixels x 715pixel. The experiment
allocates the training and testing sets in three proportions:
2:8, 5:5, and 8:2. The repeated experiments show that the
proportion division has little impact on the algorithm accu-
racy and can be ignored. Considering that the working time
of the algorithm is positively correlated with the capacity of
the training set, in order to save time and cost, a 2:8 alloca-
tion was selected for the dataset in the study. In summary,
approximately 61 band data were used as the training set,
while the remaining 245 data were all divided into test sets.
This experiment selected a 3GHz central processing unit and
a 4GB memory Windows 7 system, and implemented simu-
lation on the MATLAB platform. The study used GSSHO,
and the selected feature data was classified using Support
Vector Machine (SVM). To demonstrate the reliable perfor-
mance of this algorithm, four algorithms, Particle Swarm
Optimization (PSO), Simulated Annealing Algorithm (SA),
Genetic Algorithm (GA), and Grey Wolf Algorithm (GWO),
were selected for comparative analysis in the experiment. The
cluster capacity of the five algorithms is set to 10, and the
maximum number of iterations is 15. Each type of algorithm
needs to be repeated for 30 times to eliminate experimental
errors caused by contingency. The average value of each
type of algorithm will be used as comparative data. The
control factor of the GSSHO algorithm is set to a linearly
decreasing value within [0,5], with M candidate values within
the range of [0.5,1]. Each time two values are selected for
championship selection; The learning factors cl and c2 of
PSO are both 1.49, with weights w between [0.2,0.9], the
velocity is within the range of [0,6]; Annealing coefficient
oTof SA is 0.99, and the initial temperature TO is 0.1; The
crossover probability C and mutation probability M of GA
are both 0.4; Collaboration coefficient &« of GWO isin the
interval of [0,2]. The fitness value of each algorithm is taken
as the first evaluation criterion, and the Overall Classification
Accuracy (OA), the total number of selected bands N, Kappa
coefficient and the operation duration of the algorithm are
also selected as the auxiliary evaluation criteria. According to
formula (15), classification accuracy refers to the ratio of the
number of accurate classifications to the total number of clas-
sifications. The larger this value, the higher the classification
accuracy. The Kappa coefficient is an indicator of the consis-
tency between the classification value and the true value of the
evaluation algorithm model. Similarly, the larger the value,
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the better the classification performance. The most important GSSHO — - - GA
fitness value has a great impact on whether the algorittmean pso — GWO
be realized and the convergence efficiency, and also directly 940T ' SA
reflects the classification accuracy and dimension reduction 93.8 A l o A

results. When the value of fitness is small, the performance
of the algorithm is better. The experimental results on the
Salinas dataset are displayed in Fig. 6:

From Fig. 6, the GA algorithm has the highest aver-
age classification accuracy, reaching 93.64%; The GSSHO
algorithm used in the study is second only to this, reaching
93.33%, which is 0.59% higher than the PSO algorithm with
the worst accuracy. Although there is a slight difference in
classification accuracy between GSSHO and GA algorithms;
However, considering the total number of bands selected by
the algorithm, the GA with the best classification accuracy
is clearly at a disadvantage, with the highest number among
the five algorithms, reaching 121; GSSHO only has 32 bands,
which is the least selected band in the experimental algorithm.
The classification accuracy in Figure 6 (a) shows significant
changes, which may be due to the imbalance between data
quality and categories. Hyperspectral image data may be
affected by factors such as noise, cluttered information, and
changes in lighting. If the data quality is poor or contains
a large amount of interference, accuracy may be affected;
If the number of samples in certain categories is too small,
classification algorithms may tend to misclassify these pixels
into larger categories, thereby affecting accuracy. Therefore,
in terms of classification accuracy and the number of selected
bands, the GSSHO algorithm has the best overall perfor-
mance. Fig.7 shows the experimental results of the fitness
value, Kappa coefficient and running time of each algorithm:

As Fig.7, the average fitness function value of GSSHO
algorithm is the lowest, only 0.0836, which is 0.0783 lower
than that of GA algorithm; The Kappa coefficient of this
algorithm is also relatively optimal, at 0.9283, which is an
improvement of 0.0082 compared to the PSO algorithm;
Moreover, the running time of the GSSHO algorithm is rel-
atively short, only 10852 seconds, which is 1846 seconds
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FIGURE 6. Salinas data set experiment results.

less than the SA algorithm. It can be seen from the com-
prehensive comparison of the three indicators that GSSHO
is not necessarily the optimal value of a single indicator, but
in general, GSSHO is the best option, which can guarantee
low fitness value and short running time at the same time.
Based on Figures 5 and 6, the comprehensive performance
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FIGURE 7. Salinas data set experiment results.

of GSSHO is the best among the five algorithms. Although
the classification accuracy is slightly lower than that of the
GA algorithm, its results demonstrate a lower total number of
bands, approximately one quarter of that of the GA algorithm.
Therefore, GSSHO can improve its dimensionality reduction
ability while also ensuring algorithm accuracy. The study
conducted the same experiment on another Pavian Centre
dataset (Figure 8):

According to Fig. 8, the classification accuracy of GSSHO
algorithm is significantly better than other algorithms, with
an average of 99.12%, which is 0.51% higher than the PSO
algorithm with the worst accuracy; Not only that, the number
of bands selected by the algorithm has also been signifi-
cantly reduced, to only 11, equivalent to one-fifth of the
GA algorithm. Therefore, GSSHO is the best in terms of
computational accuracy and dimensionality reduction ability.
Fig. 9 shows the results of three other indicators compared
with algorithms:

As Fig. 9, the average value of the fitness function of the
GSSHO algorithm is 0.0315, which is 0.0944 lower than that
of the GA algorithm. Moreover, the Kappa coefficient and
runtime of the algorithm remain within a relatively optimal
range of 0.9856 and 7038s, respectively. Although it is 2108s
more than GA, its fitness function value and Kappa coeftfi-
cient are far better than GA algorithm. Overall, GSSHO is
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FIGURE 8. Pavian centre data set experiment results.

still the best of the five algorithms. It is worth noting that
in the two dataset experiments, the total number of bands
for GSSHO was 32 and 11, respectively, while the bands
for the original data were 204 and 102, respectively. GSSHO
has excellent data dimensionality reduction capabilities, sim-
plifying a large amount of complex data and laying a solid
foundation for image classification. The values of its fitness
function are all infinitely close to 0, indicating that the conver-
gence of the algorithm is extremely strong. To further observe
the classification results of each algorithm, the images of its
wavelet subset were analyzed in the experiment. The results
of the Salinas dataset are Figure 10:

From Fig. 10, the classification accuracy of each algorithm
for Class 8 and Class 15 is relatively low, that is, the classifi-
cation of the parts circled in the figure is relatively turbid. The
support vector machine classifier is easy to confuse these two
types of data, because the spectral characteristics between
the data are similar, and the information of the band subset
obtained by the algorithm is not sufficient, so it can not be
classified accurately. Transforming the image into compara-
ble data can yield experimental results as listed in Table 1:

The data in Table 1 shows that the classification accuracy
of GSSHO is only slightly lower than GA, which can be
ignored, but it is significantly better than other algorithms.
The classification accuracy for Class 8 data reaches 90.38%,
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TABLE 1. Classification accuracy of two categories with large errors in
Salinas data set.

{
()GA

[ Y Y Y Yo gy [y Y Y Y Y Yy (Y ey Y Yy
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Category 8 Category 15
GSSHO 90.38% 68.07%
PSO 89.06% 64.89%
SA 90.03% 68.28%
GA 90.55% 68.56%
GWO 89.85% 67.56%

which is 1.32% higher than the PSO algorithm; The classifi-
cation accuracy of GSSHO for class 15 data is 3.18% higher
than that of PSO algorithm. Therefore, when faced with data
that is difficult to recognize, GSSHO still outperforms other
algorithms in terms of performance. Fig. 11 shows the band
subset classification results of the Pavian Centre dataset:
Fig.11 shows that the decomposition results of each
algorithm for the Pavian Centre dataset are good, and there
is basically no confusion. And the algorithm accuracy is
infinitely close to 1, and the classification effect is very
excellent. To eliminate other factors and further understand
the performance of GSSHO algorithm, this study selected
three different classifiers for further control experiments.
They are: K-Nearest Neighbor (KNN), Decision Tree (DT),
and Naive Bayes (NB). The total number of bands, the value
of fitness function and the classification accuracy are selected
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FIGURE 10. Band subset diagram of salinas data set.

TABLE 2. Results of different classifiers in the Salinas dataset.

SVM KNN DT NB
Classification accuracy 93.33% 90.53% 88.04% 76.94%
Number of bands 32 42 40 36
Fitness function value 0.0836 0.1201 0.1342 0.2214

to evaluate the selected subset of bands. Table 2 shows the
experimental results in the Salinas dataset:

In Table 2, GSSHO has the best performance when using
SVM classifiers, and can also achieve good performance in
KNN and DT classifiers. However, the performance in NB
classifiers is not ideal, and the performance of all indica-
tors has significantly decreased. The classification results of
GSSHO algorithm are poor. The reason is that the perfor-
mance of the NB classifier will decline when facing data with
more complex dimensional features, while the SVM classifier
is better at handling small sample data with discretization and
high dimensions. The comparison results of each classifier in
the dataset are exhibited in Table 3:
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TABLE 3. Results of different classifiers in the Pavian Centre dataset.

SVM KNN DT NB
Classification accuracy 99.12% 98.20% 97.22% 88.69%
Number of bands 11 38 23 14
Fitness function value 0.0315 0.0939 0.0631 0.1123

The data in Table 3 shows that GSSHO performs extremely
well in SVM classifiers, with a classification accuracy close
to 1, which is the same as the Salinas dataset; The perfor-
mance of the NB algorithm is unsatisfactory, but the accuracy
also reaches 88.69%. Overall, GSSHO performs better than in
the Salinas dataset. Through the above experiments, it can be
concluded that using the GSSHO algorithm for hyperspectral
pixel classification can achieve more efficient classification
results. This algorithm performs well in data dimensionality
reduction and convergence, greatly reducing computational
intensity and achieving twice the result with half the effort.
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Based on the analysis of the above results, the golden sine
algorithm and the chaotic Spotted hyena algorithm both adopt
a global search strategy. By introducing randomness and
chaos strategies, they can better traverse the solution space
and find the global optimal solution. Chaotic Spotted hyena
algorithm introduces tournament selection strategy, which
can retain the optimal solution, and uses chaos strategy to
introduce greater randomness in each iteration. This can
avoid falling into the local optimal solution and improve
the ability of local search. The golden sine algorithm and
the chaotic Spotted hyena algorithm comprehensively utilize
the characteristics of golden ratio, sine function and chaotic
mapping, giving full play to the advantages of these attributes.
By combining these methods, it is possible to better balance
exploration and utilization of search space in both global and
local searches. Therefore, the proposed algorithm has better
performance in hyperspectral image classification.

V. CONCLUSION

This study improves the original SHO by introducing
three methods: Golden SA, chaos strategy, and tourna-
ment strategy. The improved SHO improves the algorithm’s
global search ability for data, solving the problems of
random selection of initial clusters and local optimization
in the original algorithm. To further validate the perfor-
mance of the improved algorithm, two datasets, Salinas
and Pavian Centre, were used for simulation experiments,
while PSO/SA/GA/GWO algorithms were added for com-
parative experiments. The experimental data shows that the
algorithm has the best comprehensive performance in both
datasets, with classification accuracy reaching 93.33% and
99.12%, respectively; The total number of selected bands
has been reduced by 6/1 and 9/1 respectively compared to
the original data. The experiment also makes a comparative
analysis of the performance of the algorithm in different
classifiers: GSSHO algorithm performs best in SVM, but
performs poorly in NB classifier, and its performance in all
aspects is significantly reduced. Its fitness function values
rise to 0.2214 and 0.1123 respectively. This is because the
NB algorithm itself is not good at handling data with complex
dimensional features. In summary, the GSSHO algorithm has
extremely strong global search ability, fast convergence abil-
ity, data dimensionality reduction ability, and image classifi-
cation ability compared to other algorithms. It has significant
advantages in operational efficiency, data processing, and
classification accuracy, and also has strong stability. Able
to handle complex feature data and achieve more efficient
hyperspectral image classification. Although the research has
achieved certain results, the GSSHO algorithm still has short-
comings. The search process of the golden sine algorithm and
the chaotic Spotted hyena algorithm involves a large number
of parameter updates and fitness evaluation, which may lead
to high computational complexity of the algorithm and may
face a long computational time when processing large-scale
hyperspectral images. Therefore, subsequent research can
further improve the operational efficiency of the algorithm
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by introducing methods such as parallel computing, pruning,
and pruning.
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