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ABSTRACT Deep face recognition models are vulnerable to adversarial samples generated by adversarial
attack methods. However, current attack methods do not adequately represent the security problems of
the deep FR models, because they either produce adversarial samples which are unnatural and easily
perceived by human or have poor attack capabilities with low attack success rates on the black-box victim
FR model. To achieve a good trade-off between the imperceptibility and attack capability, we propose
Adv-Eye, a novel method for constructing adversarial facial images by adding natural eyeshadow to the
orbital region. Adv-Eye consists of Makeup Generation Module, Makeup Blending Module, and Attack
Module. Makeup Generation Module develops pre-makeup strategy to help adversarial generative networks
(GANs) to accurately generate eyeshadow on the orbital image. Makeup Blending Module develops a
multi-view image visual similarity evaluation method to improve the imperceptibility of the generated
eyeshadow. In Attack Module, an ensemble attack strategy based on fine-grained meta-learning and input
decay, is applied to improve attack capability under query-free black-box setting. From the experimental
results under LADN dataset and MT dataset, compared with existing techniques, the adversarial samples
generated by Adv-Eye not only significantly improve the visual quality, but also achieve average success
rates of 1.63% and 1.05% improvement on the local black-box FR model and average confidence point
improvements of 5.33 and 5.22 on the online commercial FR platform respectively. The above results
demonstrate that pre-makeup strategy and multi-view image visual similarity evaluation method effectively
improve the imperceptibility of generated adversarial perturbations, and AttackModule effectively improves
attack success rate while maintaining high image quality.

INDEX TERMS Adversarial attack, generative adversarial networks, meta-learning, face recognition.

I. INTRODUCTION
With the advancement in Deep Neural Networks (DNNs),
DNN-based approaches have achieved state-of-the-art and
even surpassed human performance on various computer
vision tasks [1], [2], [3], [4], [5]. As an important task,
face recognition is also greatly advanced by DNNs [1],
[6], [7]. Because of its excellent capability, deep face
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recognition models are used in many security-sensitive
authentication scenarios (e.g. face-sweeping payment, smart
device unlocking, and public access). However, recent
works have shown that DNNs are vulnerable to adversarial
samples which are generated by adding elaborately designed
imperceptible perturbations to clean images [8], [9], [10].
In face recognition, inevitably, adversarial samples also exist
and effectively work on the state-of-the-art face recognition
(FR) systems which have been widely applied in real-world
scenarios [11], [12]. These findings have raised significant
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concerns regarding the security and reliability of current
DNN-based FR systems.

However, current adversarial attack methods on FR
systems have inherent limitations, which means they do not
fully represent the security risks of deep face recognition
systems in practical application. Specifically, the major
limitations are the following: (1) Low attack capability:
most existing methods belong to white-box attack (i.e.
having full knowledge of the victim models especially
gradient information) [13], [14], [15] or query-based black-
box attack (i.e. attacker is able to arbitrarily query the
victim model) [11], [12]. Without any information of the
victim model, they hardly attack successfully. Therefore,
they are hardly effective in practical applications. (2) Lack
of naturalness: the adversarial perturbations generated by
current methods lack of naturalness and realism. Specifically,
several methods set the form of adversarial perturbations
to noise [11], [12], [16]. This form often results in the
modified facial image appearing unnatural, making it easily
noticeable to the human eye, and using image preprocessing
techniques (e.g. face alignment, face cropping and image
compression) to disrupt the perturbation structure, leading to
attack failure [17]. Some adversarial attack methods try to
solve it by imbuing adversarial perturbations with specific
semantic meanings, Brown et al. [13] set perturbations to
square patch, Komkov and Petiushko [15] bend the patch by
an affine transformation and set it on the front of the hat.
Whereas, the disorderly arrangement of pixel values within
adversarial patches and the abrupt change of pixel values at
the boundary between adversarial patches and source images
make generated adversarial samples have obvious image
manipulation traces. In order to alleviate manipulation traces,
some attack methods combine GANs to generate adversarial
perturbations which better fit the human face. Jia et al. [18]
generate adversarial samples by editing face attributes (e.g.
adding smile and adding wrinkles). Lin et al. [19] generate
adversarial samples by incorporating full-face makeup onto
facial regions. Hu et al. [20] incorporate a regularization
module into the generative model to enhance the visual
realism of adversarial makeup. However, such global mod-
ifications can easily lead to unexpected changes in sensitive
identity attributes, thereby compromising the identity consis-
tency between adversarial facial images and source images in
human visual perception. Yin et al. [21] proposeAdv-Makeup
framework, which attempt to combine the ideas of the above
two types of semantic perturbations to improve visual quality.
Adv-Makeup incorporates the idea of using eyeshadow as
the form of adversarial perturbations. Adv-Makeup utilizes
GANs to generate the eye-region images with eyeshadow and
merge them to the source images. Furthermore, Adv-Makeup
introduces an integrated attack approach based on fine-
grained meta-learning to enhance the attack capability of the
generated adversarial samples. Nevertheless, in Figure 1 (b),
the generated makeup adversarial samples still appear too
conspicuous and exhibit unexpected changes in semantic
content. Moreover, there is still room for improvement

FIGURE 1. Illustration of Adv-Makeup and Adv-Eye. (a) Source facial
image and the corresponding zoomed-in image. (b) Adversarial facial
image and the corresponding zoomed-in image generated by
Adv-Makeup. (c) Adversarial facial image and the corresponding
zoomed-in image generated by Adv-Eye.

in the attack success rate of the generated adversarial
samples.

In conclusion, the main challenge of effectively misleading
deep face recognition models under real-world conditions
lies in simultaneously achieving excellent imperceptibility
of adversarial samples and a high attack success rate under
query-free black-box setting (i.e. the transferability of attack).
To face this challenge, we propose a novel attack method
called Adv-Eye, which aims to generate adversarial samples
with both high visual quality and high attack success rate.
Similar to Adv-Makeup, Adv-Eye also utilizes eyeshadow
as the form of adversarial perturbations. For improving the
quality of generated images, we introduce the pre-makeup
method to assist in the training of GANs and design a
multi-view image consistency metric to simulate human
vision and quantify the naturalness of generated images.
The resulting synthesized faces with eyeshadow, as shown
in Figure 1 (c), appear more natural to human eyes.
Additionally, in order to further enhance the attack effect
without relying on the victimmodel, we propose an ensemble
attack method which combines input decay with fine-grained
meta-learning to further improve the transferability of attack
while maintaining its natural appearance. Our contributions
can be summarized as follows:
• We propose Adv-Eye, a novel approach that can
simultaneously attain high imperceptibility and attack
transferability against face recognition models by
adding eyeshadow.

• We develop a pre-makeup method based on Poisson
fusion, which assists GANs in synthesizing eyeshadow
more accurately on the orbital region of facial images.

• To enhance the consistency of the generated eyeshadow
with the source image in terms of human vision and
improve the imperceptibility of the attack behavior,
we incorporate two image quality metrics SSIM and
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Lpips to measure the naturalness of images from
different perspectives and quantify the visual quality of
the images more effectively.

• We propose an ensemble attack strategy based on fine-
grained meta-learning and input decay. During meta-
train phase, we integratemeta-trainmodels and performs
multi-step training. During meta-test phase, we con-
struct meta-test models by introducing input decay. This
allows us to better utilize the information of white-box
surrogate models while improving the transferability of
adversarial samples to black-box victim models.

• The comprehensively designed experiments on LADN
dataset and makeup transfer (MT) dataset demonstrate
that the adversarial samples generated by Adv-Eye
exhibit both better image quality and attack performance
against offline face recognition models and online
commercial platforms.

II. RELATED WORKS
In this section, we provide a brief overview of the related
works in the area of Adversarial Attack, Adversarial Attack
on Face Recognition, Generative Adversarial Networks, and
Meta-Learning.

A. ADVERSARIAL ATTACK
The core of Adversarial Attack is quite simple: let us slightly
modify the image input to the neural network model so
that the classification result output by the network changes
from the correct class to another. Based on this idea,
szegedy et al. [8] formulate the adversarial attack problem
as the following optimization model:

min
r
∥r∥2

s.t. f (x) = ytrue
f (x + r) = yt ̸= ytrue
x + r ∈ [0, 1]m (1)

where r represents the perturbation, x ∈ [0, 1]m is the
input image of size m, f (x) represents the classification
result of model f corresponding to x, yt is the target label,
and ytrue is the ground-truth label. Note that in Eq. (1),
if attackers simply want f (x + r) ̸= yt , the attack is called
untargeted attack (dodging attack in case of face recognition),
and if attackers need a specific predefined class yt , the
attack is called targeted attack (impersonation attack in
case of face recognition). Besides, Szegedy et al. [8] propose
a quasi-Newton L-BFGS-B method to solve the above
optimization problem. In [9], Goodfellow et al. consider
gradient backpropagation mechanism of network training,
and propose a simpler but more effective method named
Fast Gradient-Sign Method (FGSM). FGSM obtains the
adversarial sample by using the gradient information of the
victim model as follows:

xadv =

{
x + αsign(∇xJ (f (x), ytrue)) untargeted
x − αsign(∇xJ (f (x), yt )) targeted

(2)

where xadv represents the resulting adversarial sample, J is
loss function which depends on the task of the victim
model (e.g. cross-entropy function used for classify task).
α is the hyperparameter that controls the size of the
perturbation. To further increase the attack success rate and
reduce the perturbation which is required for successful
attack, Kurakin et al. [22] propose basic iterative Method
(BIM). In BIM, the single-step attack method is changed
to a small step-length multiple attack method. Furthermore,
Madry et al. [23] propose project gradient descent (PGD)
method. Compared with BIM, PGD changes the initial
perturbations from 0 to random perturbations and controls
the size of perturbations using the maximum inner product
projection method.

However, the above approaches require all the information
of the victim model, this is not in line with practical scenario.
Some researches have revealed that adversarial samples
generated against one model may mislead other models
under the same task [8], [24], [25]. This phenomenon is
known as the transferability of adversarial attack. Moreover,
the transferability of adversarial attack can be analogous
to the generalization of a trained model. Therefore, referring
to the common tricks for improving model generalization,
a series of methods have been proposed to improve the trans-
ferability from three perspectives: input transformation [26],
[27], [28], [29], optimal gradient orientation [28], [30], [31],
and model ensemble [31], [32]. In our work, we design an
ensemble attack strategy based on fine-grained meta-learning
and input decay to achieve more powerful black-box attack.

B. ADVERSARIAL ATTACK ON FACE RECOGNITION
Although adversarial attack method only targets image clas-
sification task at first, a series of studies have indicated that
adversarial samples are also present in other vision tasks [33],
[34], [35]. Face recognition is one of the key areas, therefore,
many studies have been proposed for face recognition to
examine the robustness of recent FR models. Deb et al. [16]
generate face adversarial samples through adversarial gen-
erative networks (GANs). Cherepanova et al. [35] propose
LowKey method, which introduces a perceptual loss function
based on LPIPS [36] to reduce the gap between the generated
adversarial samples and the source image. Yang et al. [12]
propose TIP-IM method which utilizes maximum mean
discrepancy (MMD) instead of Lp parametric to measure
the naturalness of the adversarial sample. Moreover, if the
target identity corresponds to multiple face images, TIP-IM
introduces an optimal strategy. In each iteration, the image
that is currently the most suitable as the target is selected to
improve the attack effectiveness.

Above methods generate adversarial samples by adding
noise perturbations to faces. However, as shown in the
Figure 2(a), such methods create awful distortion on facial
images which cause the adversarial sample to be easily
detected. Thus, as shown Figure 2(b), a series of studies make
generated perturbations semantically meaningful to improve
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FIGURE 2. Comparison with existing adversarial attack methods against FR models. (a) Noise-based attack methods: TIP-IM [12],
LowKey [35]. (b) Patch-based methods: AdvGlass [14], GenAP [37]. (c) Makeup-based methods: Adv-Makeup [21], Adv-Eye in this paper.

naturalness and imperceptibility of the adversarial sample.
Komkov and Petiushko [15] propose Adv-Hat model, which
sets adversarial perturbations to stickers on the front of hats.
Sharif et al. [14], [38] propose Adv-Glasses model, which
implants adversarial perturbations into eyeglasses to mislead
the face recognition system. Xiao et al. [37] propose Gen-AP
model, which generates adversarial stickers with patterns of
eyes based on a pre-trained StyleGAN [39] model. Whereas,
the perturbations generated by the above methods are rather
conspicuous and not natural enough. Facing this problem,
Zhu et al. [40] firstly attempt using makeup as the form
of adversarial perturbations, and generating adversarial eye
makeup on source images to mislead face recognition (FR)
systems. In order to remove the white-box limitation in [40]
and further improve the imperceptibility of the generated eye-
shadow, Yin et al. [21] propose Adv-Makeup model which
generates the eye makeup adversarial images by GANs.
In terms of improving imperceptibility, Yin et al. introduce
a blending method based on image edge consistency and
high-dimensional feature consistency. To achieve attack in
black-box setting, Yin et al. propose an ensemble attack
method based on fine-grained meta-learning to implement
transferable black-box attack. Whereas, Adv-Makeup has the
following limitations: (1) As shown in left part of Figure 2(c),
visual artifacts exist in the makeup area. (2) The generated
adversarial samples lack transferability. In this paper, for
addressing the aforementioned limitations, we propose the
Adv-Eye model, which generates more natural eyeshadow
while enhancing the attack transferability of the generated
adversarial samples.

C. GENERATIVE ADVERSARIAL NETWORKS
Goodfellow et al. [41] firstly propose GANs to generate
handwritten digital images through noise vectors. Adversarial
Generative Networks consist of two parts: the generator
G, which generates images based on input, and the dis-
criminator D, which distinguishes between generated and
reference images. By alternatively training G and D, the
generated image distribution converges towards the reference
image distribution, leading to enhanced naturalness of the
generated images. Isola et al. [42] propose pix2pix approach,

which introduces U-Net structure in G and incorporates the
source image into the input of D to achieve image-to-image
translation. Zhu et al. [43] propose CycleGAN, which design
a cycle consistency loss to relax the paired data requirement
of pix2pix. However, CycleGAN requires reference images
to have consistent texture properties (such as the same color
or pose). Due to the diversity of eyeshadows, the images
generated by CycleGAN exhibit noticeable visual artifacts.
To address this issue, Adv-Makeup improves the naturalness
of the generated images by using losses based on edge con-
sistency and high-dimensional feature consistency. However,
the images generated by Adv-Makeup still exhibit significant
visual artifacts and undesirable changes in semantic content.
In this paper, to further maintain semantic consistency,
we introduce pre-makeup method to enhance the semantic
content consistency between the reference and source images,
thereby better preserving the semantic consistency of the
generated images. Moreover, besides edge consistency and
high-dimensional feature consistency, we incorporate SSIM
and Lpips to measure the visual quality of generated images
based on pixel statistics features and perceptual distance. This
approach comprehensively assesses image naturalness and
reduces the generation of visual artifacts.

D. META LEARNING
The goal of meta-learning is to enable models to perform
well on different tasks and the core idea of meta-learning is
‘‘learn to learn’’ [44]. Different from conventional training
processes, Meta-learning methods learn the connections
between different tasks through the processes of meta-train
and meta-test [45], [46]. Yuan et al. [47] divide the surrogate
image classification models into meta-train models and
meta-test models to find the common attack direction of
the surrogate models by meta-train and meta-test, thereby
enhancing the transferability of adversarial samples. In the
Adv-Makeup framework, Yin et al. [21] propose an ensemble
strategy based on fine-grainedmeta-learning which combines
the gradient information from meta-train step with the final
gradient to stabilize gradient update direction. However, Adv-
Makeup individually performs single-stepmeta-train for each
meta-train model and repeatedly uses the same meta-test
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FIGURE 3. Overview of Adv-Eye framework, which consists of three modules: (a) Makeup Generation Module based on GANs and
pre-makeup method. (b) Makeup Blending Module based on multi-perspective image consistency evaluation strategy. (c) Attack Module
based on Fine-grained meta-learning and input decay.

model, which still does not fully leverage the information of
the surrogate models, resulting in insufficient transferability
of the adversarial samples. In order to more fully utilize
the information of the surrogate models, we propose an
ensemble attack method based on meta-learning and input
decay.We integratemeta-trainmodels and conduct multi-step
training in meta-train phase. During meta-test phase, we add
different decay layers to the meta-test model.

III. METHODOLOGY
A. OVERVIEW
This section describes the optimization problem abstracted
from the Adv-Eye model and introduces each of the modules
that constitutes Adv-Eye. In general, Adv-Eye model can be
summarized by the following optimization model:

min
θgen

[max
θdis

V(PG,Pdata)+ λI IM(Iadv, Is)− λatJ(Iadv, It )].

(3)

where θgen are parameters of generator, θdis are parameters
of discriminator. V(PG,Pdata) denotes a distance metric
of generated image distribution versus reference image
distribution. IM(Iadv, Is) denotes the naturalness metric of
eye makeup adversarial sample. J(Iadv, It ) represents attack
transferability of the eye makeup adversarial sample. The
framework of Adv-Eye is shown in Figure 3 and consists of
three main modules: Makeup Generation Module, Makeup
Blending Module, and Attack Module. Makeup Generation
Module generates facial images with eyeshadow by inputting
a non-makeup source facial image and a makeup reference
image. Makeup Blending Module helps to improve the
naturalness and visually-indistinguishable quality of the
generated images. To achieve powerful black-box attack,
Attack Module, which includes an ensemble attack strategy

based on fine-grained meta-learning and input decay, is intro-
duced to improve the transferability of generated adversarial
samples.

B. MAKEUP GENERATION
The aim of Adv-Eye is to fool FR systems by adding
natural-looking adversarial makeup to the source human
face. Considering the widespread use of eyeshadow in face
makeup and the eye area being one of the most important
discriminative areas for face recognition models, the form
of the adversarial perturbation generated by Adv-Eye is
designed as eyeshadow. Therefore, the core of Adv-Eye is
finding a mapping that translates a source image into the
image with no change other than adversarial eyeshadow.
As shown in Figure 4, Makeup GenerationModule contains a
generatorG as the mapping network to synthesize eyeshadow
and a discriminator D to distinguish between real makeup
images and generated images in order to improve perceptual
realism of generated eyeshadow.

Specifically, V(PG,Pdata) is transformed to the generator
loss Lgen and the discriminator loss Ldis. G and D are
trained alternatively based on Lgen and Ldis to find a Nash
equilibrium solution to the min-max game in Eq. (3).
However, obtaining paired makeup face dataset (i.e. plain
faces and corresponding makeup faces taken under the same
condition) is quite difficult. If training with unpaired data,
D can hardly guide G in synthesis precisely, which leads
to a low natrualness of generated images. Inspired by [48],
Makeup Generation Module uses pre-makeup image Ipre,
which generated by image warping and Poisson Fusion [49]
as makeup reference image. Compared to directly using
unpaired makeup reference image Im, Ipre highlights the
difference between source images and makeup reference
images in eye makeup. Thus,D can guideGmore effectively.
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FIGURE 4. Illustration pre-makeup method. Red arrows indicate the
process of warping the makeup reference image to be the same pose as
the source image by landmarks. Blue arrows indicate the process of
fusing the after-warping image and the source image.

Note that fusion results sometimes possess artifacts, which
can be fixed by the network in generated results. The main
process of pre-makeup is shown in Figure 4.
Specifically, with the input of source image Is and

real-world makeup image Im. Firstly, we align Is and Im to
extract their face landmarks, source image’s orbital region
Os ∼ Ps, and generate the corresponding binary mask M .
Generator G takes Os as input and outputs OG = G (Os)
with synthetic eyeshadow. Then, the resulting makeup orbital
region OF can be calculated as follows:

OF = Os ⊙ (1−M)+ OG ⊙M , (4)

where ⊙ means Hadamard product. Meanwhile, OG is input
to D and calculates lossgen for the training of G. Finally,
OG is attached to the orbital region of Is to get resulting
makeup face Iadv. For the training of discriminator D, we get
pre-makeup image Ipre = W (Is, Im) and corresponding
orbital region Opre, where W represents pre-makeup process.
Then, D takes OG and Opre to calculate Ldis. The generator
loss Lgen and the discriminator loss Ldis can be denoted as
follows:

Lgen = EOs∼Ps
[
log (1− D (OG))

]
. (5)

Ldis = −EOs∼Ps [log
(
D

(
Opre

))
+ log (1− D (OG))]. (6)

C. MAKEUP BLENDING
Through Makeup Generation Module, generator G is able to
generate images with eyeshadow. However, directly pasting
the synthesized orbital region to the source image by using
a binary mask produces obvious artifacts such as obvious
differences between the pasted area in the generated image
and the source image, and apparent changes at the boundary.
To eliminate these noticeable artifacts, we propose Makeup
Blending Module as IM in Eq. (3) to measure image
naturalness in multiple views. Makeup Blending Module
consists of the following members: Lgrad , Lstyle, Lcontent ,
Lssim, and Llpips.

To alleviate changes at the edges of orbital region in Iadv,
Makeup Blending Module introduces a gradient-based edge

consistency constraint and translates it into a differentiable
loss functionLgrad , byminimizing the loss function, the edges
of Iadv is closer to Is. Gradient constraint loss Lgrad is defined
as:

Lgrad = ∥[1Is ⊙ (1−M∗)+1h(OG)⊙M∗]−1Is]∥22,

(7)

where 1 represents the image gradient operator, and M∗

represents zero padding of M , which has the same size as Is.
h(OG) means zero padding of OG, which has the same size
as Is.
To encourage G to generate the eyeshadow which matches

the style of source image Is, Makeup Blending Module
introduces SSIM [50] to measure the similarity of two images
based on low-dimensional features (i.e. luminance, contrast,
and image structure). Lssim based on SSIM is defined as
follows:

Lssim = 1− SSIM(Os ⊙ (1−M )+ OG ⊙M ,Os), (8)

where SSIM(x, y) is composed of three terms:

SSIM(x, y) = [µ(x, y)]α[l(x, y)]β [s(x, y)]γ ,

µ(x, y) =
2µxµy + c1

µ2
x + µ2

y + c1
,

l(x, y) =
2σxσy + c2

σ 2
x + σ 2

y + c2
,

s(x, y) =
2σxy + c3
σxσy + c3

, (9)

µ(x, y) measures the difference in image luminance between
x and y, where µ represents mean gray value of the image.
l(x, y) measures the difference in image contrast between
x and y, where σ represents variance of the image. s(x, y)
measures the difference in image structure between x and y,
where σxy represents the covariance of x and y. c1, c2, and
c3 are constants to avoid the denominator being 0. α, β, and γ

are weight hyperparameters.
In addition to the low-dimensional features, it is necessary

to measure the consistency of high-dimensional features.
Inspired by [51] and [52], Makeup Blending Module extracts
high-dimensional features by pre-trained vgg16 model and
calculates style loss Lstyle and content loss Lcontent as
follows:

Lstyle =
∑
l∈ls

αlMSE(gm(Vggl(OG)), gm(Vggl(Os))),

(10)

Lcontent =
∑
l∈lc

βlMSE(A(Vggl(OG)),A(Vggl(Os))), (11)

where ls, lc represent middle layers of vgg network where
the style information and content information are extracted
respectively. Vggl represents the feature map output from
middle layer l. A(·) ∈ RNl×Ml represents the flattened matrix
corresponding to the feature map. MSE(·) represents mean
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square error. gm(·) = A(·)AT(·) ∈ RNl×Nl is the Gram
matrix of the feature map. Nl is the number of channels
in the feature map, and Ml is the number of elements per
channel in the flattened feature map. αl and βl are the weights
to balance the contribution of each layer when calculating
Lstyle and Lcontent .

Furthermore, Makeup Blending Module introduces
LPIPS [36] to measure the perceptual distance between the
resulting makeup image and the source image and calculate
Llpips = LPIPS(Iadv, Is). Makeup Blending Module measures
the similarity between the generated makeup face image and
the source image from multiple perspectives by combining
the above loss functions, and guidesG to generate eyeshadow
which can blend more naturally into the source image.
Makeup Blending Module calculates blend loss Lblend as
follows:

Lblend = λgradLgrad + λssimLssim + λstyleLstyle
+ λcontentLcontent + λlpipsLlpips (12)

where λgrad , λssim, λstyle, λcontent , λlpips resprent weight
parameters of Lgrad , Lssim, Lstyle, Lcontent and Llpips.

D. ATTCK MODULE
1) ADVERSARIAL LOSS ON FR SYSTEMS
The main process of deep face recognition model work
involves extracting feature vectors of two face images by the
network and calculating the similarity between the feature
vectors (e.g. cosine similarity). If the similarity is less
than a specific threshold, the two images are determined
to be the same identity. Therefore, this paper uses cosine
similarity as attack loss L against the FR model. Note that
as impersonation attack is more difficult and practical than
dodging attack, Adv-Eye primarily focuses on impersonation
attack. Impersonation attack loss L can be expressed as
follows:

L = 1− cos(M(Iadv),M(It )), (13)

where It denotes the face image belonging to the target
identity which is different from the identity of the source
image. M(·) ∈ Rn denotes the feature vector extracted
by model M. By decreasing attack loss, generator G is
encouraged to generate the eyeshadow which can make
the feature vector of Iadv closer to that of the target
image It . However, such adversarial samples have limited
transferability because they can easily ‘‘overfit’’ to the
surrogate model. While they may mislead the surrogate
model, they are not effective in successfully attacking the
black-box victim model. To improve the transferability of
adversarial samples, recent studies have introduced ensemble
training to obtain more generalized adversarial perturbations
by attacking multiple models simultaneously [28], [32].
Although the perturbations generated by such ensemble
attack methods are more generalized, the simple synthesis
by loss or feature does not fully utilize the information of
the surrogate models. Therefore, the transferability of the

FIGURE 5. Illustration of the Attack Module structure. The above figure
shows three meta-train models and a single base meta-test model as an
example.

generated adversarial sample remains insufficient. To further
improve the transferability of the makeup adversarial sample,
we propose Attack Module as J in Eq. (3), which combines
input transformation with fine-grained meta-learning to
more fully use the information of surrogate models and
improve the attack success rate on the black-box victim
FR model. The details of Attack Module are shown in
Figure 5.

2) META-TRAIN
Attack Module randomly selects m pre-trained FR models
from the FR model zoo Z , and use m − 1 of them as meta-
train models. The remaining one is used to build N meta-test
models by adding different input decay layers.

In the meta-train step of nth meta-test model, Attack
Module performs k-step iterations. In each iteration, the
attack losses against all meta-train models are summed
up as Lnk . Then, the meta-gradient ∇nk θg and intermediate
generator parameters θngk are calculated as follows based
on Lnk :

Lnk =
1

m− 1

m−1∑
i=1

L(Mi(It ),Mi(T(Os, θngk−1))),

∇
n
k θg =

∂Lnk
∂θg

,

θngk = θngk−1 − η∇nk θg,

(14)

where n ∈ {1, · · · ,N }, k ∈ {1, · · · ,K }. T(Os, θngk−1) denotes
the makeup facial image generated by Makeup Generation
Module using generator parameters θngk−1, η represents the
learning rate in meta-train.

3) META-TEST
After the meta-train process, Attack Module conducts
impersonation attack against every meta-test model Mmn
using corresponding updated intermediate parameters θngK .
After attacking meta-test models, the meta-test loss Lnte is
calculated as follows:

Lnte = L(Mmn(It ),Mmn(T(Os, θngK ))). (15)
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Algorithm 1 Adv-Eye Attack Algorithm
Input: Source facial image Is; makeup facial image Im;

target image It ; pre-trained FR model zoo Z ; initial
generator parameters θg; initial discriminator parameters
θdis; global iteration steps T ; meta-train iteration steps
K ; number of meta-test models N ; optimizer Adam;
hyperparameters αl , βl , α, β, γ , η, λgrad , λssim, λstyle,
λcontent , λlpips, λgen, λblend , λattack .

Output: Well-trained generator parameters θ∗g .
1: for t = 0→ T − 1 do:
2: Update discriminator D:
3: Generate pre-makeup image W(Is, Im);
4: calculate Ld is in Eq.(6);
5: Update θdis:

θdis← Adam(θdis,Ldis)

6: Update generator G:
7: Calculate Lgen in Eq. (5), Lblend in Eq. (7)-(12);
8: Meta-train:
9: Random select M1, · · ·Mm pre-trained FR models

from Z , M1, · · ·Mm−1 as meta-train models. The rest
FR model Mm is used to generate Meta-test model
Mm1, · · ·MmN.

10:

11: for n = 1→ N do:
12:

13: for k = 1→ K do:
14: Calculate Lnk , θ

n
gk in Eq.(14);

15: end for
16: Calculate Lnte in Eq. (15);
17: end for
18: Calculate Lattack in Eq. (16);
19: Calculate LG in Eq. (17);
20: Update θg:

θg← Adam(θg,LG)

21: end for
22: return θ∗g = θg.

After the processes of meta-train and meta-test, Attack
Module combines the information obtained from the two
stages to calculate the final attack loss Lattack , Lattack is
calculated as follows:

Lattack =
N∑
i=1

( 1N L
n
1 + L

n
te). (16)

Ultimately, by combining the output of the three modules, the
total loss of G is calculated as follows:

LG = λgenLgen + λblendLblend + λattackLattack . (17)

where λgen, λblend , λattack represent balance weights. Overall,
the entire training process of Adv-Eye is illustrated in
Algorithm 1.

TABLE 1. The default parameter settings of Adv-Eye.

IV. EXPERIMENTS
A. EXPERIMENTAL SETTING
1) IMPLEMENTATION DETAILS
The structure of G and D follows LADN [53]. The
optimizers for training G and D are respectively set to Adam
optimizer [54]. The hyperparameter settings and meanings of
Adv-Eye are shown in Table 1. Furthermore, the results of all
our experiments are conducted on Titan XP 12GB*1.

2) COMPETITER
To verify that the adversarial samples generated by our
Adv-Eye possess outstanding image quality and imper-
ceptibility while maintaining high attack transferability
on black-box models. We compare our approach with
several benchmark adversarial attack methods. Specifically,
the benchmark methods include BIM [55], DI-SI-CI-MI-
FGSM [28], [30], [32], and Adv-Makeup [21]. BIM is a
classic gradient-based iterative adversarial attack method.
DI-SI-CI-MI-FGSM combines multiple input transformation
methods (image resizing and zero-padding, cutout, input
pixel value decay) and momentum gradient descent method
to achieve a strong black-box attack ability. Adv-Makeup
is the latest proposed physical adversarial attack method
for deep FR models. Adv-Makeup also defines adversarial
perturbation in the form of eye makeup, aiming to add eye
makeup to source face images to generate adversarial face
images and achieve black-box transferable impersonation
attack.

In terms of hyperparameter settings for each competitor,
the hyperparameter settings and meanings of BIM, DI-SI-CI-
MI-FGSM, and Adv-Makeup are shown in Table 2, Table 3,
and Table 4 respectively. It is worth noting that the parameter
settings of BIM and DI-SI-CI-MI-FGSM are consistent
with [56] and the parameter settings of Adv-Makeup are
consistent with [21].

3) DATASETS
Two widely used public makeup datasets are used to test the
effectiveness of each method. (1) LADN dataset [53], which
includes 333 high quality frontal before-makeup faces and
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TABLE 2. The default parameter settings of BIM.

TABLE 3. The default parameter settings of DI-SI-CI-MI-FGSM.

TABLE 4. The default parameter settings of Adv-Makeup.

302 high quality after-makeup faces. We select 195 after-
makeup images with eyeshadow as makeup templates for
makeup generation. 100 source before-makeup faces and
10 target before-makeup faces are selected randomly to
form 1000 comparisons for impersonation attacks. (2) MT
dataset [57], which consists of 1115 before-makeup facial
images and 2719 makeup facial images with general quality.
We randomly choose a total of 1000 comparisons similarly
to evaluate the attack performance. For both datasets, the
ASR results in this paper report the average results across
1000 identity pairs.

4) DEEP FACE RECOGNITION MODELS
The pre-trained FR models are divided into two parts:
white-box surrogate models and black-box models. In our
experiments, IR50, Resnet50, CosFace, and Mobilenet are
used as surrogate models, and the pre-trained parameters are
obtained from Face Robustness Benchmark (RobFR) [56].
Fowllowing [21], IR152 [58], IRSE50 [59], Facenet [6],
MobileFace [1] are selected as black-box victim models to
evaluate the attack transferability of above methods.

5) EVALUATION METRICS
We use the attack success rate (ASR) of black-box victim
models to evaluate attack transferability. The ASR of model
M is calculated as follows:

ASRM =

Nc∑
i=1

1τ [cos(M (I iadv),M (I it )) > τ ]

Nc
× 100. (18)

where 1τ denotes the indicator function. The value of τ is
set as the threshold at 0.01 FAR (False Acceptance Rate)

for each victim FR model as most face recognition works
do. τ of each victim model is: IR152 (0.167), IRSE50
(0.241), MobileFace (0.302), and Facenet (0.409). Mean-
while, we leverage FID [60], GMSD [61], and DISTS [62]
to evaluate generated images’ quality. FID, which is often
used to evaluate the quality of images generated by GANs,
measures the difference between the generated images and
natural images from the perspective of image distribution.
GMSD is based on the image gradient field to measure the
similarity of two images. DISTS, which achieves outstanding
results in image restoration and image super-resolution the as
loss function [63], extracts image features by a pre-trained
CNN and compares the structure of corresponding feature
maps.

B. COMPARISION STUDY
1) EVALUATIONS ON ATTACK TRANSFERABILITY
In Table 5, every column represents the impersonation attack
success results against the target black-box model under
the corresponding dataset. The dark colored part indicates
the best result and the light colored part indicates the
second best result. Our proposed Adv-Eye outperforms the
competitors under most attack conditions (slightly lower than
Adv-Makeup against IR152 model under LADN dataset,
slightly lower than Adv-Makeup against IRSE50, and lower
than DI-CI-SI-MI-FGSM against Facenet under MT dataset).
From the results, compared to other benchmark methods,
Adv-Eye has the best attack transferability.

2) EVALUATION ON IMAGE QUALITY
As shown in Table 6, Adv-Eye outperforms Adv-Makeup
in all quantitative evaluations. Comparing Figure 6(d) and
Figure 6(e), Adv-Eye better preserves the semantic features
of the source image (e.g. eyebrow shape and eyelashes) and
generates eyeshadow with better visual quality. Both the
numerical results and image results indicate that our method
better arranges the perturbations and possesses stronger
imperceptibility. In addition, BIM seems to achieves the best
results in most of the numerical metrics, however, this is
because BIM adds adversarial noise to the image and simply
constrains the adversarial samples close to the original image
based on pixel values. It can be shown in Figure 6. (b) that
such noise perturbation does not fit the style of the source
image, the visual quality of the image is low. What is more,
BIM has poor attack transferability.

C. ABLATION STUDIES
1) IMAGE QUALITY
To illustrate the effectiveness of pre-makeup method and
Makeup Blending Module used on improving image quality
of the generated adversarial sample. We conduct an ablation
experiment against them under LADN dataset and compare
their numerical results and visualization results. As shown in
Table 7, both methods are able to improve the image quality
of the generated makeup adversarial samples. Moreover, the
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TABLE 5. ASR (%) of impersonation attack over LADN dataset and MT dataset against IR152, IRSE50, Facenet and MobileFace.

TABLE 6. Results of image quality evaluation under LADN dataset and MT dataset. Each column indicates the result of each comparison method under
the corresponding metric.

FIGURE 6. Adversarial samples and eyes’ amplifications generated by comparision methods in LADN dataset (first row) and MT dataset
(second row).

TABLE 7. Image quality results of ablation experiments of using
pre-makeup images and the makeup blending module.

combination of them can further enhance the image quality.
Furthermore, as shown in Figure 7, by using pre-makeup
image as the ground truth of discriminator D, generator
G can be more effectively guided to generate eye makeup
and reduce the modification of other semantic content.
By introducing Makeup Blending Module, the generated eye
makeup can be more natural and closer in style to the source
image.

2) ATTACK TRANSFERABILITY
As mentioned above, relative to the attack method pro-
posed by Adv-Makeup, Attack Module more fully uses
white-box surrogate models’ information, thereby enhancing

TABLE 8. ASR results of using the attack method of Adv-makeup and
using attack module.

the black-box transferability. To further illustrate this point,
we compare the ASR of four black-box FR models of the
Adv-Eye model, which are trained using the attack method
proposed by Adv-Makeup and Attack Module under LADN
dataset.

As shown in Table 8, except for IR152, using Attack
Module yields higher ASRs. The results indicate that Attack
Module is able to enhance the attack transferability of the
generated adversarial samples.

D. ATTACK PERFORMANCE ON COMMERCIAL APIS
To test the attack effectiveness of Adv-Eye in practical appli-
cation scenarios, we introduce two widely used commercial
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FIGURE 7. Illustration of adversarial samples and eyes’ amplifications
generated under each ablation setting.

FIGURE 8. Illustration of recognition results of online commercial face
recognition models. the numbers below the image are confidence results
of commercial FR platforms (red: Aliyun, blue: Face++).

FIGURE 9. ASR comparison results of impersonation attacks of Adv-Eye
and Adv-Makeup along with the confidence score threshold changes on
Face++ and Aliyun. (red: Adv-Eye, blue: Adv-Makeup).

face recognition platforms Aliyun and Face++. The attack
effectiveness under two platforms is expressed as the change
in confidence scores after adding adversarial eye makeup.
As shown in Figure 8, compared to Adv-Makeup, the makeup
adversarial samples generated by Adv-Eye achieve higher
confidence in both platforms while maintaining higher attack
imperceptibility. Additionally, taking the same target as
shown in the first row of Figure 8, Figure 9 shows the attack
success rate of Adv-Makeup and Adv-Eye against Face++
and Aliyun at different confidence thresholds. Figure 9
shows that Adv-Eye achieves better ASR in most threshold
conditions on face++ and Aliyun.

FIGURE 10. Illustration of attack results against commercial platforms in
realistic scenarios by pasting tatoo paster. The numbers below the image
are confidence results of commercial FR platforms (red: Aliyun, blue:
Face++).

E. ATTACK PERFORMANCE IN REAL-WORLD
To further investigate the usefulness of Adv-Eye in realistic
scenarios, we physically implement adversarial eyeshadow
using simple tatoo paster. Volunteers attack Face++ and
Aliyun by pasting the corresponding eyeshadow stickers over
orbital region. As shown in Figure 10, although the error
caused during sticker printing and cutting have a certain
impact on attack effect, the eyeshadow generated by Adv-Eye
is still able to improve the confidence scores of both systems.
This shows that Adv-Eye has the facial recognition systems
in the real world.

V. CONCLUSION
In this paper, we present Adv-Eye, a novel model that
aims to deceive deep face recognition (FR) systems by
adding indiscernible eyeshadow to facial images. In Makeup
Generation Module, we propose the pre-makeup method
to help GANs accurately edit the eye area. We propose
Makeup Blending Module to evaluate adversarial samples
for naturalness from multiple angles, reducing the visual
artifacts caused by fusing eyeshadow to the source image.
Moreover, we propose Attack Module which efficiently
utilizes white-box substitute FRmodels by using an ensemble
attack strategy based on meta-learning and input decay.
Compared to the attack methods which have same type of
perturbations, Adv-Eye achieves the best FID and DISTS
scores, 6.186 and 0.0176 respectively and outperforms in
terms of visualization effects. Besides, Adv-Eye demon-
strates superior attack capabilities, as it shows an average
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increase of 1.63% in attack success rate on local FR models
and an average boost of 5.33 in the confidence score
on online face recognition platforms. Adv-Eye achieves a
better balance between the visual quality and attack effects
of adversarial samples. Thus, Adv-Eye represents a more
significant threat to face recognition models under practical
conditions. Nonetheless, Adv-Eye has limitations, Adv-
Eye has limited improvement in attack capability and the
generated adversarial eyeshadow has insufficient robustness.
As shown in Figure 10, due to inevitable errors when
applying the eyeshadow in real-world setting, the naturalness
and attack transferability of adversarial eyeshadow will be
significantly reduced. In the future, we will further study
the differences between different FR models and design
black-box attack strategies that can more elaborately use
white-box model information. In addition, we will consider
the error that may occur when implementing perturbations
under real-world conditions, in order to better maintain the
attack effect of generated adversarial samples.
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