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ABSTRACT DNS root servers are located at the top of the domain name system and are the cornerstone of the
Internet. Currently, root servers deploy numerous root instances using anycast technology. Introducing root
instances can improve the parsing performance of root servers and the user access experience. However,
we found that some root instances do not show optimal performance, and users cannot access the closest
root instance when accessing the root instance or even cross-border access. This paper deploys three types
of operator detection points in 31 provincial-level administrative regions in mainland China. Each detection
point requests the NS record of the top-level domain name from the root instance server introduced in China
to obtain the access data of the root instance server hit by domestic users. At the same time, we propose
two methods to determine whether users have achieved the optimal choice of root instance, including the
method based on the shortest AS path and the method based on geographical distance. In these two methods,
we analyze the optimal selection of root instances for each root server. Finally, we analyze the cross-border
access of users and find that China Telecom users are more likely to access the root instance across borders.

INDEX TERMS Cross-border access, DNS, optimal choice, root instance.

I. INTRODUCTION

The Domain Name System (DNS), one of the most critical
infrastructures on the Internet, is responsible for mapping
domain names and IPs [1]. Its tree-like structure includes
root name servers, top-level name servers, authoritative name
servers, and local name servers from top to bottom. The root
name servers are at the top and act as the cornerstone of Inter-
net operation, the primary carrier to secure Internet appli-
cations. Currently, there are 13 root servers worldwide [2].
To relieve the resolution pressure on the root servers, improve
the resolution capability and Internet access experience in
all regions of the world, as well as reduce DNS attacks [3],
[4], [5], the 13 root servers deploy a large number of root
instances using anycast [6], [21], [26]. All root servers update
the duplicate root zone data files synchronously. The root
instance server and its root server use the same IP address
and provide the same root resolution service function. As of
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March 2023, there are 1650 root instances deployed world-
wide, among which 6 of the 13 roots (A-1, F-4, 1-2, J-3,
K-3, L-13) have been introduced in the domestic mainland,
with a total of 26 root instances [7]. The number and type
of root instances deployed by the six root servers and their
geographical locations are shown in Table 1 below.
Although the introduction of root instances can bring many
conveniences, at the same time, we find that some root
instances do not exhibit optimal performance [23]. We have
found such a phenomenon: some users look far away when
accessing the root instance and fail to achieve the optimal
selection of the root instance [30]. There are root instance
nodes that are close to the user, but they actually visit the root
instance nodes that are far away and even visit foreign root
instance nodes across borders. For example, when domes-
tic telecom users access the I root instance, they all access
the I root Tokyo instance and Singapore instance across the
border, even though there are I root Beijing and Shenyang
instances in China. It not only increases the resolution delay
but also reduces the access speed. At the same time, there are
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TABLE 1. Type and location distribution of introduced root instances in
the domestic mainland.

The Type of The geographic location
Domestically number of the root of the root instance
introduced domestic instance
roots root
instances
A 1 Global Guangzhou*1
F 4 Local Beijing*1,Chongqing*1,
Hangzhou*1,Nanning*1
I 2 Global Beijing*1,Shenyang*1
J 3 Global Beijing*1,Huzhou*1,
Shanghai*1
K 3 Local, Beijing*1,Guangzhou*,
Global Guiyang (Global) *1
L 13 Global Beijing*4,Changsha*1,

Haikou*1,Shanghai*1,
Wuhan*2,Xining*2,
Zhengzhou*2

certain security risks for users to access the root instance node
across borders. In addition, from the operators’ perspective,
we found that to reduce the traffic settlement between opera-
tors, some operators made the introduced root instance only
serve the local network or even the local province and could
not maximize the service utility. Currently, many researchers
have studied root instances. Zhang et al. studied the service
range of domestic mainland root instances and found that
the service range of some root instances is limited due to
the limitation of BGP routing [14]. Lee X et al. studied the
problem of DNS root server deployment. They found that the
main reason for root zone file distribution delay and BGP
routing convergence costs was the unbalanced deployment
of 13 root servers [16]. Moura et al. proposed that observing
TCP handshakes can continuously measure DNS latency in
real-time and achieve good coverage of users [13]. Most
studies have focused on measuring the service range of root
servers, resolution latency, and root server deployment issues.
In contrast, fewer studies have addressed the optimal selec-
tion of root instances and cross-border access situations.

Therefore, studying the optimal selection of root instances
and cross-border access for users will help to grasp the
actual operation status of root instances and provide some
references for root server management organizations to opti-
mize the deployment of root instances so that root instances
can perform at their best performance. At the same time,
operator managers can use this to optimize their operating
strategies, strengthen connections with other operators, and
optimize users’ Internet access experience. In this paper,
to study the optimal selection of the root instance and the
cross-border access of users, we deploy the three significant
operators’ probing sites in 31 provinces in a distributed man-
ner. We actively request NS records of all TLDs from the six
root servers introduced in the domestic mainland and analyze
them for their response packets. The primary contributions
are as follows:

« We have deployed 86 probes, including three opera-
tors, China Mobile, China Unicom, and China Telecom.
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These probe sites cover 31 provinces in China except
Hong Kong, Macau, and Taiwan.

« In this paper, we present two methods for determining
the optimal choice of root instance, by which we can
effectively determine whether the user has achieved the
optimal choice of root instance. Method one is based on
the shortest AS path to judge. The key of the method
is to analyze whether the actual AS path is the optimal
AS path. We combine the Traceroute path and BGP [25]
routing correlation analysis to get the actual AS path
from the user to the root instance. The shortest AS
path between the probe point and the root server is also
obtained. The two are compared, and if the paths are
consistent, the user achieves the optimal choice of the
root instance server.

o Method two is based on the geographic distance to
determine. By locating the root instance to a geographic
location, such as Beijing, China, we can infer which root
instance is closest to the user. Thus, from the geograph-
ical location, we analyze whether the user is accessing
the root instance that is closest to him or her.

« Finally, we conducted a detailed analysis of users’ cross-
border access to the root instance based on the data
obtained from the probe. Meanwhile, a brief analysis
of the reasons for users’ cross-border access is also
presented.

The structure of this paper is as follows: Part II intro-
duces the research work related to root instance; Part III
introduces the determination method of optimal selection of
root instance; Part IV presents the research results; Part V
concludes the whole paper.

Il. RELATED WORK

A. THE STUDY OF ANYCAST TECHNOLOGY

S. Sarat et al. studied the effect of anycast technology. They
selected four top-level domain name servers to analyze the
influence of different anycast configurations on DNS ser-
vices. They found that the anycast technique can reduce the
resolution latency of DNS servers, and up to 80% of queries
will be selected on the nearest root instance by the anycast
technique [8]. Liu et al. captured DNS traffic from C, F,
and K root instances and studied how the anycast technique
serves global users. They determined whether users accessed
the instance closest to them by examining the geographic
distance of each root instance from the user. They noticed
that the instances selected by BGP routing were not the
geographically closest instances. Also, by examining specific
AS paths, they found that local instances appeared to have
a disproportionate number of non-local users [9]. Li et al.
first investigated the anycast technique in terms of both loads
balancing as well as geographical proximity. It was found
that the root instance node suffers from load imbalance and
users querying too far away due to misaligned relationships
between domain names and large ISPs as well as miscon-
figured routes [10]. Bian et al. first proposed using passive
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measurements to infer anycast prefixes using collected global
BGP routing information and anycast data for analysis. They
analyzed the reasons behind the misclassification. The impact
of remote peering on path selection was also investigated,
and it was found that the invisibility of remote peering when
combined with Anycast, tends to impact Anycast perfor-
mance [11]. Moura et al. first evaluated how IP anycast ser-
vices cope with pressure. They stress-tested these IP anycast
services through public data and found that sites were able to
absorb attack traffic with as minor damage as possible. It also
investigated how to provide different service levels for differ-
ent users [12]. Moura et al. proposed that by observing TCP
handshakes were able to measure DNS latency continuously
and in real-time to achieve good coverage of users. They
found that DNS servers can extend their coverage through
TCP, and DNS latency estimates for TCP are consistent with
UDP latency. Also, this method can be used to detect and
correct misconfigurations in BGP routing [13].

B. PERFORMANCE ANALYSIS OF ROOT INSTANCE

Zhang et al. studied the service range of domestic mainland
root instances and found that the limitation of BGP routing
makes the service range of some root instances limited. They
used DNS Censorship to determine whether probe points
exist on root instances outside the international gateway that
users turn to when querying the root server. In addition, they
evaluated the user query performance and the impact of root
server selection on the deployment of new root instances [14].
Fan et al. proposed a method to identify and characterize
anycast nodes. They combined two methods, CHAOS records
and traceroute path information, to identify all the anycast
services, and found that the method has 88% accuracy by
identifying the F root instance nodes. They also investigated
whether the IP addresses of more than 1,000 name servers
containing all top-level domains are anycast nodes [15].
Lee et al. studied the problem of DNS root server deployment.
They found that the main reason for the delay in the distribu-
tion of root zone files and the cost of BGP route convergence
was the unbalanced deployment of 13 root servers. They pro-
posed two options to expand the number of root servers, the
first option is to deploy global and local root instances hier-
archically, and the second option is to geographically spread
the root instance nodes all over the world [16]. The perfor-
mance of root anycast nodes was investigated by Li et al.
They analyzed the actual service performance of deployed
root anycast nodes in China based on active measurements
and found that the service performance of roots with anycast
nodes deployed was higher than other roots. In addition, they
studied the anomalous resolution of root servers and found
that some top-level domains were hijacked [17].

The research in this paper is very different from the pre-
vious studies. First, we deploy probing points of different
ISPs in each province of the domestic mainland to achieve
full coverage of provincial users. Second, we investigate the
optimal selection of root instances. Previous research has yet
to conduct a detailed study on root instances. We propose two
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FIGURE 1. Measurement Method Schematic Diagram for Optimal
Selection of Root Instances.

methods to achieve optimal selection determination of root
instances, one by the shortest AS path and the other by geo-
graphic distance. Finally, we focus on the cross-border access
of users and analyze which users are prone to cross-border
access to the root instance.

lll. METHODOLOGY

We describe the methods for data measurement and determin-
ing the optimal selection of root instances. Firstly, we obtain
data based on probing points. Next, we propose two meth-
ods for determining the optimal selection of root instances,
including the shortest AS path-based method and the geo-
graphical distance-based method. Anycast technology is
implemented using the BGP routing protocol. The limited
understanding of the network topology by BGP and the inef-
fective intra-domain routing strategy of ISPs lead to users
being unable to select the best root instance, which is not due
to the load of the root instance. As a result, this paper assesses
the distance between the root server and the user. The process
of measuring the optimal selection of root instances is shown
in Figure 1.

A. ACTIVE MEASUREMENT

We distribute the detection points of the three major oper-
ators (China Mobile, China Unicom, and China Telecom)
in 31 provinces, with a total of 86 detection points. The
provinces covered by the three detection points are shown in
Figure 2. Each detection point sends a DNS query message
to the six root servers (A Root, F Root, I Root, J Root,
K Root, L Root) that have introduced the root instance in
China, requesting to resolve the NS records of 1498 top-level
domain names. In the request message, enable the NSID [22]
option in the Extended DNS Mechanism (EDNS) to obtain
the identification information of the root instance. In the
response message, we obtain the result of the NSID field
in OPT PSEUDOSECTION and the NS authoritative server
information of the top-level domain in the AUTHORITY
SECTION. Figure 3 shows the process in that the detection
point queries the K root for the NS record of the cn top-level
domain and returns the result. It can be seen from the response
message that this query is responded to by the “nsl.cn-ggz.
k.ripe.net” instance of the K root. Obtaining the NS record
and NSID identification information of the top-level domain
name is mainly implemented by the DNSPYTHON mod-
ule in PYTHON. In addition, we obtain the traceroute
information between the detection point and the root instance
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® China Mobile (24/31)
® China Unicom (30/31)
China Telecom (31/31)

> DiG 9.11.4-P2-RedHat-9.11.4-26.P2.e17_9.13 <<>> cn NS +nsid @k.root-servers.net
obal options: +cmd

opcode: QUERY, status: NOERROR, id: 59675
flags: qr rd; QUERY: 1, ANSWER: O, AUTHORITY: 8, ADDITIONAL: 11
WARNING: recursion requested but not available

33 OPT PSEUDOSECTION:

; EDNS: version: 0, flags:; udp: 1232

; NSID: 6e 73 31 2e 63 6e 2d 67 67 7a 2e 6b 2e 72 69 70 65 2e 6e 65 74 (“"nsi.cn-ggz.k.ripe.net")
33 QUESTION SECTION:

;en.

53 AUTHORITY SECTION:
172800 a.dns.cn.
172800 b.dns.cn.
172800 c.dns.cn.
172800 d.dns.cn.
172800 e.dns.cn.
172800 f.dns.cn.
172800 g.dns.cn.
172800 ns.cernet.net.

53 ADDITIONAL SECTION:
.cn.

172800
172800
172800
172800
172800
172800
172800
172800
172800
172800

z
2

2001:dc7::1

2001:dc7:1000:: 1

>>>eEE>>2>

Query time: 42 msec
SERVER: 19

#53( 1¢ ))
WHEN: Thu Jun 15 09:51:48 CST 2023
33 MSG SIZE rcvd: 383

FIGURE 3. The Detection Point Requests the NS Record of the cn
Top-level Domain from the K Root.

node, which is used for the geographic location of the root
instance.

B. OPTIMAL SELECTION OF ROOT INSTANCES
1) SHORTEST AS PATH-BASED METHOD FOR OPTIMAL
SELECTION OF ROOT INSTANCES
We propose a method based on the shortest AS path, which
measures the optimal selection of root instances from the
perspective of network topology. To determine whether users
are accessing the root instance server most optimally, we need
to determine whether the current access path is optimal. Only
when the actual path taken by the data packet to access the
server is consistent with the shortest path that communi-
cates with the network domain can it be considered that the
access is done via the optimal path. The difference between
the shortest path and the actual access path is illustrated in
Figure 4.

As shown in Figure 4, it is easy to see that the green path
represents the shortest AS path: ASO — AS1 — AS3 —
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FIGURE 4. Comparison between Shortest and Actual AS-Path.

AS4, whereas the red path is the actual detected path: ASO
— AS1 — AS2 — AS3 — AS4. The possible reasons for
this phenomenon are different relationships between ASes,
the deliberate configuration of BGP routes by network admin-
istrators, congestion of a vast amount of data flows between
two ASes, or unreasonable IXP route configurations that
prevent ASes that should be interconnected through IXP from
accessing each other. The method used in this paper is based
on the shortest AS path rather than the shortest routing path
because the Internet is volatile and the network conditions
are complex. It is difficult to determine which routing path
is the most suitable resolving path at the time. In addition,
the optimal routing path is affected by multiple factors, such
as network packet volume and hop router conditions, making
it difficult to have a reference value. The optimal AS path,
on the other hand, is relatively stable because the operators of
each AS should have configured reliable BGP routes, and the
bandwidth and links between each AS domain and its neigh-
bors are relatively high-speed and stable. Therefore, we use
the above method to determine whether DNS request packets
have taken the optimal AS path [27], including obtaining two
types of data: the actual path taken by data packets and the
search for the theoretically shortest path.

Obtaining the actual path taken by data packets is relatively
simple. Here, the traceroute tool obtains the actual routing
path taken by data packets. After obtaining the IP addresses
of each router along the routing path, we can look up the IP
WHOIS information of each IP address to determine which
AS it belongs to.

The tricky part is to discover the true optimal path. Obtain-
ing the shortest path that connects requires more than just a
few probes. If IXP route configurations are unreasonable, or if
there is some commercial relationship between ASes, we may
never be able to discover the shortest AS path from requests
of a single probe. In this case, RIPE-ATLAS [18] probe data
and extensive data from CAIDA’s BGPSTREAM [19] are
used for analysis. RIPE-ATLAS probes continuously request
TRACEROUTE data from root instance servers, including
requests from probes of multiple different operators, which
helps expand the dimension of the data and discover possible
unreasonable cross-operator request paths. BGPSTREAM’s
data is collected from massive probes deployed globally by
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CAIDA. Each probe requests the AS path within its neigh-
boring ASes daily in a loop, and these probes have various
characteristics at different dimensions. Therefore, using this
data, we can create an AS connectivity map of a network
domain, which enables us to discover the shortest AS path
using algorithms such as BFS.

Finally, through a simple comparison, we can discover
which AS requests took the long route.

2) GEOGRAPHICAL DISTANCE-BASED METHOD FOR
OPTIMAL SELECTION OF ROOT INSTANCES

To analyze the optimal selection of root instances, we propose
another method of determining the optimal selection of root
instances based on geographical distance. From the perspec-
tive of geographical location, we combine the geographical
locations of probe points and root instances with the geo-
graphical locations of various provinces and cities to analyze
the optimal selection of root instances. The specific steps are
as follows:

First, based on the active measurement method described
in section III-A, we obtain which root instance each probe
point accesses. In addition, we obtain the IP address of the
root instance, which is the IP address of the nth last hop in
the traceroute path, to facilitate the geographical positioning
of the root instance in the next step.

Second, we locate the root instance geographically to
obtain the geographical location information of the probe
points and root instances. This step lays the foundation
for analyzing whether users are accessing the nearest root
instance when accessing root instances. We first resolve the
IP address of the NSID, that is, obtain its A record infor-
mation. If the IP address can be successfully resolved, the
IP is geolocated to obtain the geographic location of the
root instance. If the location of the root instance cannot be
obtained, we analyze whether there is a string abbreviation of
a country and a city in the root instance NSID and determine
the geographical location of the root instance according to
the string abbreviation. For example, “ns1.jp-tyo.k.ripe.net”
is the root instance, “jp” is the abbreviation of Japan, and
“tyo” is the three-character code for Tokyo, so the instance is
located in Tokyo, Japan. Suppose the NSID does not contain
the abbreviation of the country and city. In that case, we use
traceroute to obtain the IP address of the last nth hop of the
root instance, then use IP positioning to obtain the geographic
location information of the root instance.

Third, we obtain a distance table between provinces and
cities throughout the country to analyze the distance between
users and root instances from the perspective of geographical
location.

Finally, by comparing the actual geographical distance
between the user and the root instance, we analyze whether
there is a better root instance for the user to access nearby.
Given the shortest distance, which root instance should the
user access the optimal root instance? If there exists one,
it means that the user did not achieve the optimal selection
of root instances when accessing that root server.
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FIGURE 5. An Example of Optimal Selection of Root Instances Based on
Geographical Distance. The blue path represents the actual accessed root
instance, and the orange path represents the path to the closest root
instance. The Chengdu Unicom probing point did not access the nearest
Xining root instance but chose the Beijing one.

Consider the scenario in Figure 5, which is taken from a
real example in our dataset. During the detection process,
we found that when the Chengdu probe point requested the
NS record of a top-level domain name from L-root servers,
it accessed the root instance labeled ‘“‘cn-bjd-aa.” Through
geolocation of the root instance, we know that it is located in
Beijing. There are 13 root instances of L root servers domes-
tically, including instances in Beijing, Changsha, Haikou,
Shanghai, Wuhan, Xining, and Zhengzhou. According to the
distance table calculated from various provinces and cities
across the country, we know that among these seven loca-
tions, Xining is closest to Chengdu. Therefore, in the best
scenario, the Chengdu Unicom probing point should access
the Xining root instance of the L root instead of the Beijing
instance. It indicates that the Chengdu Unicom probing point
did not make an optimal choice when accessing the L root
server. Of course, it may be due to BGP route advertisement
and enterprise route diversion. However, from the perspec-
tive of anycast technology, the Chengdu Unicom probing
point should access the closest instance - the Xining root
instance.

IV. RESULTS

A. RESULTS OF THE OPTIMAL SELECTION OF ROOT
INSTANCES

Currently, six root servers are deployed in China, with dif-
ferent types of root instance deployments, including Global
and Local types. Local root instances can only serve the
surrounding ASes with a smaller service range [9], [20].
Global root instances can be accessed globally through BGP
route advertisement with a broader service range. Therefore,
we analyze the optimal selection of Global root instances.
In addition, we use the root instance optimal selection rate to
illustrate the situation of optimal selection of root instances.
That is the rate of optimal selection of root instances = the
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TABLE 2. Optimal selection of I root instances.

TABLE 3. Optimal selection of J root instances.

Operators Accessed Instance Rate of optimal selection
of root instances
China Mobile Tokyo instance 1/31
China Unicom Tokyo instance 0
China Telecom Tokyo instance, 0

Singapore instance

number of probing points that implement the optimal selec-
tion of root instances/total number of provinces. Considering
that I Root, J Root, and L Root instances deployed in China
are all Global types and have a global service range, we use
them as representatives to analyze the optimal selection of
root instances.

1) 1 ROOT

I Root’s root instances in mainland China are Global type,
with two in Beijing and Shenyang. However, as shown in
Table 2, for China Mobile users accessing the I root server,
only one province achieved the optimal selection of root
instances, namely the user from Beijing who accessed the
Beijing instance. All other China Mobile users accessed
the Tokyo instance instead of selecting the closer domestic
instances. For China Telecom users, the probing point from
Shanghai accessed the Singapore instance, whereas users in
all other provinces accessed the Tokyo instance. It indicates
that these users accessed the I root server across borders and
did not implement the optimal selection of root instances.
Therefore, the root instance optimal selection rate is O for
both China Telecom and China Unicom users since they all
accessed the instance from Tokyo, Japan, instead of selecting
closer domestic instances.

2) J ROOT

J Root server has a total of three domestic instances in
China, namely the Beijing instance, the Huzhou instance,
and the Shanghai instance. All three instances are Global.
Table 3 shows the optimal selection of J Root instances.
Overall, the rate of optimal selection of J Root instances is
better than that of I Root instances. First, for China Mobile
users, the rate of optimal selection reached 17/31, which
means that 17 provinces’ users achieved optimal selection
of root instances when accessing J Root servers. Through
probing and analyzing the data, we found that all mobile
users access the Beijing instance when accessing J Root.
After analyzing the shortest AS path and geographical dis-
tance, we identified 17 probing points that achieved optimal
selection of root instances by selecting those closer to them.
For China Unicom users, similar to China Mobile users,
we found they also access the Beijing instance. Therefore,
the rate of optimal selection of root instances for China
Unicom is also 17/31. As for China Telecom users, we found
that all Telecom users accessed the instance across borders.
Users from Shanghai accessed two instances in London and

VOLUME 11, 2023

Operators Accessed Instance Rate of optimal
selection of root
instances
China Mobile Beijing instance 17/31
China Unicom Beijing instance 17/31
China Telecom Amsterdam instance, 0

Edinburgh instance

Edinburgh, neither of which is a local Shanghai instance.
This undoubtedly increases the resolution latency and reduces
the service performance of the root instance. Users in the
remaining 30 provinces all accessed the Amsterdam instance
in the Netherlands without accessing any of the Beijing,
Huzhou, or Shanghai instances in China. Therefore, the rate
of optimal selection of root instances for China Telecom users
is 0. This is related to BGP route announcement and operator
route diversion factors.

3) L ROOT

L Root server has 13 root instances in China, distributed in
Beijing, Zhengzhou, Wuhan, Shanghai, Changsha, Xining,
and Haikou. Table 4 illustrates the optimal selection of L
Root instances. Although the more significant number of
L Root instances than J Root, the rate of optimal selection
of L Root instances is much poorer than that of J Root
instances. For China Mobile users, only Urumgi users have
access to the Xining instance. Users in all other 30 provinces
access the instance from Zhengzhou. Analyzing the shortest
AS path and optimal geographical distance, we determined
that in the optimal scenario, the Zhengzhou instance should
only be accessed by users in Zhengzhou, Taiyuan, and Xi’an.
In contrast, users in other provinces have closer root instances
available. Xinjiang Urumgqi users should indeed access the
Xining instance. Therefore, the rate of optimal selection of
root instances for China Mobile users is 4/31. For China
Unicom users, except for users in Wuhan who access the
Wuhan instance, all other users access the Beijing instance.
In terms of optimal selection, the ideal scenario would be
for the Beijing instance only to be accessed by users in
Beijing, Tianjin, Hohhot, Harbin, Changchun, Shenyang,
Shijiazhuang, and Jinan. In contrast, users in other provinces
have better root instances nearby. For example, Wuhan users
should access the Wuhan instance, which is precisely the
case. Therefore, the rate of optimal selection of root instances
for China Unicom users reached 9/31. As for China Telecom
users, the rate of optimal selection of L Root instances, like I
Root and J Root, is also 0. Despite having 13 root instances
in China, all users in every province are directed abroad
to access distant root instances in Sydney, Australia, and
Incheon, South Korea. Shanghai Telecom users access the
Incheon instance, whereas users in all other provinces access
the Sydney instance. At the same time, we found that many
domestic L Root instances have yet to serve operators, such
as Changsha and Haikou instances, and only Wuhan Unicom
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TABLE 4. Optimal selection of L root instances.

Operators Accessed Instance Rate of optimal
selection of root
instances
China Mobile Zhengzhou instance, 4/31
Xining instance
China Unicom Beijing instance, 9/31
Wauhan instance
China Telecom Sydney instance, 0

Incheon instance

mEE China Mobile 2335
China Unicom

200 | = China Telecom

150 A

100 A

Average Resolution Latency(ms)

50 1

|I-Root J-Root L-Root

FIGURE 6. Average Resolution Latency for Accessing the Three Root
Servers by Different Operators.

users have accessed the Wuhan instance. This is a problem
that the root instance management organization needs to pay
attention to, as each root instance is deployed using anycast
technology and should leverage its technical advantages to
allow nearby users to access it.

Analyzing the optimal selection of I, J, and L root
instances, we found that J Root instances have a better rate
of optimal selection than I and L Root instances. Although
L Root has introduced the most significant number of root
instances in China, its rate of optimal selection should ideally
be the highest, but this is not the case. Figure 6 shows the aver-
age resolution latency for accessing the three root servers by
different operators’ users. From the standpoint of resolution
latency, achieving optimal selection of root instances results
in a considerably lower resolution latency, such as for J Root’s
Mobile and Unicom users. In contrast, the resolution latency
of Telecom users is approximately four times that of Mobile
and Unicom users. Therefore, root server management orga-
nizations should optimize the deployment of root instances to
enable users to access root instances nearby.

Among the three roots, Telecom users in all 31 provincial
administrative regions have a rate of optimal selection for root
instances of 0 and have not achieved optimal selection of
root instances. It is because these users cross-border access
root instances when accessing either I, J, or L Root and do
not choose any domestic instance. Considering the serious
situation of cross-border access by users, we will analyze in
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FIGURE 7. Mobile and Unicom Users Accessing the K Root Instance. Blue
represents users accessing the root instance across the border; orange
represents users accessing the domestic instance.

detail the cross-border access of several roots introduced in
China below.

B. CROSS-BORDER ACCESS

From the previous context, we know that Telecom users
have all accessed the instances of Root Servers I, J, and L
across borders. Therefore, analyzing whether users of the
three major operators also have cross-border access when
accessing other domestically introduced root servers is nec-
essary. Below, we will conduct a detailed analysis of whether
users of K Root have cross-border access.

K Root has deployed three instances in mainland China,
located in Beijing, Guangzhou, and Guiyang. Figure 7 shows
the situation of Mobile users accessing the K root, reveal-
ing that Mobile users in 18 provinces have accessed the
Geneva instance, leading to cross-border access to the root
instance. The remaining six provinces’ Mobile users accessed
the nearest Guangzhou instance. For China Unicom users,
we found that except for Beijing Unicom users who accessed
the Beijing instance, users in the remaining 29 provinces
accessed the foreign Geneva instance. For China Telecom
users, only Shanghai users accessed the Tokyo instance,
whereas the rest accessed the domestically introduced root
instances.

Table 5 shows the cross-border access situation of the three
operators’ users accessing the I, J, K, and L root instances,
revealing much outbound traffic from domestic root resolu-
tion. Firstly, from the perspective of the root servers, it was
found that users had the most severe cross-border access
when accessing the I root instance, with a frequency of 100%.
Secondly, the K root, especially China Mobile and China Uni-
com users, had the second most severe cross-border access.
The cross-border access situation of J and L roots was the
same, with only China Telecom users having cross-border
access. Thirdly, from the perspective of the operators, it was
found that China Telecom was more prone to cross-border
access to the root instances. To reduce inter-operator traffic
settlement, telecom operators use routing detours to achieve
cross-border access. For example, only China Unicom and
China Mobile operator instances were deployed for the I and
J roots, so telecom users actively chose to cross borders to
avoid inter-operator access. Therefore, large operators should
improve the interconnection of root instances and optimize
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TABLE 5. Cross-Border access to |, J, K, and L root instances for three
types of users.

Operators I Root J Root L Root K Root
China Mobile 24/24 0 0 19/24
China Unicom 30/30 0 0 29/30
China Telecom 31/31 31/31 31/31 1/31

BGP routing to minimize cross-border access and reduce the
security risks brought by cross-border resolution.

V. CONCLUSION

This paper studied the optimal selection of root instances
from the users’ perspective. We proposed two methods for
determining the optimal selection of root instances: based on
the shortest AS path and geographic distance. We analyzed
the optimal selection situation of root instances for the I, J,
and L roots using these two methods. We found that the J root
instance had the best optimal selection situation. Addition-
ally, we analyzed the cross-border access situation of users
and found that China Telecom users were more likely to have
cross-border data access. It is related to factors such as BGP
routing announcements and routing detours.

We found that root instance servers’ deployment distri-
bution and service scope in various provinces and regions
needed to be more balanced. Therefore, it is necessary to
strengthen the planning of root instance servers to make
domain root resolution services more comprehensive, effi-
cient, and balanced [28], [29]. In addition, to promote the
balanced and healthy development of the three major oper-
ators’ networks, it is also necessary to consider the balance
of the deployment of root instances in operator networks.
Some operators introduce root instances that only serve their
networks, or even their own province’s network, meaning that
the root instances introduced domestically cannot achieve
maximum service utility and need to be optimized. In addi-
tion, as many types of root instances as possible should be
introduced to improve root instance resolution performance
and reduce cross-border access.

This paper focuses on the optimal selection of root
instances, which helps root instance management organiza-
tions optimize future root instance planning and layout, fur-
ther enhancing global resolution capabilities and the Internet
access experience. However, we mainly studied Global-type
instances and did not conduct detailed research on Local-type
instances, which is a shortcoming of this article and a key area
of future research.
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