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ABSTRACT The advent of technologies such as 5G makes it possible to improve the availability and
quality of existing services and introduce new ones, such as enhanced mobile broadband, IoT applications,
augmented reality, mission-critical services, cloud gaming, or smart infrastructure. It is now possible to get
faster responses to a wide range of requests, but the addition of more users and services can still make
normal operation difficult due to network congestion, bandwidth limitations, scalability issues, service
differentiation, or security concerns. To solve this problem, and to help meet Service Level Agreements
(SLAs), some services must be brought closer to the user. The Multi-access Edge Computing (MEC)
initiative is a step in this direction, enabling cloud-like services to be moved closer to the end user, providing
lower access latencies. However, the dynamic nature of edge computing environments, and the mobility of
users, require the implementation of automated service delivery processes that can adapt to environmental
conditions, such as the use of optimal policies tailored to the scenario. This article surveys the research
focused on MECs, particularly those that use automated deployment mechanisms, namely Infrastructure as
Code (IaC) tools. Today, these tools play a key role in automated deployment mechanisms, especially for
maintaining optimal policies, which is still under investigation. The result of this assessment has been the
identification of the relevance of IaC to these processes and the identification of future research directions.

INDEX TERMS Multi-access edge computing, infrastructure as code, automated deployments.

I. INTRODUCTION
The cloud offers several essential services for day-to-day
use, including applications, storage, processing in high-
performance systems, Infrastructure as a Service (IaaS), Plat-
form as a Service (PaaS), Software as a Service (SaaS), Func-
tion as a Service (FaaS), Container as a Service (CaaS), only
to mention some [1], [2], [3], [4], [5]. All of these services
make it possible to increase responsiveness in a wide range
of areas, with applications that are richer in functionality.
However, centralization on the cloud has its drawbacks. One
is latency, which is the time that elapses between the moment
a request is made and themoment a response is received. Cen-
tralization can also raise some security and privacy concerns,
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increasing vulnerability, in addition to being a single point
of failure, and having lack of transparency and compliance
challenges. Other drawbacks include decontextualization of
data, bandwidth contracts, and reduced overall performance.
These concerns have led to a shift in the opposite direction,
with researchers trying to bring the capabilities of the cloud
closer to the sources of information. It is therefore necessary
for information sources and their customers to have local
access to services similar to those found in cloud datacenters,
known as the edge [4].
The evolution of edge computing offers many benefits.

By reducing the physical distance between data sources
and processing resources, edge computing reduces latency,
improves bandwidth utilization, and increases overall perfor-
mance. This proximity enables faster response times, facil-
itates real-time analytics, and supports bandwidth-intensive
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applications such as video streaming, immersive virtual real-
ity experiences, and even computationally intensive IoT
devices.

In light of the the above, the European Telecommunica-
tion Standards Institute (ETSI) has proposed a specification
called Multi-access Edge Computing (MEC), which aims to
structure and define a way to implement these micro/mini-
clouds at the edge [6], [7]. Multi-access Edge Computing is
an evolution of Mobile Edge Computing. It recognizes that
devices can be more than just mobile. In this way, MEC is
no longer restricted to the network of the supplier, but can
also be made available at the offices of the customer [8]. This
new form of deployment creates opportunities by offering
new services, new customers, and interoperability between
services and the MEC, while allowing application developers
and content providers to benefit from ultra-low latency, high
bandwidth for Quality of Service (QoS), and both security
and privacy enhancements.

Although providers may choose different strategies and
infrastructures, there are initiatives aimed at standardizing
the models and protocols used, such as O-RAN [9], [10],
from the Open RAN Alliance. This will contribute to
a wider deployment of applications at the edge, reduc-
ing problems associated with high latency, reduced
bandwidth and low throughput, while ensuring Quality
of Service (QoS), information security and Quality of
Experience (QoE) [4], [11], [12].

In view of the constant evolution of systems and customers,
the need for a dynamic approach to MEC implementation
processes is becoming increasingly apparent. To automate the
process of deploying applications and services, there must
be ways to describe the resources (applications, services and
their dependencies) to be installed in each MEC. However,
despite efforts to agree on the forms of implementation,
the way in which the provisioning and deployment descrip-
tion is carried out is highly dependent on existing or future
infrastructures. In this context, Infrastructure as Code (IaC)
tools are particularly important, as they enable the descrip-
tion and automation of the provisioning and deployment
processes without the need for step-by-step manual inter-
vention [13], [14]. The aim of this article is to systematize
knowledge about the automation of application deployment
processes in edge computing environments, and related tech-
nologies, with a particular focus on IaC. To this end, the
following research questions are defined:
RQ1: What methods exist for automating the deployment

of applications in MEC environments?
RQ2: Which IaC methodologies are best suited for deploy-

ments in MEC environments?
The remainder of this article is structured as follows.

Section II introduces the MEC concept, cloud services and
theMEC standard defined by ETSI. Section III introduces the
IaC concept and some of the most common IaC tools. Section
IV presents the methodology adopted for related work search.
Future research directions are presented in Section V, while
Section VI concludes the article.

II. MULTI-ACCESS EDGE COMPUTING
The MEC is a type of network architecture that provides
cloud computing capabilities, and an IT service environ-
ment, at the network edge [15], [16]. Its primary goal is
to bring computing, storage, and network resources closer
to end users and their devices. In doing so, MEC aims to
reduce latency, improve real-time data processing, increase
network efficiency, enable ultra-low latency applications, and
drive innovation in areas such as IoT, Smart Homes, Smart
Cities, Smart Industries, Augmented Reality, and Vehicle-
to-Everything (V2X) communications. Unlike general edge
computing, MEC specifically aims to provide standardized
interfaces and open platforms for deploying and managing
applications at the network edge.

The following subsections provide an introduction to cloud
concepts and the MEC standard defined by ETSI.

A. CLOUD SERVICES
To meet the need for service availability, the cloud is increas-
ingly being used for the provision of services and func-
tionality on a large scale [17], [18], [19]. Depending on
the required level of availability and the relevance of char-
acteristics related to the location, security, and privacy of
information, there are different forms of implementation,
usually framed in public or private clouds. More recently,
hybrid cloud models (complementing private cloud services
with public cloud services) and multi-cloud (using cloud ser-
vices from different service providers) have become increas-
ingly important to make infrastructures more adaptable to
existing needs and services more resilient [5], [20], [21].
In the context of MEC [6], [22], and edge computing [17]
in general, the aim is to bring centralized cloud function-
alities to the edge so that customers can take advantage of
the functionalities while benefiting from response times that
are more appropriate to the characteristics of the services
being implemented [23], [24]. Given the market share of
certain cloud service providers, it is foreseeable that at least
some edge computing environments can be implementedwith
systems similar to those used in more traditional clouds,
although adapted to the specifics of edge computing. This
means that services from Amazon Web Services (AWS),
Microsoft Azure, Google Cloud Platform (GCP), Alibaba
Cloud, or open systems such as OpenStack, Kubernetes and
others are expected to be available on the MEC servers.
A discussion of these services can be found in [25], where
an analysis of the characteristics of the most commonly used
cloud services is performed and the existence of support for
edge or on-premises services is confirmed.

B. ETSI STANDARD
In the current context of 5G evolution, bringing cloud
capabilities closer to users will significantly reduce service
access latency. This means that with the appropriate deploy-
ment of applications at the edge, users can benefit from
improved QoE. But there are more advantages than just
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latency reduction for the users consuming these services.
By bringing processing and storage capabilities closer to
the user, network congestion can be significantly reduced,
benefiting all users.

However, problems can also arise from over-reliance on
the edge [26]. The storage and processing capabilities at the
edge are much more limited than those offered by the cloud,
and may not be able to satisfy the number of local users
who want to use them. The relevance of using the edge can
also vary depending on the type of application. In [7], three
types of services are identified: enhancedMobile Broad Band
(eMBB), Ultra Reliability and Low latency Communica-
tions (URLLC), and massiveMachine Type Communications
(mMTC). The eMBB applications are characterized by high
bandwidth requirements, for example, video on-demand; the
URLLC applications include applications with low response
time requirements, such as Tactile Internet [27], Interactive
Gaming, Augmented Reality, Virtual Reality, industry or
automotive; and the mMTC services refer to applications that
involve many devices, such as sensors, with low response
time requirements, but not as low as the previous one. How-
ever, mMTC applications can cause limitations due to the
number of devices that generate a large amount of data on
the network.

Defining an architecture that is capable of migrating ser-
vices and applications between the MEC and the cloud,
or between MEC platforms, is critical to its success. Migra-
tion to the cloud may be justified not only by the need to
access higher processing and storage capabilities, but also
by the need to respond to concurrent application requests.
The migration of services between MEC may be justified
if the user has mobility. This may be the case, for exam-
ple, for automotive and intelligent vehicle services, where
it may not make sense to maintain an application in an
MEC whose location or network connections become less
reliable [28], [29].
The ETSI has defined a general architecture [6] for what

a MEC should be, which presented in Figure 1. As shown,
there is a clear need for management modules that allocate
the essential resources to each application and ensure the
functioning of the entire ecosystem. These MEC platforms
are designed tomake use of existing resources, some of which
are already being used by operators to build communications
networks. Therefore, opening up these services to customers
cannot jeopardize the functioning of other services.

For the MEC to work properly, there must be services that
enable it, such as:

• Discover network, users, capabilities and local services;
• Manage traffic, DNS, mobility, V2X, etc.;
• Registration of own services and discovery of locally
available third-party services;

• APIs for interoperability between MEC systems and
infrastructure, such as, Network Functions Virtualiza-
tion (NFV) [30] and Software-Defined Networking
(SDN) [31].

III. INFRASTRUCTURE AS CODE TOOLS
Cloud implementation solutions can rely on Graphical User
Interfaces (GUI), dashboards, or specific task management
applications, upon the creation of the first instances of ser-
vices, or when production adjustments are needed.. How-
ever, these approaches become impractical when multiple
instances need to be created. These are not suitable for
automating the entire process. For this reason, platforms offer
a Command-Line Interface (CLI) that allows services to be
managed through commands, as well as the creation of sets
of instructions and commands (scripts) for more agile task
repetition.

For more complex and distributed applications, it will
be beneficial to use languages that allow to describe the
infrastructure, platforms, services and applications in a more
abstract way, so that they can adapt to the different environ-
ments available. This is already possible with some tradi-
tional cloud services. These include the IaC or Application
Description Templates, which allow the provisioning and
deployment of applications and services to be described using
scripts or Domain-Specific languages (DSL).

The initiatives and tools to accomplish an automated
deployment are numerous. Among them one can find: Ansi-
ble, CAMEL, Chef, OpenStack Heat (HOT files), Puppet,
Terraform, and TOSCA. These systems do not always work
in the same way or have the same objectives. For exam-
ple, Terraform is a system that is characterized as a tool,
although it has a language for describing the needs and
actions to be taken. On the other hand, the OASIS TOSCA
standard is a declarative language that allows a fairly com-
plete description of the support infrastructures, applications,
services, and all the relationships between the constituent
nodes, in a generic way and adaptable to the environments
in which it is used. When using TOSCA, it is essential to
have systems in the support infrastructure, such as orches-
trators, that will use the descriptions to instantiate and exe-
cute the appropriate actions for the proper functioning of
the service.

The following subsections provide more details on the
abovementioned IaC tools and a comparative analysis of their
characteristics. One of the points to be analyzed is the type
of description, whether it is a more declarative or procedural
approach, usually corresponding to the ability to be more or
less abstract. Another point is the operating model, whether
it includes effective execution tools or depends on other sys-
tems, andwhether it runs only locally or follows, for example,
a client-server model. In order for future systems to general-
ize the way descriptions are made, it is important to identify
how the various constituent elements of a deployment are
defined, and how they can be interrelated and ordered for
effective deployment. It will also be important to identify
the support that each tool provides for the post-deployment
operations. In this regard, we intend to determine whether the
tools include mechanisms for monitoring and subsequently
acting on deployments to adapt them to the dynamic realities
in which they will be used.

VOLUME 11, 2023 89395



Á. Santos et al.: Automated Application Deployment on Multi-Access Edge Computing: A Survey

FIGURE 1. Multi-access edge system reference architecture [6].

A. ANSIBLE
This tool allows the automation of various processes, such
as provisioning, application deployment, management and
configuration, equipment updates, among others. However,
Ansible can be used to automate any process because it
allows for process descriptions that are not limited to specific
functionalities, enabling interoperability with other tools or
the execution of applications and scripts to extend its capa-
bilities [32].

The specification of processes is done in a procedural way
through YAML. Actions to execute processes are performed
without the need to install any specific services or agents
on client systems (targets), and SSH connections are used to
execute tasks.

For compatibility with existing cloud platforms (e.g.,
AWS, GCP, Azure, OpenStack) and other systems (e.g.,
Cisco network equipment, Juniper, VMware virtualization
systems), modules are available to configure most net-
work services. New modules/scripts can be created (using
e.g., python, ruby, bash) to act on other systems, with
a very active community developing and sharing these
scripts.

Ansible consists of a control node where the YAML pro-
cedures, called playbooks, are executed. There is also an
inventory file that describes the target systems of the actions
(where the scripts are executed). Unlike other systems that
are configured remotely based on existing communication
capabilities, such as a specific API, Ansible is based on local
script execution, which means that instructions are executed
locally on those systems after the script is transferred (e.g.

Linux via SSH). This approach thus avoids the development
and maintenance of APIs (see Figure 2).
The scripts allow the use of variables to pass essential

parameters. For example, the IP address of a database server
can be passed as a parameter to to access databases created
by others. The scripts also allow conditional execution based
on the success or failure of previous commands.

When compared to other tools, Ansible is not concerned
with a more abstract organization of components and how
they relate to each other, making it applicable to smaller
projects. The main goal is to execute scripts that perform a set
of tasks to provide the intended services, and the representa-
tion of amodular composition can be achieved through a good
organization of the scripts. The relationships between the
components should be defined by a correct sequencing of the
execution of operations. Post-implementation management
operations are performed through Ansible scripts triggered
by external monitoring entities or manually by operators.

B. CAMEL
The Cloud Application Modelling and Execution Language
(CAMEL) [33], [34] is a DSL that describes actions for
deploying and managing applications and services at several
levels: where services should be installed, the requirements
to be fulfilled, the scalability methods that can be used,
security configurations, the organization of the components
and also their execution. CAMEL emerged from the PaaSage
project [35]. The main objective of the project was to develop
a multipurpose platform that would help not only in the
design and execution of tasks during the development of
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FIGURE 2. Network automation with Ansible [32].

multi-cloud services, but also in the deployment phase. This is
a very versatile tool, multi-purpose and applicable to projects
of different dimensions.

The DSL CAMEL [36], [37] was developed with several
assumptions in mind: cloud provider independence, sepa-
ration of concerns, reusability, abstraction. As it is only a
language, it does not directly provide ways to implement the
descriptions, so awhole system is needed that takes advantage
of these descriptions to make them effective in the target
systems. In this specific case, the tasks are developed in the
context of the different modules that make up the PaaSage
platform (as shown by the workflow in Figure 3). The plat-
form interprets the descriptions of the desired objectives and
plans how to achieve them. The necessary instructions are
mapped into the existing mechanisms to interact with the
components that support the application, such as servers or
network devices. The main objective of the platform is to
support IaaS models, although other models can be explored
in its context.

In DSL CAMEL, a service is defined in a declarative
way based on a file that describes all its requirements
(system requirements and their dependencies) and policies
too. The definition of the representative model of a ser-
vice includes general information about the service (name,
version, administrators, etc.), the intended model (servers,
services, applications, and their relations/dependencies),
operational requirements, metrics that must be respected,
scaling and localization actions, among others.

All tasks involved in these processes can be adapted
according to metrics collected by the PaaSage system, mean-
ing that there will be a self-adaptive workflow (see Figure 3).

C. CHEF
The Progress Chef, or Chef for short [38], consists of a
set of tools for automating the configuration of servers or
cloud platforms, facilitating the management of the entire
infrastructure of an application, service or company network.
When compared to other tools, the main characteristic of

Chef is that it works with a client/server architecture in
which the server manages and schedules the instructions to
be given to the clients. The clients are Chef agents installed
on systems that will be the targets of the configuration
(e.g. AWS supports Chef) and this operating model allows
the implementation of IaaS or PaaS models. This compart-
mentalized approach allows for more decoupling, parallel
developments in different places, and dealing with larger
projects.

Chef enables the creation of cookbooks of recipes for
the configuration of applications, services or infrastructure
required by an enterprise. Recipes are described in a proce-
dural way using Ruby.

The platform is known as Chef Infra and includes tools
for creating, applying and managing the recipes. In addition
to the tools for creating the recipes, as in the case of the
Chef Workstation shown in Figure 4, there is an essential
entity, the Chef Server, which manages the cookbooks and
the information about the systems (clients) on which the
recipes are applied. The recipes are sent from the server to
the clients, which execute them in the context of an agent, the
Chef Infra Client. This client can periodically check with the
server to see if there are any updates to be applied. Chef has a
supermarket where several recipes are available for the most
common systems.

In addition to recipes, cookbooks can contain attribute
definitions, recipe usage policies, templates for creating more
complex scenarios (e.g., adapting configurations to different
versions of an operating system), and other information. Chef
Infra includes tools and agents for obtaining information
about the status of services, to facilitate the management
of the entire infrastructure. In short, the organization of the
components required for a particular deployment is achieved
through the appropriate structuring of recipes in the context of
cookbooks that contain the set of procedures to be performed.
Template files can be used to define basic recipes, allowing
deployments to be adapted according to a set of input vari-
ables.
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FIGURE 3. CAMEL models in the self-adaptation workflow [37].

FIGURE 4. Chef general workflow [39].

D. HEAT
Heat is the OpenStack module responsible for orchestrating
service deployments [40]. As such, Heat’s scope is lim-
ited to OpenStack. Initially, the descriptions were made as
compatible as possible with the form of description used
in AWS through CloudFormation. This form of description
evolved and gave rise to Heat Orchestration Template (HOT)
files [41], in which the intended behavior is performed declar-
atively. HOT files are described using the YAML language.

Among the various parts that can be configured, emphasis
should be placed on the resources that relate to the actual
services or systems to be installed, and the conditions that can
affect these actions. Within the description of resources, it is
possible to describe the dependencies between them, which
allows the Heat orchestrator to outline a plan of actions to
be taken. Its less abstract and decoupled approach makes this
tool more suitable for projects of limited size, and with a very
specific focus.

Heat runs on the OpenStack platform, which includesmon-
itoring systems (e.g., Ceilometer) that allow triggering the
execution of new models to change those in operation.

E. PUPPET
Puppet is defined as a tool for automating the process of
installing services and systems [42]. Puppet operates on a
client/server architecture. A server manages the operations
to be performed on the target systems, which is done by
agents installed on these systems. The agent (called facter)
informs the server about the characteristics of the systems
on which it is installed, as well as their status. The server
collects this information in a catalog of services and systems,
which it then uses to act in the most appropriate way, to make
new deployments or adapt existing ones (see Figure 5). The
connections between the client and the server are secured
using SSL.

Service descriptions are done declaratively using Puppet
files (.pp). These descriptions are implemented in Puppet
DSL or Ruby, although the plans that are used by the orches-
trator (called Bolt) can also be implemented in YAML [43].
Puppet files are organized into modules so that they can be
reused. In this context, the Puppet Forge repository [44] is
made available to the community with configurations suitable
for most cloud systems and services on the market.
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FIGURE 5. Puppet operation [45].

Resources can be of various types, including those that are
built-in: package, service, file, user, exec, group, notify. Other
types can be obtained from repositories or automatically
included in certain releases [45]. Definitions allow to specify
requirements for a given resource to be properly deployed,
thus allowing to define dependencies between resources.

F. TERRAFORM
Terraform [46], [47] is classified as an IaC tool that allows
provisioning and deployment in public or private clouds of
computing instances (usually, virtual machines or contain-
ers), storage, networking, or other configuration needs to
make available all the necessary infrastructure for a given
application, falling under IaaS, PaaS and their derivative
models. Terraform is a tool that is simple to install, as there is
no need to install agents on client systems that are the target of
configurations. This tool is primarily designed for the deploy-
ment of services rather than for their ongoing management.
More specifically, when configurations are changed or a new
plan is created, it will be executed taking into account the
previous actions; the new deployment may require a prior
shutdown of services or, in other cases, the use of vendor tools
to make specific changes. In short, the adaptations are not
a straightforward process, being more suitable for long-term
deployments.

The configuration descriptions are in the form of text files
(.tf). These files can be used multiple times in the same or
different contexts. As text files, they can also be easily shared
and managed through version control systems to facilitate
team development. Once written, the configuration files are
processed by the Terraform Provider, which generates an
application plan according to the platform on which it will be
available and its dependencies.When approved by the user,
the plan is applied, allowing the deployment of the entire
infrastructure.

Terraform currently allows working with more than
1700 providers, available in a Registry service provided by
HashiCorp [48], where the most used public and private
clouds are included (e.g., AWS, Azure, GCP, OpenStack,
VMware, Kubernetes).

The configuration files just mentioned consist in the
declarative representation of the infrastructure with a suc-
cessive specification of blocks, each one representing a
relevant element for the configuration, such as: resource,
variable, provider. The language follows the format defined
by HashiCorp itself, respecting the HCL syntax [49].

FIGURE 6. Structural elements of a TOSCA 1.0 service template and their
relations [53].

G. TOSCA
The Topology and Orchestration Specification for Cloud
Applications (TOSCA) is an initiative of the Organization
for the Advancement of Structured Information Standards
(OASIS) to define a generic language for describing cloud
services and all the resources and dependencies required for
their deployment [50]. The TOSCA descriptions are made
in a declarative way and aim to be as platform independent
as possible, ensuring portability of applications between sys-
tems.

YAML is used for the descriptions, improving readability
and making the scripts easier to understand. At the time of
writing, the standard is in version 1.3 [51] and version 2 is
in preparation [52]. A TOSCA script is called a service
template and contains all the information necessary to deploy
the applications it describes. A service template may have
dependencies on others to complete its descriptions.

A service template contains generic information (meta-
data) about the deployments, but also allows the definition of
all application details. Element types can be described in an
abstract and reusable way, and then application components
are specified according to these types (see Figure 6).
The above scripts describe the types of nodes that

are considered relevant to the deployment in question.
These types (node_types) correspond to generic and
reusable ways of describing the constituent elements of
the configuration, from which they are concretized to
suit the applications, in the so-called node_templates.
The existing relationships between them are also defined.
For instance, a node corresponding to a database engine
requires a host (machine and OS) on which it will be
installed. In this situation, there is a relationship between
the nodes representing these entities, properly represented
in the TOSCA language by relationship_types and
relationship_templates. It is possible to define
capabilities for descriptions (capability_types), and
also any requirements that nodes or relationshipsmay require.
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In the topology_template section, the necessary
instantiations of each type and the concrete relationships
between them (e.g., node_templates, relationship
_templates) are objectively described. Through the inter-
faces associated with each node or relationship, the necessary
mechanisms that can lead to the realization (provisioning,
installation, configuration) of the services in question are
defined and initiated. For example, the actions to be per-
formed when a node is created, started, or stopped.

At this stage, TOSCA is only designed for the deployment
of applications, while their subsequent management is not
a priority. However, in the context of interfaces and policies,
events can be generated at any time that lead to a restructuring
of the deployment, possibly in response to service scaling or
relocation requirements.

Once the service templates have been created, they can be
distributed via a TOSCA Cloud Service ARchive (CSAR)
file, which includes the actual TOSCA descriptions and any
additional resources required for the deployments (these can
be scripts in other formats, virtual machines images, contain-
ers, etc.).

TOSCA emerges due to a lack of standardization in the
way cloud services are operating. In fact, a lack of portabil-
ity can potentially slow down further developments, so the
idea behind the TOSCA standard is to render improvements
in the deployment, termination, and any other management
function of cloud applications. TOSCA provides mechanisms
to describe all the nodes and relationships required for a
deployment, but it does not provide tools to execute the
procedures described in the descriptions. This task is left
to the TOSCA orchestrators, which can be implemented in
a suitable way for each objective. Some orchestrator exam-
ples are: xOpera (implements the TOSCA standard with the
Ansible automation tool where Ansible playbooks can be
used as orchestration actuators within the TOSCA interface
operations) [54], [55], Cloudify (an extension to the TOSCA
descriptions that does not follow the standard exactly) [56],
Ubicity (an orchestrator whose implementation fully respects
the standard) [57], Turandot (an implementation for Kuber-
netes) [58].

H. ANALYSIS OF IaC TOOLS
All the tools described (summarized in Table 1) allow the
representation of suitable configurations for most services,
but in some this is done more concretely while in others it
is done more abstractly. According to [13], the best solution
may be to complement the use of one tool with others. For
instance, xOpera, which is based on TOSCA, uses Ansible to
describe the implementation of TOSCA interface actions.

The languages used to describe deployments vary, although
YAML is used in more systems. Puppet, the oldest of the plat-
forms presented, in its latest versions already allows the use
of YAML in parts of its definition (plans) to make the config-
urations easier. The main difference in terms of descriptions
is that some follow the procedural model, with a predictable

sequence of execution, while others have a declarative model.
Those that follow the declarative model present alternatives
for executing scripts in a more sequential manner, in order to
translate essential steps of service configuration.

Due to the complexity that some applications can reach,
the ability to organize entities in a more abstract way, and to
identify their constituent components can facilitate their def-
inition and subsequent maintenance. TOSCA, as a standard,
is the one that can more accurately translate the complexity of
the system into nodes and their relationships, although there
are ways of doing this in the others. The cases where it may
be more complicated to create a representation that allows the
best visualization of the constituent nodes, their relationships
or dependencies, are those that represent procedural models,
such as Ansible and Chef. In these cases, it is possible to
minimize these problems with a good organization of the
scripts, allowing the separation of the configurations of each
element into autonomous and easily identifiable files.

In declarative models there is always a way of specifying
the dependencies between the various elements. This is a
fundamental point so that the deployment is done correctly,
and is achieved in all of them (e.g., it makes no sense to install
a database engine and then install the operating system on
which it will run).

In the procedural models, the metrics and operating con-
ditions to be verified can be done in the traditional way as
in a programming language (e.g., if, when, or similar).
In the remaining models, there are ways to define them by
specifying the requirements and capabilities of the resources,
following the terms used in the context of TOSCA, but with
similar solutions in the remaining formats (e.g., using of
keywords likeconstraints,conditions,required,
provided).

In terms of the types of cloud computing services sup-
ported, the tools mentioned allow support for IaaS envi-
ronments and, directly or indirectly, PaaS. In the case of
CAMEL, the documentation assumes that it only fits into the
IaaS model.

All tools support the requirements of the first two phases of
the service lifecycle as defined in the TOSCA 2.0 undergoing
proposal [52]: Day 0 - Service Design (modeling the design
of a solution); and Day 1 - Service Deployment (resource pro-
visioning and service delivery). Regarding the operations for
a post-deployment phase (third phase of the service lifecycle
in TOSCA 2.0, designated by Day 2 - Service Management),
not all tools allow these operations by themselves. Ansible
depends on the existence of an external system (e.g. a mon-
itoring service) that executes the correct scripts. Terraform
also needs an external stimulus to change a deployment, but
it preserves the previous state and the new deployment oper-
ations are planned taking into account the previous state and
the goal. TOSCA includes mechanisms that can be triggered
by external events (policies and notifications), but depends on
the orchestrator implementation and external systems.

Configuration examples for the various IaC tools are avail-
able at: https://github.com/ansualg/IaCTools-Examples.
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TABLE 1. IaC tools.

IV. RELATED WORK
This section provides an overview of the use of techniques
and technologies related to the automation of application
deployment processes in MEC, including service adaptation
to server overloads, increase in requests, and user or service
mobility. Given the importance of automation processes for
the present work, where the set of IaC tools mentioned in
Section III becomes particularly relevant, a search was con-
ducted on works that mention at least one of these tools.
Authors who give relevance to the IaC tools by referring to
any of them show sensitivity to the importance of automating
the deployment process. The search was carried out in the
main repositories, ACM, IEEE Xplore and Scopus, filtering
as follows:

Terms in metadata, title, abstract, keywords:
“Multi-access Edge Computing” OR

“MEC”

At least one IaC:
“Ansible” OR “Chef” OR “CAMEL” OR

“Puppet” OR “Terraform” OR “TOSCA” OR
(“Heat” AND “OpenStack”)

Publication date:
2018.01.01 ≤ date ≤ 2022.12.31

Type:
Peer-reviewed publication

The articles that met the defined criteria are summarized
in Table 2. The contributions analyzed below are intended
to provide valuable insights into the challenges and solu-
tions associated with automating and adapting services in
MEC environments. Understanding the chosen deployment
platform, supporting scaling and migration, monitoring key
characteristics and leveraging key technologies such as SDN,
NFV, Network Slicing or Containers are critical for effi-
cient and dynamic deployments. In addition, the use of IaC
tools plays an important role in automating the deployment
process.

A. APPLICATION DEPLOYMENT

It is envisaged that applications from different clients can
coexist in a MEC and, therefore, operate in isolated envi-
ronments that ensure their security and the security of other
clients. According to ETSI, this can be achieved using Virtual
Machines (VMs). However, deploying a VM is a heavy pro-
cess, with high processing, memory, storage, and bandwidth
requirements. Therefore, a more recent work has considered
lighter deployment solutions based on containers or unikernel
operating systems [79]. The literature tends to focus more on
containers, which are also preferred for implementing Virtual
Network Functions (VNF) due to their light weight, easy
configuration and fast implementation.

Containers are seen as a lighter and more practical solu-
tion when instances are placed at the edge, for end-device
representation. In [59], a container is created for each end-
device (body camera), which is responsible for offloading
tasks from its device. Ansible is used to build a testbed for
the created scenario. In [60] and [61], the benefits associated
with the speed of deployment when transitioning from VMs
to containers are highlighted, in addition to the gains in
flexibility. These works also take advantage of Ansible, but
the authors point out that Ansible is very effective for rapid
prototyping, although not so suitable when high performance
is required. In [62], the transition from VMs to containers is
identified as the best option for 5G services, while [63] points
out containers as a future solution for service migration in
the context of virtual mobile devices, given the improvements
they can bring due to their reduced overload.

Regardless of whether containers or other solutions are
used, there are several works that highlight the improvement
in QoE when processing is placed closer to the client. In [64],
the authors consider three cloud levels when deploying the
application: main-cloud, mini-cloud and micro-cloud. The
main-cloud refers to the traditional cloud located in large
datacenters, themicro-cloud represents the services located at
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TABLE 2. Related work.

the edge, close to where they are needed, and the mini-clouds
appear at an intermediate level (at the level of what can
be considered Fog) that allows the aggregation of services
from multiple micro-clouds. The study shows that response
times can be reduced up to half by moving services from
the cloud closer to the customer. OpenStack services were
used to support the test environment, and these services were
orchestrated using OpenStack Heat.

In addition to the choice between using VMs or containers,
deploying applications at the edge requires flexible provision-
ing and organization of network resources so that access to
the provided instances is transparent. Many authors highlight
the use of SDN or NFV for this purpose (see Table 2). Some
work focuses mainly on the benefits of implementing NFV
and SDN services in MEC, individually or together, as in
the case of [65]. The authors conduct a comparative study
to demonstrate the benefits of using containers to deploy
VNF compared to native or virtual machines. For example,
according to the study, the Squid application consumes 16.8%
of CPUwhen deployed via a VM, compared to 1.25% of CPU
when deployed via containers. The difference in memory
consumption is also significant. When 2GB usage limits were
imposed on both VMs and containers, the VMs used all of the
memory, while the container version used only 93.66MB. The
experiments were carried out using a platform called Light-
MANO, and resources are advertised using TOSCA-based
descriptors via the LightMANO REST interface.

The type of application can also have a strong impact
on the choice of the most appropriate deployment model.
As mentioned above, 5G applications are classified into
the following three groups: eMBB, URLLC and mMTC.
In [66], the authors consider the possibility of deploying
applications in two possible locations depending on their
type: Central Office or Edge. With this in mind, an algorithm

is presented to choose among four possibilities: i) Central
Office only; ii) Edge only; iii) Central Office and Edge in
parallel (according to the level of resource usage); iv) Edge
and Central Office sequentially (first Edge and then Central
Office). The algorithm always starts with the ‘‘Central Office
only’’ model, but depending on the resources available at the
edge, it will offload to one of the other models (opting for
‘‘Edge only’’ when it has 100% of the available resources).
The following ratios between cloud and edge deployments are
shown: 10:0 for eMBB, 1.5:8.5 for URLLC and 7.8:2.2 for
mMTC. The creation of the test environment was supported
by OpenStack and Heat, but communication control was
performed using OpenStack’s Tacker and TOSCA.

In [67], a fully functional prototype of a MEC is presented,
following the ETSI standards. The prototype was used to
compare the availability of services when using a MEC with
the availability of services when these are placed in the
core of the cloud, in particular considering video streaming
services. From the tests, the authors obtained core-to-edge
and edge-to-core handover times of 73.3s and 29.0s, respec-
tively. These times include the VM activation required to
support the services. The throughput tests, which considered
processing at the edge or core and the level of CPU utilization
required for each, achieved equivalent throughput values for
CPU utilization levels of 20% for the edge and 15% when
forwarding traffic to the core. The authors conclude that there
is still room for improvement. In terms of RTT, the edge
values were around half of those achieved for the cloud when
considering video requests to a server. It was also shown
that the latency introduced by the MEC itself was negligible
and that no losses were detected during handover. In this
work, TOSCA is used as a model to describe the applica-
tions in the MEC. The prototype has been developed using
OpenStack.
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OpenStack is also presented in [68] and [69] as a solu-
tion for implementing MEC, through an extension called
Automated Provisioning framework for MEC (APMEC).
Deployments are performed using TOSCA templates, which
are later translated into HOT to be orchestrated by OpenStack
Heat. In this work, the OpenStack Tacker plays a crucial role
in orchestrating the VNF essential for the operation of MEC
services (a MEC service is defined as the combination of a
MEC application and the set of virtualized network functions
essential to its operation). APMEC enables VNF reuse and
can therefore support more user requests. The results show
more than 60% of accepted user requests with 30% lower
routing costs compared to a baseline approach.

In [70], it is proposed to implement IoT applications
by decomposing them into simpler and reusable functions,
which are then made available through NFV. The network
support for this architecture is based on SDN. In this way,
it is intended to simplify the deployment of applications
through an organization called IoT Service Slicing Functions.
This architecture also facilitates the migration of applications
between MEC, as well as scaling operations. Deployment is
done using Ansible playbooks. The work also demonstrates
the difference in performance when deploying using contain-
ers or VMs. The first solution, using Docker, takes three times
longer than the second.

In [71], the concept of slices is also used to allow the
sharing of services provided by the MEC owner to multiple
MEC customers (who in turn provide services to their end-
users). The proposal follows the MEC ETSI definition but
introduces changes to support the deployment of APplication
Slices (APS) based on a set of Application Component Func-
tions (ACF), corresponding to Docker containers running on
Kubernetes.The use of slices for each MEC customer allows
isolation. The authors present a work-in-progress system and
the results show that the increased load of one customer does
not affect the overall service quality of the others. Experi-
ments also show that results can be improved if services can
be shared, rather than identical services from different slices
competing with each other. In this case, the improvement in
latency when accessing services is around 20%. The authors
also point out that MEC APplication Slice Subnets (MAPSS)
can be deployed using TOSCA, although some customization
is required.

The work [72] presents a testbed for 5G andMEC environ-
ments based on open-source software is presented. The main
contribution of this work is to gather information on how to
set up testbed environments at zero cost using containers,
Kubernetes and OpenShift, although VM deployment can
also be enabled. Regarding the deployment of applications
and VNF, it is said that the intention is to use TOSCA, which
will then be translated into OpenStack Heat.

Another model found in the literature for service provi-
sioning is based on private MEC implementations, in order
to ensure lower response times and information privacy. This
is the case of [73], which presents a developed platform,
ECoreCloud, for the provision of 5G network services in

‘‘smartfactory’’ environments using private implementations
of these services or using the infrastructure of the network
operator. The authors explore the possibility of moving phys-
ical machine services associated with the control of fac-
tory equipment to the cloud, in order to make the services
more flexible and take advantage of the cloud. This requires
ensuring that adequate response times can be achieved for
controlling the equipment. Several implementation models
are discussed, from completely private services (for use in
industry) to services shared with the public. It was shown that
services requiring response times of up to 30 ms, could be
handled through the services provided by ECoreCloud with
times below this limit. In this work TOSCA is used to perform
the VNF deployment.

A hybrid model is also explored in [74]. The article com-
pares the RTT and throughput for both private cloud and
hybrid implementation models. The private clouds used were
NorNet Core (consisting of servers distributed across several
universities and research institutions in Norway) and Simula
(an implementation built at the Simula Research Laboratory
based on OpenStack). Hybrid models were set up using Sim-
ula and AWS, and, also, NorNet Core and AWS.

The work [75] focuses on another dimension that should
be taken into account in the deployment of services in MEC,
when themobility of users leads to the crossing of borders and
the use of roaming services. In these situations, and also when
trying to allocate resources during periods of high demand,
it may be necessary to use techniques normally used in stock
markets to set prices for the use of existing resources. Instead
of relying on prices set by ‘‘big providers’’, the price is
negotiated between the supplier and the customer. The setting
of usage costs according to supply and demand, as well as
the acquisition of futures and options contracts for the use
of services, as in the stock market, should be a line of price
application to be considered. The authors give an example
where a new episode of a streaming series is released and
rights can be purchased in advance for certain future dates.
Eventually, this acquisition can be canceled by selling the
rights to other interested parties and according to the prices
of the moment. The provision of services may eventually
be automated, and the importance of the existence of tools
(OpenStack Heat and TOSCA are given as examples) for
defining the services to be orchestrated and transferring the
images for later instantiation is mentioned.

B. MIGRATION AND HANDOVER
MEC service relocation is an important application manage-
ment mechanism and is essential to cope with increases in
load on certain servers or to accommodate client mobility.
In general, the overall objective is to ensure service continuity
when systems are moved, while ensuring that usage policies,
QoS and QoE are maintained.

Service migration can be done from the centralized cloud
to the edge, to bring processing closer to customers and
improve QoE, or from the edge to the cloud when there are
not enough resources at the edge to meet demand. In [76],
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the authors argue that the transition between the cloud and
the edge should be transparent to the customer. SDN is used
to route traffic to the appropriate application instances at the
edge, or to the cloud when it is no longer appropriate to run
them close to the client. By using SDN, applications can be
made available at the MEC level without any customization.
However, it is necessary to register the application at the
SDN controller level, by specifying its IP and ports. To prove
the viability of the proposal, a testbed is set up using Ansi-
ble to configure the nodes of the virtual network topology.
According to the authors, even with a slow first request, the
transparent approach is still significantly faster than any non-
transparent solution that requires redirection via the cloud.

In [59], two different ways of deciding on servicemigration
are considered: centralized and decentralized. The centralized
decision takes into account data collected globally from the
whole system. The decentralized decision is made by the edge
devices based on the information exchanged between them.
The QoS values evaluated were the CPU load, the priority of
the task, its security level, or the number of hops between the
end device and a candidate edge device, which reflects the
path length and thus the latency. However, in such work, only
the centralized version is used and only stateless applications
are considered for the tests, i.e., the authors only consider
migrations where it is not necessary to secure the execution
state between the instantiations running at different edge
locations. A testbed using Ansible was set up to perform the
tests. The possibility of using Puppet to perform the deploy-
ment during load balancing operations is also mentioned.
Simplified migration tests were carried out, simulating the
failure of an edge device. Relatively low transfer values were
obtained, measured from the time of failure in one system to
the time of availability in another. However, the tests do not
take into account the need for software or data transfer.

In [60] and [61], the authors propose an extension to the
ETSIMEC [6] definition using container migration technolo-
gies, which is much easier and faster than VM migration.
The differences between stateful and stateless migration are
discussed, and it is pointed out that in stateful migration
the protection and recovery of the so-called ‘‘user context’’
should be the responsibility of the application. The appli-
cation is the one that knows what the transition of the user
context between deployments in different hosts or MEC
means. To make the whole process more flexible, it is pro-
posed to store the state in a container, which will facilitate its
transfer betweenMEC. The migration consists of two phases:
the transfer of the application and the transfer of the ‘‘user
context’’, both based on the migration of containers. In tests,
migration processes of about 11 seconds with a stop time of
3 seconds were achieved. The test environment was set up and
controlled using Ansible.

There are works, such as [63], that also assume the sepa-
ration of data storage and processing locations. In this case,
the data is centralized (although the existence of a local
repository synchronized with the global one is foreseen),
and its immediate transfer is not required. Migration needs

are detected when requests for the same device appear from
different routes. This work uses VMs, but the authors mention
the need for containers to speed up migrations. Ansible is
used to deploy and start the images at the new location.
Processing is maintained in the old system while the new
one is prepared in the new location. When the new image is
available the processing is redirected using SDN. Tests show
that using an SDN controller at the cloud results in migration
times of 24 ms, while placing the controller at the edge results
in migration times of 2 ms.

In situations of high mobility, such as in V2X environ-
ments, the existence of more efficient migration processes
becomes even more important. In [62], the migration prob-
lem is studied for situations where the vehicles cross, for
example, the borders between countries. Given the nature of
the vehicles, migration is done in advance by deploying the
necessary VNF in the MEC that is expected to be selected,
using the movement of the vehicle as a reference. This work
distinguishes between stateful and stateless migrations. How-
ever, the stateless solution was considered more suitable for
implementation, given the huge diversity of domains to be
reconciled by the management platform, to maintain conti-
nuity of service with low latency, making this management
difficult. For this reason, this work also considers the main-
tenance of the VNF in the previous MEC, transferring only
those that are considered more relevant. In the context of
the project under development the authors indicate the use
of TOSCA, YANG or OpenStack Heat (HOT files) for the
orchestration of the solutions they intend to implement.

The study in [67] tested the handover of video services
between the cloud and the edge, and no loss of service was
detected. The time between the handover request and the time
when the service is fully instantiated and delivering content
was measured. This cloud-to-edge handover time was more
than twice the edge-to-cloud time, but the tests performed
didn’t require any state transfer, which facilitates handover
operations.

In [77], the provision of Content Delivery Network (CDN)
services is studied, in the particular case of service provision
when users are traveling on a train. The goal is to provide
the service close to the user, but in the context of the work
the location is quite variable. The system includes a mon-
itoring module that makes it possible to know the current
location and predict the future location based on the type
of the transport. In this case there is no need to migrate
applications, as the authors mention that the applications are
already available in the MEC. Only the need to have the
content (video) available according to the variable location of
the users is considered. The results show a 10.9% reduction
in network core load, while achieving a cache hit ratio of
99.8% (avoiding the need to fetch from central servers).
These cache utilization levels were achieved as the number of
users increased, and considering a small number of videos to
watch (10 videos, for a total of 6.8 GB).The implementation
of the testbed included the use of OpenStack Heat. SDN is
used to redirect traffic to the appropriate MEC.
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C. SCALING
The need to satisfy adequate QoE levels requires permanent
monitoring of services. Increases in RTT values can be the
result of increased latency due to mobility of client devices,
as discussed in Subsection IV-B, but they can also be the
result of an increase in load on servers. This increase can
be due to several factors, such as an excess of available
applications (possibly from multiple clients), but it can also
be an internal application problem, or toomany users. Scaling
operations are essential to deal with these cases, and improve
user QoE.

A CDN architecture, to be used by video streaming ser-
vice providers, is proposed in [78]. This proposal takes into
account what is known as CDN slicing. In this work, the
systems are monitored to respond to overload due to an
increase in the number of users, and the load on CPU, RAM
and storage is taken into account. Two possible solutions are
mentioned: vertical scaling and horizontal scaling. Vertical
scaling corresponds to an increase in capacity (CPU, RAM,
. . . ), while horizontal scaling corresponds to an increase in
the number of instances (requiring load balancing systems
for proper operation). In this work, the authors focus on
vertical scaling. When an overload is detected, a new VM
with more capacity is started while the previous one remains
running. Only when the VM with more capacity is available
will it start to provide the services, discarding the previous
one. The algorithm also considers scaling down, when fewer
resources are needed, making it possible to reduce processing
capacity and opt for a more economical solution. OpenStack
Heat is used to set up the test environment for evaluating the
algorithm, and the tests performed show that it is possible to
reduce the periods during which the user is exposed to low
levels of QoE, as scaling up is performed as soon as a drop in
QoE is detected.

An algorithm for the scaling of IoT services is presented
in [70], whose implementation is done using IoT Service
Slice Functions. These functions result from the decom-
position of more complex services into simpler functions,
implemented using VNF available in MEC and reusable
between IoT devices. This makes the process of scaling some
of these simplified functions easier.

D. DISCUSSION
The works presented address many of the difficulties that can
arise when deploying applications in MEC. The motivations
mentioned for deploying services at the edge, and in particu-
lar in MEC, include the need to reduce latency and improve
user QoE. The preference for more flexible solutions is high-
lighted, and here the use of container-based deployments is
repeatedly mentioned as a lighter and more flexible solution.
VM-based deployments are perceived to be heavier and more
time-consuming, making not only the deployment task but
also the migration of services or scaling tasks more difficult.

Scaling operations are already common when adapting
services to the demand, whether in the cloud, at the edge or

on-premises, but now service migration is becoming partic-
ularly important in the context of edge deployments. Given
the high mobility of users, it will be necessary to adapt
the availability of services to maintain satisfaction levels.
Mechanisms to implement service migration between MEC
may also be required to achieve better QoS and QoE.

Depending on the services to be provided, different solu-
tions are considered. In situations where the evolution of the
user’s location is predictable, as well as the content that will
be required (e.g., video on demand), the necessary resources
can be provided in advance. There are scenarios, considered
in some works, where users may not benefit significantly
from moving services to the edge, or the gains are relatively
small. Migrating services between MEC to meet SLAs, poli-
cies, QoS or QoE requirements can involve heavy processes.
The works analyzed mention stateful migrations, where the
state of the application has to be transferred, and stateless
migrations, where the state does not have to be transferred.
In some works, the stateless option was chosen for the first
prototype tests because it was considered to be easier to
implement, but it will certainly not be a reality in most cases.
In theworkswhere stateful migration ismentioned, the option
for defining user contexts based on containers appears to
be the most reasonable. Migrating an entire VM, including
its entire service state, will result in increased transfer and
repositioning times in the target systems, which will affect
the QoE of using these services. In situations where even a
container-based solution is too heavy to meet service conti-
nuity requirements, it may be necessary to plan the transition
to minimize service downtime as much as possible. One
possible solution is to continue to provide the service from
the old site until the new site is fully prepared. Another
solution is to separate the state and data from the applications
themselves, with the data possibly at a location other than
the application site. The use of synchronization mechanisms
with cloud services from the current/old site to the new site
is also presented as a possibility. In any case, it is possible to
verify through the works that the existence of smaller states
and applications facilitates this task. In this sense, there are
approaches based on the concatenation of smaller functions
(VNF) that could facilitate all these processes. The scaling
operations will also be easier in this situation.

In MEC, multiple applications with different requirements
will certainly coexist, but it is essential that they do not
interfere with each other or affect the overall use of the ser-
vices. Some works point to slicing techniques as an important
contribution to isolate applications or to shareMEC resources
between them.

Automation of the deployment, scaling and migration pro-
cesses will be essential and IaC tools will certainly play
a fundamental role. In the articles reviewed, the IaC tools
traditionally used for deploying applications and services in
the cloud were also used for the deployment in the different
service delivery models: at the edge, on-premises or in hybrid
models. The analyzed articles mention the use of IaC to set
up the test environments, as well as a means of transferring
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the configurations to be performed in the target systems (e.g.,
in the case of service migration). In the case of stateless
migrations, the use of descriptive ways to indicate the config-
urations (to be made in the systems) allows the process to be
simplified, with TOSCAbeingmentioned several times as the
most abstract and generic model to cope with the heterogene-
ity and interoperability of the systems. Although TOSCA is a
standard, its practical use is not yet widespread, as Ansible is
often used as a tool for automating the installation of systems.

Monitoring resource usage at the edge is also quite rele-
vant. In addition to service response times, the articles also
analyze the load levels reached by the CPU and memory
usage. With regard to response times, it is mentioned that
comparative time monitoring between different solutions is
carried out in order to select those that offer an appropriate
level for the services to be provided.

From the works analyzed, it is possible to draw some
conclusions about the research questions presented:

• RQ1:What methods exist for automating the deployment
of applications in MEC environments?
It is possible to verify that the automation of applica-
tion deployment processes in MEC follows the same
principles used for deployment in the cloud. However,
the emphasis is on the need to make the processes
lighter and more agile, taking into account the more
limited resources at the edge, as well as the nature of
the users, whose mobility requires greater dynamism
and adaptation of the processes performed. For example,
it highlights the option of deployments based on simpler
VNF or containers rather than VMs, or the option of
slicing techniques to help isolate applications that may
share the same resources.

• RQ2: Which IaC methodologies are best suited for
deployments in MEC environments?
The reviewed articles consider IaC tools to automate
deployment processes, and testbeds have been built to
assess the validity of the proposals. The references used
did not highlight the need for modifications when adapt-
ing them to MEC environments. Furthermore, the use of
IaC (in particular those that allow a more generic and
adaptable description) is identified to as an essential tool
to enable deployments in different MEC systems.

V. FUTURE RESEARCH DIRECTIONS
The deployment of services in the MEC is intended to
improve user QoE, but there are challenges that arise and need
to be addressed so that the quality is not compromised. Some
tasks related to application deployment, application migra-
tion between different points of the network, and service
scaling to copewith variable usage intensities, were identified
as research issues, and the following future research direc-
tions can be outlined:

• Modular and distributed applications for dynamic
systems
The use of shared and dynamic systems, such as
those envisaged for MEC, will benefit from simpler

and modularly organized applications, such as micro-
services [80], which allow only the essential to be
executed at any given time, and freeing resources for
use by other applications. The decomposition of appli-
cations into simpler, reusable modules allows them to
be delivered to their users in a more reliable and dis-
tributed way. This way an application can run in a
distributed manner, with modules available and used
in different locations in the cloud, at the edge or on-
premises. As the user moves between locations, modules
can be made available more quickly, closer to where
they are needed. However, between the time one module
starts processing information and the time it is sent to the
next module, the latter may have changed its location
on the network, or an alternative module may have been
assigned. Appropriate techniques are needed to address
these issues.

• Support for the creation of dynamic mashups based
on RESTful paradigm
Distributed applications benefit from effective ways
to connect their different modules, allowing for flexi-
ble application deployments. Distributing an application
across multiple network points requires the ability to
transfer state or data between modules. The output of
one or more modules becomes the input of others. When
using RESTful architectures, the state or results pro-
duced by one module can be directly transferred to
another module defined in the execution plan, reducing
the problems of state management and maintenance,
particularly in mobile systems. To simplify the process
of service discovery and certification of the modules
used, the establishment of appropriate connections may
be supported by more centralized service registries or
may rely on the use of SDN, which allows traffic to
be redirected to the appropriate locations. This type of
implementation creates dynamic pipelines between the
different modules, and these must be planned properly.

• Mashup optimization
The way in which these processes would be carried out
needs to be optimized so that applications do not lose
reasonable levels of QoE and comply with contractual
policies. Given the load that MEC can experience, it is
important to continually optimize services as demand
evolves or requirements are not met.

VI. CONCLUSION
This survey reviews existing research on MEC and the use of
IaC as amechanism for automated deployment. The improve-
ments in QoE, QoS and SLA compliance that the MEC can
provide are discussed, and key considerations are highlighted.
The core features of IaC tools for automating the deployment
processes and adapting them to the target systems, given
the dynamic nature of these processes, are also emphasized.
However, the variability of this process and the use of shared
resources require special attention to ensure that global ser-
vice quality levels are not compromised. Dynamic adaptation
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of deployments, migration processes to support user mobility,
and scaling techniques to accommodate varying number of
users, become essential considerations. Therefore, the imple-
mentation of deployment optimization techniques is expected
to play a critical role in advancing this field.
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