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ABSTRACT Fringe projection profilometry (FPP) plays an important role in the quality control of complex
surface workpieces. Simulation using realistic image synthesis referring to physical sensors provide valid
measures for the design and optimization of FPP systems. In the simulation of FPP, ray tracing can simulate
the fringe image acquisition process, considering the comprehensive influence of light source, camera and
object attributes. Therefore, a measurement simulation system of FPP based on ray tracing is developed
in this paper. The simulation model and measurement principle of FPP are introduced. On this basis, the
methodology of simulating camera imaging by ray tracing is proposed, including scene construction, ray
generation and gray value calculation. Principle experiments are carried to verify the accuracy and efficiency
of simulation system, and comparative experiments are conducted for demonstrating its reproducibility to
physical system. The proposed system provides a convenient and accurate mean for analyzing measurement
errors and optimizing inspection strategy.

INDEX TERMS Fringe projection profilometry, simulation system, ray tracing, optical measurement.

I. INTRODUCTION
Three-dimensional(3D) measurement technology plays an
important role in the quality control of complex work-
pieces [1], [2], [3]. Higher requirements for measurement
accuracy are put forward, with the development of precision
machining. Fringe projection profilometry (FPP) is a widely
used 3D measurement technology whose measurement
accuracy is affected by coupling factors, such as sensor
parameters, object properties and measurement strategies [4],
[5], [6]. It is difficult to study the influence of different
parameters on measurement accuracy only by experiments.
Therefore, the measurement simulation system is constructed
to simulate error sources, which can improve measurement
accuracy, measurement strategy and sensor parameters.

Thomas Böttner et al. constructed a virtual 3D mea-
surement system to estimate the measurement accuracy of
different positions, but did not fully consider the surface
information of measured object [7]. Weickmann J et al.
proposed a simulation method for monocular measurement
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system, which considered the error factors in the phase
retrieve and calibration process [8]. However, the simulation
results were inaccurate for complex surfaces with obvious
changes in local normal vectors. A. Weckenmann et al.
developed an assistance system of FPP, but the modeling
of optical system was simple [2], [9]. Peng T proposed the
algorithms and models for 3-D shape measurement using
digital fringe projections, which was only applicable to the
monocular FPP system [10]. Yingchun et al. proposed an FPP
simulation system based on inverse ray tracing to simulate
the modulation process of structured light field [11]. Li et al.
improved the calculation efficiency and accuracy of the above
system [12]. Haskamp et al. developed a virtual measurement
system based on ray tracing, but the simulation of lens defo-
cus was not sufficient [13]. Peter lutzk et al. conductedMonte
Carlo simulation of 3D measurements of transparent objects,
but the calculation was complex and time-consuming [14].
Peter lutzk et al. proposed a 3D measurement system
integrated hyperspectral imaging, which was an improvement
in multiple data acquisition [15]. Stephan presented a
simulation toolset for computer aided inspection planning of
3D laser scanner [16]. Mahsa focused on physical simulation
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of laser triangulation measurement system and verified a
sensor-realistic simulation framework [17]. Becker built up a
virtual close range photogrammetric sensor using POV Ray,
a free ray tracing software [18]. A simulation approach was
used to simulate the process of photography in a 3D computer
modeling environment by Mezhenin [19]. Gajic proposed a
simulator for human body scanning to improve the 3D data
acquisition method based on photogrammetry [20].

The above researches simulate the FPP measurement
system, however, factors causing measurement errors have
still not been fully considered in the simulation system. This
limitation is addressed by our study, in which a measurement
simulation system of FPP based on ray tracing is developed.
Ray tracing is a technology used for scene rendering in
computer graphics [21], [22]. Considering the factors such
as light source, camera and object attributes, it is applied to
the 3D measurement simulation of FPP, which can simulate
the fringe pattern capturing. Our work is described in this
paper, which is structured as follows. The simulation model
is given in Section II. Then, the methodology where the ray
tracing has been used to simulate the camera imaging pro-
cess, including scene construction, ray generation and gray
value calculation—is detailed in Section III. Experimental
validation is described in Section IV; the discussion and
our conclusions are presented in Section V and Section VI
respectively.

II. SIMULATION MODEL
A. MEASUREMENT PRINCIPLE OF FRINGE PROJECTION
PROFILOMETRY
The 3D measurement system of FPP is composed of cameras
and projector, as shown in Figure 1. The projector projects
sinusoidal phase-shift fringe pattern sequences onto object
surface. At the same time, the cameras capture the fringe
patterns which is modulated by the surface geometry. Full-
field absolute phase of surface can be retrieved utilizing
the sinusoidal fringe pitch and phase shift parameters, and
then corresponding image points are searched according to
geometric and phase constraints [23]. Finally, point cloud
data is reconstructed by the internal and external calibration
parameters of binocular cameras.

According to the measurement principle, the fringe
patterns are preconditions of reconstructing point cloud.
The imaging process can be described as that cameras
sample and quantify the light intensity reflected by object
surface to produce gray images. The measurement simulation
system aims to simulate the fringe projection and image
capturing. The difference from physical measurement system
is reflected in two aspects: the measured object is a geometric
model; and the output image is generated by calculation,
rather than through the complex optical system.

B. OVERALL SCHEME OF SIMULATION SYSTEM
The measurement simulation system of FPP based on ray
tracing realizes the accurate simulation of three physical

FIGURE 1. 3D measurement system of FPP.

processes: fringe projection, surface reflection and image
capturing. The output is the fringe pattern modulated
by the surface geometry. As shown in Figure 2, firstly,
modeling parameters of measurement scene are determined,
including sensor parameters, calibration parameters, phase-
shift fringes, CAD model and reflectance characteristics.
Then, the simulated measurement scene is constructed, and
the graphics processing unit (GPU) is used to execute the
ray tracing algorithm to generate rays and intersect with the
object in parallel. On this basis, the gray value of the image
is solved to render the fringe pattern. Finally, the point cloud
of object is obtained through data processing.

III. METHODOLOGY
Considering the complexity of the measurement system
and object surface, it is difficult to get the light intensity
distribution on the image plane by analytical method.
Therefore, the ray tracing is used to simulate the camera
imaging process. The principle of ray tracing is to estimate
the light intensity by sampling, specifically including scene
construction, ray generation and gray value calculation

A. SCENE CONSTRUCTION
The measurement scene is shown in the Figure 3. The projec-
tor is used as the light source in the simulated measurement
scene. Given the optical and geometric parameters of sensors,
the fringe pattern, the phase-shift parameters and the CAD
model of object, the virtual phase-shift fringe pattern of the
CAD model is rendered with modifying the pitch and phase
offset of the sinusoidal fringe.

The projector and cameras are modeled by pinhole model
and lens distortion [24], [25]. The resolution, internal
and external calibration parameters of the projector and
cameras refer to the physical measurement system. The world
coordinate system is defined as the left camera coordinate
system, and the calibration parameters are used to determine
the relative position between the projector and two cameras.

The object is modeled with ideal geometry (such as
standard plane, sphere, cylinder, etc.) or triangular meshes
of complex surfaces. The bounding volume hierarchy (BVH)
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FIGURE 2. Overall scheme of simulation system.

FIGURE 3. Measurement scene.

tree is constructed to accelerate ray intersection [26]. The
model data and BVH tree parameters are transferred to GPU
through shader storage buffer object (SSBO).

The surface reflection model is built by Phong model [27],
which is a computer graphics algorithm widely used in
scene rendering. The model can ensure the linear relationship
between the projection light intensity and the reflected light
intensity, which is consistent with the basic assumption of
FPP.

B. RAY GENERATION
In this part, the ray entering the scene through pixels from the
viewpoint is generated, and then the intersection between the
ray and the object is solved. The multi jittered sampling is
used to emit multiple rays for each pixel on the pattern [28].
Multiple jittered sampling is performed on the square area

centered as each integer pixel point with half-pixel side
length. As an example, taking the sampling number 16, a set
of sampling points is distributed as shown in Figure 4.

The starting point and direction of ray are represented
by point ro and unit vector rd respectively in the world
coordinate system. After normalizing pixel coordinates, the
parameters of ray passing through a pixel can be calculated

FIGURE 4. Pixel distribution generated by multiple jitter sampling.

by (1). 
ro = RT (

pLen − T
)

rd = RT Td

∥Td∥

Td =

[
fd
fl
xn − xl

fd
fl
yn − yl fd

]T (1)

where R, T represent the external parameters of camera;
(xn, yn) represents the normalized pixel coordinates; fd
and f1 represent camera focus distance and lens focus;
PLen (x1, y1, 0) represents the sample point coordinates on
lens disk.

Object instantiation is manipulated to facilitate calculation,
that is, the object coordinate system and camera coordinate
system are unified through transformation. After that, the
intersection of ray and object is operated, as shown in the
Figure 5. The specific steps are as follows

a) Generate inverse-transformed ray. According to the ini-
tial ray (ro, rd ), the parameters of inverse-transformed
ray are obtained from (2).{

r′o = T−1ro
r′d = T−1rd

(2)

where T represents the transformation matrix. The
expression of in-verse-transformed ray is shown as(
r′O, r′d

)
.
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FIGURE 5. Intersection of ray and object.

b) Operate intersection of the inverse-transformed ray and
the original object, their collision point P is calculated
by (3).

p = r′o + tr′d (3)

where t is coefficient determined by the intersection.
c) Calculate normal direction n of the original object at

the collision point P.
d) Calculate the collision point p

′
between the original ray

and the transformed object by (4).

p′
= Tp (4)

e) Obtain the normal direction n
′
of the transformed

object using the normal direction n step c). n
′
is used

for the calculation of gray value.

C. GRAY VALUE CALCULATION
Firstly, whether the intersection can be illuminated is detected
according to the position of the object and the light source.
If illuminated, the irradiance information of the intersection is
calculated. The irradiance of pixel is obtained by integrating
the light intensity, and the gray value is further obtained by
quantization.

In this section, the interaction between ray and object
surface is shown in Figure 6 [29]. Assuming that the incident
ray intersects the object surface at point x, the incident
light intensity in the positive hemisphere solid angle of x
is recorded as Li (x, ωi), and the emergent light intensity
Lr (x, ωr ) is obtained by the rendering equation shown in (5).

Lr (x, ωr) =

∫
�+

fr (ωi, x, ωr)Li (x, ωi) cos θidωi (5)

where, �+ represents the positive hemisphere solid angle;
ωi represents incident direction; fr (ωi, x, ωr) represents
bidirectional reflectance distribution function (BRDF).

Based on the principle of Monte Carlo integration [28],
the light intensity reflected by the intersection area between
multiple rays and the object surface is integrated. The light
intensity is related to the position of projection point, fringe
pitch and phase shift parameters.

The schematic diagram of single ray tracing is shown in
Figure 7. Assuming that a ray intersects the object surface at

FIGURE 6. Schematic diagram of interaction between ray and object
surface.

FIGURE 7. Schematic diagram of single ray tracing.

FIGURE 8. Fitting error distribution: (a) Fitting error distribution of plane;
(b) Fitting error distribution of sphere.

point P, the contribution of the ray to the light intensity is
expressed as Ik (i, j) by (6).

Ik (i, j) =
ρd

π
· lp · (Ia + Ib cos8k) · (N · Li) · V (P) (6)

V (P) indicates the visibility of point P. If P is visible,
V (P) = 1, otherwise V (P) = 0. ρd ,N are reflectivity and
normal vector of object surface respectively. Li represents the
direction vector of incident ray. Ia, Ib, 8k represent the direct
component, modulation and phase offset of sinusoidal fringe
respectively.

The total light intensity I (i, j) is obtained by (7), which is
an approximate solution to (5).

I (i, j) =

K∑
k=1

wk Ik (i, j) (7)

where, wk (k = 1, . . . , j) is the weight of rays.

VOLUME 11, 2023 89619



Q. Zhang et al.: Measurement Simulation System of Fringe Projection Profilometry Based on Ray Tracing

FIGURE 9. Fringe patterns and phase retrieving results.

IV. EXPERIMENT VERIFICATION
In this section, the parameters of the simulation system
are given with reference to the physical measurement
system, besides, the principle experiment and comparative
experiment are designed to illustrate the effectiveness of sim-
ulation system. In the principle experiment, the measurement
accuracy and efficiency of the simulation system are proved
by the simulation measurement of the standard plane, sphere
and bear model. In the comparative experiment, the simula-
tionmeasurement of the standard sphere is compared with the
physical measurement results to verify the reproducibility of
the simulation system to the physical system.

A. PARAMETERS OF SIMULATION SYSTEM
The parameters of simulation system are set with reference to
the physical measurement system, as shown in Table 1. The
operating environment of the simulation system is shown in
Table 2.

The camera calibration based on 2D plane target and
the ‘‘camera-projector’’ calibration based on phase shift are
implemented [30], [31]. The calibration results of internal and
external parameters are shown in Table 3 and Table 4.

B. PRINCIPLE EXPERIMENT OF SIMULATION SYSYTEM
Firstly, the ideal plane and sphere are measured by simulation
system to verify the system accuracy. The diameter of the
ideal sphere is 10mm and the center coordinate is (0,0,250).
The intersection of ray and sphere is obtained by analytical
method. The rendering time of single fringe pattern is 0.18s,
and the whole simulated measurement process takes 2.2s.

TABLE 1. Parameters of the Simulation System.

TABLE 2. Operating Environment of Simulation System.

The simulated data of plane and sphere are fitted, and
the error distribution is shown in the Figure 8. Figure 8(a)
expresses fitting error distribution of plane, with the root
mean square error (RMSE) value of 0.0013mm. Figure 8(b)
expresses fitting error distribution of sphere, with the RMSE
value of 0.0016mm. Gray noise is not introduced into the
simulation process.
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TABLE 3. Calibration Results of Internal Parameters.

TABLE 4. Calibration Results of External Parameters.

FIGURE 10. Model and fringe patterns: (a) Bear model; (b) Fringe pattern
rendered by left camera; (c) Fringe pattern rendered by right camera.

FIGURE 11. Wrapped phase of the left pattern.

FIGURE 12. Unwrapped phase of the left pattern.

Taking the bear model as measured object, the effective-
ness of the simulation system for complex surface is verified.
The fringe patterns and phase retrieving results of the bear
are shown in Figure 9. Figure 10 (a), (b) and (c) respectively
show the bear model, simulated fringe pattern rendered by
left camera and right camera. The fringe pitch corresponding
to Figure 10 (b) and (c) is 15 pixels and the phase shift is 0.
The wrapped phase and unwrapped phase of the left pattern

are shown in Figure 11 and Figure 12 respectively.
The reconstruction of bear model is shown in Figure 13.

The number of triangular meshes is 85504, the rendering
time of single fringe pattern is 3.8s, and the whole simulated
measurement takes 45.8s.

FIGURE 13. Reconstruction of bear model.

FIGURE 14. Deviation distribution of registered point cloud and CAD
model.

The reconstructed point cloud is registered with the CAD
model by iterative closest point (ICP) algorithm [32], and
the distance from each measurement point to the model is
calculated to obtain the deviation distribution as shown in
Figure 14. The RMSE of registered point cloud and CAD
model is 0.015mm.

C. COMPARATIVE EXPERIMENT BETWEEN SIMULATION
SYSTEM AND PHYSICAL SYSTEM
Taking a standard sphere as the measured object, the
experimental scheme is shown in Figure 15. Firstly, the
physical system is used to measure the form and spatial
position of the sphere. On this basis, a virtual measured
object is constructed, and the form and spatial position of
the virtual sphere are measured by the simulation system.
By comparing the measurement results of the pairwise
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FIGURE 15. Scheme of comparative experiment.

FIGURE 16. Physical measurement system and measured object.

systems, the reproducibility of the simulation system is
verified.

The physical measurement system and measured object
are shown in Figure 16. The physical system consists of
one digital projector (DLP 3010), two monochrome cameras
(MV-CA016-10UM) and auxiliary cables. The standard
sphere with nominal diameter of 38.106mm is taken as the
measured object. The roundness of the standard sphere is
0.0035mm.

To compare the measurement process, the fringe pattern
with fringe pitch of 15 pixels and phase shift value of 0 is
selected. Figure 17 shows the comparison results and the
grayscale curve of 500th-row pixels. Figure 17(a) illustrates
the captured fringe pattern of physical system, while (b) is
rendered fringe pattern of simulation system.

Figure 18 shows the comparison results of phase
distribution and the phase curve of 500th-row pixels.
Figure 18(a) and (b) show the physical measured and simu-
lated unwrapped phase map respectively.

Table 5 shows the measurement results of the sphere,
in which the center coordinates (cenx , ceny, cenz) and radius
r are determined according to the least square method.

V. DISCUSSION
In the principle experiment, the fitting error distribution of
plane and sphere are random. The RMSE of fitting error
is less than 2µm. The smaller the RMSE, the higher the
accuracy of the simulation system. The reason of fitting error
is that the rendered fringe patterns are quantized by 8 bits
of gray scale. By increasing the bit depth, such as 10 bits
or 12 bits, the phase retrieve accuracy can be significantly
improved, so as to reduce the fitting error.

From the reconstruction results of the bear model, the
deviation between the registered point cloud and the CAD
model is mostly within 10µm. A few points with large

FIGURE 17. Comparison results of fringe pattern: (a) Captured fringe
pattern of physical system; (b) Rendered fringe pattern of simulation
system.

FIGURE 18. Comparison results of phase distribution: (a) physical
measured unwrapped phase pattern; (b) simulated unwrapped phase
map.

deviation are concentrated at the edge of the measurement
volume and the area with drastic curvature change. The
reasons for this result are as follows. At the edge of the
measurement volume, the angle between the surface normal
direction and the light direction is large, resulting in the dark
fringe pattern, which reduces the modulation of sinusoidal
fringe and increases the random phase error. Besides, fringe
aliasing is easy to occur in the region where the curvature
changes sharply, resulting in the mismatch of corresponding
points, which leads to the systematic phase error.

The rendering of single fringe pattern takes several
seconds, and the rendering time depends on the amount of
calculation and the floating-point computing power of GPU.
The parameters that affect the amount of calculation include
the count of sampling points of single pixel, the resolution
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TABLE 5. Measurement results of sphere (/mm).

of the cameras and the complexity of measured object. The
rendering time of triangular meshes is significantly longer
than that of standard geometries.

The measured and simulated results in Figure 17 show
that the grayscale variation of fringe patterns is consistent,
but the gray value of the same pixel is different. The reason
is that, a coefficient in the simulation system simplifies
the photoelectric conversion process of the physical system.
The gray value can be closer by changing the coefficient.
Figure 18 shows that the phase distribution of the physical
system and the simulation system is basically same, and the
average phase deviation is less than 0.1%. As can be seen
from Table 5, the center and radius obtained by physical
measurement and simulation are consistent. The RMSE of
fitting result frommeasured data is large, which is due to gray
noise and nonuniform surface reflectivity.

In the comparative experiment, there is a slight deviation
between the measurement results of the simulation system
and the physical system, which is mainly due to the following
reasons. On the one hand, the input parameters of the
simulation system originate from the measurement results of
the physical system, which are limited with the calibration
accuracy; on the other hand, the measuredmodel is simplified
in the simulation system, without considering the spectral
response, surface roughness and dispersion.

VI. CONCLUSION
Aiming at the problem of accurate simulation of image
acquisition within fringe projection method, a 3D mea-
surement virtual system using ray tracing is developed.
The accuracy and efficiency of this system is illustrated
by principle experiments of standard gauges and complex
surface workpieces. The reproducibility to the physical
system is verified by the comparative experiment.

The measurement simulation system of FPP based on ray
tracing has the following advantages. Low cost and high
efficiency are achieved by using computer simulation instead
of physical system. The influence of various parameters on
themeasurement error can be studied by configuring different
sensors and measured objects conven-iently and accurately.
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