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ABSTRACT The Internet of Things (IoT) is a form of Internet-based distributed computing that allows
devices and their services to interact and execute tasks for each other. Consequently, the footprint of the IoT
is increasing and becoming more complex to the highest degree. This has also given birth to new IoT-enabled
applications and services. Efficient service interaction and management also call for understanding and
analyzing the nature of IoT services. Further, IoT services must be characterized into various classes,
and different service-related attributes must be considered for the classification. This article assesses the
requirements of heterogeneous IoT services by examining their interactions. Principally, heterogeneous IoT
and their service interactions are targeted. The research work performs classification of IoT services into
various classes. Services are classified on the basis of various attributes. The attributes reflect different
characteristics of the services. This research enables improved utilization of IoT services through efficient
classification of available resources using machine learning methods. To demonstrate service classification
applicability, the SVM, voting classifier, and decision tree have been applied in a service-oriented environ-
ment along with different types of services. All the services in the data set were analyzed and divided into
five classes. Moreover, the decision tree performed well and achieved higher accuracy values in all classes.
However, the overall prediction and classification of the decision tree model were observed to be good and
satisfactorily high.

INDEX TERMS Classification, heterogeneity, decision tree, SVM, service-oriented environment.

I. INTRODUCTION
The modern computing world is recurrently evolving and
diversifying in order to keep up with the most advanced and
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cutting-edge technical advancements. This is a result of the
increasing technological evolution of sensing devices and
the widespread use of smart things in human life. All of
which drive the development and use of a worldwide net-
work of smart and linked objects. In this connection, the
Internet of Things (IoT) is a concept that aims to create new
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computing futures by connecting every smart thing to a
worldwide network capable of detecting, communicating,
sharing information, and doing smart analytics for a vari-
ety of everyday applications. It targets the adoption of new
paradigms by altering traditional computing and putting its
capabilities to use in everyday human life [1].

Internet of Things (IoT) networks are collections of
internet-enabled physical devices and objects that are
equipped with sensors, actuators, and smart machines with
computation power, storage, and communication capabili-
ties to get connected and exchange data. Wearables, smart
air conditioners, refrigerators, computer devices, surveillance
cameras, weather sensors, and other smart things are all part
of the Internet of Things (IoT) vision.

One example of such an application is the IoT-enabled
smart home. The basic concept of a smart home is to link
household appliances in a network architecture and com-
municate using standard protocols. This is accomplished
through the use of smart sensors and cameras. Moreover,
many businesses are turning to the IoT to obtain a com-
petitive advantage. They are concentrating on improving
operational efficiency by utilizing real-time data management
and job automation. This allows them to take a more cre-
ative approach to expanding and developing their company.
Additionally, IoT is also used in smart agriculture to reshape
traditional crop cultivation and decision-making. In this con-
nection, loT-based smart horticulture and irrigation systems
are already evident in agriculture.

Further, advancements in the usage of IoT devices in var-
ious application areas have enabled an increasing number
of IoT devices to connect to other networks. Smart lighting,
surveillance, marketing, business, and smart appliances are
some examples of such applications. Moreover, extensions of
such applications are growing at a faster rate.

In order to exploit the future potential of digitalization and
connectivity, IoT services from different application areas
must be able to communicate, interact, share information,
and perform tasks for each other. Therefore, the widespread
use of smart devices and applications necessitates address-
ing some crucial concerns and obstacles that arise in such
situations [2].

In the real world, millions of diverse IoT services are
generated per year. Further, they vary in type of service,
metadata, service areas, and other related attributes. The lack
of understanding of the nature of services still needs to be
addressed. Therefore, leveraging users to identify available
IoT services in the vicinity is gaining popularity. How-
ever, one of the leading limitations is the identification of
the required parameters to identify services accurately. Fur-
ther, the dynamic adoption of such parameters and their
appropriateness for heterogeneous types of services are also
challenging.

As a solution to the problems mentioned, this research
work addresses the problem by classifying heterogeneous IoT
services through machine learning techniques.
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o The research helped optimize the service interaction
functionality of different IoT services working in the
system.

o The main objective of the research is to highlight the
usefulness of categorizing IoT services by considering
their classification based on dynamic attributes such
as criticality level, access permission, data type, and
data rate.

o The service categorization has been implemented by
using machine learning algorithms such as SVM, voting
classifiers, and decision trees. All the services in the data
set were analyzed and divided into five classes.

The remainder of the paper is organized as follows: the
existing systems for device identification and classifica-
tion have been explored in Section II. Further, Section III
explains the adopted research methodology. Furthermore,
Section IV presents an experimental setup. Additionally,
Section V evaluates experiment results and discussions,
whereas Section VI articulates conclusions and future direc-
tions. Finally, Section VII provides references.

Il. LITERATURE REVIEW

The contemporary computing world is rapidly evolving,
fueled by new computing services, nanotechnologies, and
user-driven innovations of smart tools that are created out
of need, design innovations, and human exploration of
the potential of global networks of connected objects [3],
[4], [5]. As the use of connected computing in daily life has
expanded, existing internet infrastructures have iteratively
become inadequate to handle the requirements of state-of-
the-art equipment and applications [6], [7].

Considering the vision of IoT connectivity, various IoT
domains must enable their respective domain services to
interact with each other. Prior to that, there are some critical
problems that need attention. With regard to this, the devel-
opments carried out by the IoT also call for the necessity
of seamless interaction among the services. This illustrates
that IoT services need to be classified according to their var-
ious attributes and categorized into multiple service classes.
In addition, service coordination-related issues are important
to consider as well. For such critical-natured service interac-
tions, appropriate trust measurement mechanisms also need
to be worked out.

Characteristics of Classification:

Aside from its potential, IoT characteristics present new
hurdles in terms of service-to-service interactions. One of
the most important research problems in IoT service inter-
actions is the classification of heterogeneous services. The
classification of services aids in the early identification and
management of services in the area. Furthermore, service
availability benefits the creation of solutions for selecting the
most appropriate services based on the given request.

Generally, IoT service provisioning takes place between
two or more services. These services may have interacted
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previously with each other, or it may be the very first
interaction between them. In such conditions, the service
requester often has insufficient information about the service
provider [8]. In this connection, trust measurement targets
the selection of particular IoTs with a profound reputation.
This ensures the reliability and credibility of the various
services available in the IoT. Further, in a specified service
environment, trust helps in making the decision to be involved
in unexpected risks.

While considering a service-oriented architecture (SOA)-
based IoT environment [9], every device offers single or
multiple services. At a particular time, service may play
the role of service requester or provider in a given service
interaction. In the IoT background, trust measurement has
been a vital component in context-aware service provision
to the requesters, and it has become a driving force to fulfill
future IoT service interaction requirements [10], [11], [12].
Most of the current research has divided trust into two broad
categories: direct trust and indirect trust [13]. Direct trust is
attained after single or multiple service interactions between
the trustor and the trustee. Consequently, services categori-
cally classify each other as trusted or untrusted. On the other
hand, indirect trust is calculated as a result of third-party
recommendations from other network entities’ observations.
Hence, it shows that for an indirect trust, it is not necessary
that the trustor and trustee have interacted with each other
prior to the trust [14].

The increasing number of IoT applications encompass
smart objects in a network of connected devices. This wave
of smart devices is serving almost all aspects of human
life, such as supply chain, medical, business, transporta-
tion, and education. These IoT devices are equipped with
capabilities like data collection, communication, and task
mapping. The huge interconnectivity of the devices has also
made IoT interactions increasingly complex, diverse, and
distributed [15]. As IoT services are closely linked with each
other and share information frequently, it is very important
to measure and analyze trust between them. This creates the
need for developing a trust system in an SOA-based IoT
ecosystem. In such a hyper-connected environment, there are
misbehaving services trying to provide services according to
their self-centeredness, and due to the lack of trust between
IoT service interactions, large-scale IoT adoption is likely to
suffer [16]. By considering this necessity, a trust model plays
the role of clarifying the service requester’s or provider’s
trustworthiness with each other. Hence, it helps in increas-
ing reliance among services within the IoT ecosystem and
supports the provisioning of the most appropriate service
responders among all available services. Further, this also
prohibits untrustworthy services from getting the chance to
interact with other legitimate services [17].

In this connection, the trust value is formulated by using
various direct or indirect observations associated with the
communicating parties. The simplest form of computing trust
values is to sum the observed values of different annotations
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and maintain a total trust [ 18], [19]. Another way of comput-
ing trust values is through statistical methods and probability
density functions. This helps in expressing uncertainty in
forthcoming interactions as well [20], [21], [22]. Moreover,
fuzzy models are also utilized for the trust value computation.
In this case, fuzzy logic gives a set of rules for reasoning with
fuzzy measures [23], [24].

In this connection, the level of trust required for a service
exchange is dependent on the sensitivity of the service pro-
vided. For instance, sharing an individual’s research interests
requires a very low level of trust as compared to sharing
bank account details with the same requester of information.
Additionally, trust varies according to the context of the ser-
vice interaction. Despite other influential factors, trust is also
bound to a specific time interval within a particular context.
However, IoT service providers can gain trust by providing
services with the attributes required by the requester.

Given the current innovations in IoT services, there are
myriad diversified services available for various kinds of
computing environments [25], [26]. Moreover, the variety
of service-to-service interaction leads to the creation of new
value-added services out of several existing ones. In this
connection, the heterogeneous nature of IoT services affects
trust-based decision-making among the interacting services.
Therefore, in such huge and complex service mapping envi-
ronments, challenges associated with service interactions
must be addressed appropriately. Considering heterogeneous
IoT resource-constrained services and devices, establishing
trust-based IoT interaction still requires the following con-
siderations:

« Efficient device registration based on attributes such as

computational power, memory, and available services.

« Service classification on the basis of service nature, type,
and criticality level needs to be performed so that only
appropriate interactions are stimulated.

« Consideration of trust measurement mechanisms for the
different types of IoT service interactions to deal with
challenges like self-configuration and dynamic adoption
of services.

« In order to maintain the integrity of interactions, secure
storage of computed trust values is necessary.

« Robust scheduling for modeling the communication and
interaction of the huge number of sporadic IoT ser-
vices so that the overall throughput of the system is
maximized.

The requirements associated with service interactions are
a major key driver for the enriched evolution of IoT, and
this will help in fulfilling the objective of ensuring seamless
connectivity between heterogeneous IoT services.

Ill. RESEARCH METHODOLOGY

The modern world has witnessed a major change from tradi-
tional embedded systems to smart and intelligent computing
in the form of IoT-based systems for interacting devices
and services. Figure 1 provides a detailed description of
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FIGURE 1. Research methodology flow.

the research methodology adopted to conduct the proposed
research. Figure 1 refers to an extensive literature survey in
the IoT domain that has been conducted, specifically target-
ing open challenges related to the interaction of IoT devices
and their growing services.

After a comprehensive analysis of various service require-
ments and their challenges, heterogeneity and interoperability
of IoT services were identified as an open issue in most of
the research conducted by different researchers [27], [28].
In order to deal with the problem of IoT heterogeneity and
interoperability, it has been found that the discovery and
registration of different IoT services operating in the sur-
roundings need to be performed in the first step [29]. In this
connection, the research work has considered a service-
oriented domain environment. Here, it is important to high-
light that a service domain denotes a physical environment
that may be a hospital, university campus, smart home, and
many more. Further, every domain is managed through a
domain controller. The basic operation of the model is such
that whenever a service needs to interact with another service
(within or outside the service domain), it sends a service
request to the controller. If it is not a registered service, then
the domain controller registers it by storing parameters like
available computational power, memory, available services,
and other related attributes. Once the 10T services are reg-
istered, their classification on the basis of nature, type, and
criticality level needs to be performed so that only relevant
service interaction requests are encouraged. In this connec-
tion, classification helps in categorizing heterogeneous IoT
services into various classes. Further, it assists in understand-
ing the nature of newer services as well. Associated with this,
the research work has applied three classification algorithms:
decision tree, support vector machine (SVM), and voting
classification.

Challenges and Analysis: Since heterogeneous services
will interact with each other, services will consider primarily
their privacy; hence, privacy in the form of access controls,
namely critical-urgent, critical-nonurgent, and non-critical,
has been worked out to fulfill the requirements.
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Further, the trust measurements of different types of IoT
service interactions are considered to deal with challenges
like self-configuration and dynamic adoption of services.
In this regard, a novel trust-based algorithm has been devel-
oped for dynamically selecting the trust parameters, rel-
ative weight ranges, and decay factor for the interaction.
For the integrity of interactions, computer trust values are
securely stored on the blockchain. Moreover, the research
work also targets trustful service scheduling among the
interacting services. Here, the major objective is to opti-
mally select and assign the most trusted full service to the
requesters. In this connection, a trust-based service scheduler
has also been worked out. Along with it, in order to demon-
strate middleware applicability, its prototype has been imple-
mented in a service-oriented environment with different types
of services.

IV. EXPERIMENTAL SETUP

In order to validate the service classification process, the
research team has conducted various tests. For this purpose,
the simulations were run in a service-centric heterogeneous
IoT system. The Cooja network simulator is used to validate
the service classification lifecycle. Cooja is a well-known IoT
and WSN network simulator. It is a small network simulator
that is primarily used to simulate low-power wireless settings.
Cooja with the Contiki 3.0 operating system was used as a
network simulator for the experiments and generation of the
required dataset. The simulations were conducted on a Core
15 (2.7 GHz) machine running Ubuntu 18.04.4 as the oper-
ating system. The simulation environment is split into four
IoT service domains, each having a mix of heterogeneous
and homogeneous services. Some of the services include light
control, CCTV cameras, motion detectors, fire detectors, and
many more.

These services are utilized to study the interaction
patterns among the services. Further, the connection of
service-to-service interaction was one-to-many, which means
one service may request service(s) from the same domain or
engage with services from different domains. Moreover, the
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TABLE 1. Sample SCD dataset.

Urgency Data Access Data Data Assigned
Service Service
SNo .
Requester Provider . L.
Level Required Permission Rate Type Class
1 CCTV Emergency CuU HealthCare UrgentAllowed High Video HealthCare
Camera Services
2 Banking Change/Return NC OrderSupport Allowed Normal XML  OrderSupport
3 File Sharing  Internet Access NC SmartHome Allowed Normal  CSV Elementary
4 Entertainment MobilePackages NC SmartHome Allowed Low Images  OrderSupport
5 Heart Rate Emergency CU HealthCare Allowed High Text HealthCare
Services
6 Ersnergency Alr Av.latlon CuU OrderSupport Allowed High Text OrderSupport
ervices Services
Smart . .
7 Sprinkling Temperature CU Agriculture Allowed High Text Elementary
. Blood .. .
8 Banking Availability CU HealthCare Critical Allowed High Text HealthCare
9 Instaqt Smoke Detector CU SmartHome Allowed High Signal HealthCare
Messaging
10 Banking Preventive Care NC HealthCare CriticalAllowed  Normal XML HealthCare
11 GPS Gaming NC SmartHome NotAllowed Normal  Text Elementary
12 Smoke Emergency CuU HealthCare UrgentAllowed High Signal HealthCare
Detector Services
13 Pa‘gen"[ Camera CuU HealthCare Allowed High Video HealthCare
Monitoring
14 Gaming Drug CNU HealthCare Allowed Normal  Text HealthCare
Management
15 Uber Fleet CNU Traffic CriticalAllowed ~ High  Text Traffic
Management

large-scale simulation runs at different intervals resulted in a
total of 3,000 service interactions stored in CSV format.

Furthermore, each service domain had a controller, which
is primarily responsible for operations such as service regis-
tration, service scheduling, and domain management. In this
connection, the most important step is the registration of
domain services.

For security and manageability reasons, registration has
been proven to be an important part of any computing sys-
tem. Likewise, before getting interacted with by any of the
domain’s services, a newer [oT service must first undergo
the service registration process. Further, the service must be
associated with a controller to perform an exchange of ser-
vice(s) with others. In the proposed middleware, the domain
controller accomplishes the task of registering services.

When a service wants to communicate with another service
(inside or outside the service domain), the model’s fundamen-
tal activity is to send a service request to the controller.

The IoT controller scans the list of already registered ser-
vices for such services when trying to search for them. The
connection is formed if the service is already registered and
the trust value is within the allowed threshold. Otherwise,
the service registration request is initiated. The controller
maintains relevant information when registering a service in
any of the service domains. Moreover, this helped in for-
mulating the data set utilized for the classification of the
services.
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Once a service has been registered, it may offer service(s)
for other devices, or it can also request to consume the
services held by other surrounding devices. The registration
helps an IoT service be represented in the domain and be
discovered by service requesters. By using the registered
information of the services, the controller becomes able to
search, update, manage, and remove them. Moreover, the
controller can monitor all available services in the vicinity
and utilize these services more proficiently for improved
resource consumption. Additionally, this helps in classifying
available services into various classes.

The major objective of classification lies in accurately pre-
dicting the target class for each data item within the dataset.
Further, classification tends to make analysis effective. Con-
sidering the diversity of IoT services, this research work
presents a novel approach to classifying various IoT services
into five distinct classes. Further, the classification has been
performed according to their nature.

A. SERVICE CLASSIFICATION DATA SET (SCD)

In order to explore the characteristics of the services and their
classification, it is important to formulate a data set associated
with different types of services. The data set is then utilized
to conduct experiments related to classification, scheduling,
and decay analysis. The results obtained through processing
this data set have helped in more meaningful coordination,
classification, scheduling, and service mapping.

VOLUME 11, 2023
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TABLE 2. Data transformation.

SNo Service Service Urgency Data Access Data Data  Assigned
Requester Provider Level Required  Permission Rate Type Class
1 CCTV Emergency | ) 3 0 5 1
Camera Services
2 Banking Change/Return 2 3 0 2 6 2
3 File Sharing  Internet Access 2 4 0 2 1 0
4 Entertainment MobilePackages 2 4 0 1 2 2
5 Heart Rate Emergency 1 2 0 0 4 1
Services
6 Emergency Air AV'1at10n 1 3 0 0 4 5
Services Services
Smart
7 Sprinkling Temperature 1 0 0 0 4 0
. Blood
8 Banking Availability 1 2 1 0 4 1
9 Instaqt Smoke Detector 1 4 0 0 3 1
Messaging
10 Banking Preventive Care 2 2 1 2 6 1
TABLE 3. Classification report - support vector machine.
Precision Recall F1-Score Support Kappa Coefficient
Elementary 0.790 0.844 0.816 103 0.776
HealthCare 0.913 0.903 0.908 186 0.865
OrderSupport 0.868 0.841 0.854 63 0.837
Traffic 0.942 0.883 0912 129 0.888
Utility 0.834 0.875 0.854 104 0.822

The service classification dataset (SCD) utilized in ser-
vice classification is depicted in Table 1. The service clas-
sification data set has been tabulated in comma-separated
values (.csv) format after various service interactions during
the experiments of the simulation run. The service classi-
fication data set contains three thousand instances. Further,
the major features considered for classification are Urgen-
cyLevel, DataRequired, AccessPermission, DataRate, and
DataType. Additionally, the target class for service classifi-
cation is AssignedClass. However, Table 1 refers to some
of the interactions in the data set that have been presented
as a sample. Moreover, a description of features and their
possible data values is presented. In connection with the
detailed representation of service classification in Table 2,
there were a few data preprocessing steps that had been
applied to transform the data into a more appropriate form,
improve data quality, and remove inconsistencies. The details
of the preprocessing steps are presented as follows:

B. PREPROCESSING OF THE SERVICE CLASSIFICATION
DATA SET

Data preprocessing is a way of making data useful and effi-
cient for usage in succeeding stages of the data analysis
lifecycle. Primarily, it provides a scheme to organize raw data
for further processing, and it has become one of the most
essential components of modern data analytics.
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Moreover, it helps in removing errors and inconsistencies
from the data set, such as missing values, noise, outliers,
redundancy, and many more.

As per the nature and requirements of the data set, the data
has to pass through a series of steps such as data transfor-
mation, cleaning, reduction, aggregation, and normalization.
These steps support standardizing the data so that it can
be fed to the classification algorithm. The classification of
IoT services has been implemented through Python (Jupyter
Notebook). Jupyter Notebook is an open-source interface
providing an environment for interactive computing to enable
a more powerful relationship between the user, data, and
results. Jupyter Notebook supports a variety of languages,
such as Java, Python, R, Scala, and many more. Further, the
Jupyter Notebook ships with an IPython kernel that facilitates
writing code in Python.

In connection with service classification, the major steps
incorporated in data preprocessing and classification are
explained as follows:

o Dropping inappropriate class values: The service clas-

sification data set had some inappropriate class values,
i.e., Health and Traffic-Critical. There are erroneous
class names in the data set. All such entries in the data
set were dropped.

o Count of class occurrences: In order to analyze the

distribution of the data set classes, the observation
of occurrences of all class values is very important.
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FIGURE 2. Confusion matrix - SVM.

Therefore, the count of class occurrences has been per-
formed first.

o Transformation: Another critical preprocessing phase is
to encode the data set into a form that is more suitable
and easier for the algorithms. In order to better organize
the data set for the analysis, non-numeric labels such
as high, normal, and low are encoded to numeric labels
like 0, 1, and 2, respectively. Similar is done with all
other non-numeric labels of the remaining classes. For
this purpose, the research work has utilized the “Labe-
IEncoder™ class of the Python Sklearn library. In this
connection, the data transformation and decoded sample
data set are shown in Table 2.

Feature Assignment and Data Splitting: In connection with
data preprocessing, feature assignment and data splitting have
also been performed. Further, UrgencyLevel, DataRequired,
AcessPermission, DataRate, and DataType are selected
as features, and AssignedClass is set to be the target.
Moreover, the ‘train_test_split’ library from Sklearn has
been applied for splitting the data set into training and
testing data.

Additionally, data is split in the ratio of 80:20, i.e., 80% of
the data has been exploited for the training of the model and
20% of the remaining data has been utilized for the testing of
the model. Afterward, the research team implemented various
classification algorithms on the processed dataset.
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V. EXPERIMENT RESULTS AND DISCUSSIONS

This section presents the results obtained against the pro-
posed middleware framework in Section IV. In light of the
data set explanation, the classification of heterogeneous ser-
vices is very imperative for IoT. For the classification of
the service’s data set, this research work has applied three
classification algorithms to the service classification data
set. These classifiers are support vector machines (SVM),
voting classifiers, and decision trees. The experiments first
analyze the resultant classification using evaluation metrics
such as accuracy, confusion matrix, precision, recall, support,
fl-score, and Kappa coefficient. Afterward, results repre-
senting the comparative analysis of applied classifiers were
demonstrated. Moreover, a head-to-head analysis of clas-
sifiers is also presented. Furthermore, the details of these
classification algorithms and their performance evaluation
are explained below:

A. SUPPORT VECTOR MACHINE (SVM)

The support vector classifier uses optimal hyperplanes, i.e.,
decision boundaries between the classes, to look for the sep-
arately classified data points. In a way, SVM divides data
points in N-dimensional space into various classes with a
clear separation. Further, newer data points are plotted onto
the dimension space, and accordingly, it is tried to predict
the target class with increased efficiency. In connection with

VOLUME 11, 2023
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FIGURE 3. Support vector machine (a) Frequency of wrong predictions; (b) Class-wise percentage of wrong predictions.

this, the research work has applied the SVM classification
algorithm for service classification. Consequently, the resul-
tant classification report has been shown in Table 3. It is quite
clear from Table 3 that the precision of the two classes, i.e.,
Traffic and HealthCare, was observed to be 0.942 and 0.913,
respectively. Similarly, the precision of the Order-Support
and Utility classes has been found to be 0.868 and 0.834,
respectively. Further, the Elementary class had a precision
of 0.79. Moreover, it is also observable through Table 3 that
recall of the HealthCare class was measured at 0.903, whereas
an average of 0.86 was found to be the recall of reminding
classes. On the other hand, it is observed that precision and
recall contributed to the fl-score, with an average value of
0.85 for all the classes present in the data set. Finally, the
average Kappa coefficient value for all the classes was found
to be 0.83.

Likewise, the performance of the SVM model has been
illustrated through the confusion matrix in Figure 2. Addi-
tionally, the confusion matrix, as shown in Figure 2, displays
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the representation of a number of cases correctly predicted
and incorrectly classified. As shown by the confusion matrix
in Figure 2, the model accurately predicted the HealthCare
class with an accuracy of 0.9, whereas the classes of Traffic
and Utility achieved an accuracy of 0.8 and 0.8, respectively.
On the other side, the model misclassified the Order-Support
class as a Utility class with a value of 0.16. Another mis-
classified class, i.e., elementary, was classified as Healthcare
and Traffic. Their respective values of miss-classification
were observed to be 0.11 and 0.049, respectively. Further-
more, the analysis of wrong predictions from the classifier is
also important. Therefore, the research work has examined
wrong predictions during the classification as well. In this
connection, Figure 3 (a) provides details of the wrong pre-
dictions that had very low instances of wrong predictions.
However, classes 0, 1, and 3 had most of the wrong predic-
tions. Figure 3 (a) refers to class 2 and class 4 instances as
wrong predictions. On the other hand, Figure 3 (b) provides
a detailed overview of wrong predictions in percentages.
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FIGURE 4. Confusion matrix - voting classifier.

TABLE 4. Classification report - voting classifier.

OrderSupport

Traffic Utility

0.8

0.6

0.4

0.0

Precision Recall F1-Score Support Kappa Coefficient
Elementary 0.927 1.0 0.962 103 0.954
Healthcare 1.0 0.989 0.994 186 0.992
Order-Support 1.0 0.936 0.967 63 0.963
Traffic 0.984 0.968 0.976 129 0.969
Utility 0.923 0.923 0.923 104 0.906

Additionally, Figure 3 (b) also demonstrates the actual classes
and the classifier’s wrongly predicted class, which were pre-
dicted against the actual classes. Figure 3 (b) also highlights
that major wrong predictions were observed where class 3
was predicted as class 1. Likewise, class 1 was predicted
to be class 3. These two classes of wrong predictions con-
tributed cumulatively 20% to the wrong predictions. While
some of the other major contributors in wrongly predicted
classes were found to be (4, 1), (4, 0), (1, 0), (1, 2), (1, 4),
and (4, 3).

B. VOTING CLASSIFIER

The voting classifier ensures the involvement of the collection
of various machine learning classifiers in the classification
process. These models work together by combining their indi-
vidual predictions to come up with a final prediction. Further,
the final decision on output is taken based on a majority of
votes, i.e., the maximum likelihood of a class being predicted
by the adopted classifiers. Consequently, this yields higher
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performance as compared to employing a single classifier.
Moreover, this mixing of classifiers is more appropriate for
situations where a single classifier does not reach the required
accuracy in predictions.

In connection with voting classification, the research work
applied three different classifiers to voting. These classifiers
include logistic regression, decision trees, and support vector
machines. Moreover, the resultant classification report from
employing these three classification algorithms is presented
in Table 4.

As it has been depicted in Table 4, the precision of the
two classes, i.e., HealthCare and Order-Support, was found
to be 1. On the other hand, two classes, i.e., Elementary
and Utility, had a value of 0.92. However, the Traffic class
had a precision value of 0.984. Moreover, the recall value
of the Elementary class was observed to be 1. Although,
for the remaining classes, this value was found to be within
an average of 0.95. On the other side, the average f1-score
value for all the classes was measured to be 0.96. As far as
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HealthCare Elementary

OrderSupport

Traffic

Utility

FIGURE 5. Confusion matrix — decision tree.

TABLE 5. Classification report - decision tree.

OrderSupport

Traffic Utility

0.4

0.0

Precision Recall F1-Score Support Kappa Coefficient
Elementary 0.927 1.0 0.962 103 0.954
HealthCare 1.0 1.0 1.0 186 1.0
Order-Support 1.0 0.936 0.967 63 0.963
Traffic 1.0 0.968 0.984 129 0.979
Utility 0.923 0.923 0.923 104 0.90

the Kappa coefficient value is concerned, the highest Kappa
coefficient value in voting was observed with a value of
0.992 in the HealthCare class. Whereas, for the rest of the
classes, the average Kappa coefficient value was found to
be 0.942. Additionally, the confusion matrix of the voting
classifier has been depicted in Figure 4.

As it is observable from the representation in Figure 4,
the accuracy of the elementary, Order-Support, Traffic, and
Utility classes was improved by using the voting classifier.

Additionally, in order to consider the wrong predictions
during the classification, depict the count of classes found to
be wrongly predicted.

VOLUME 11, 2023

In this connection, it is observable that classes 0 and 1 had
higher frequencies of wrong predictions with the voting clas-
sifier. Conversely, classes 2, 3, and 4 had a smaller number
of instances of wrong predictions. In order to have clear
insights into wrongly predicted classes, this paper presents
a thorough class-wise analysis of expected classes and their
counter-wrongly predicted classes. As depicted, the lowest
percentage of the wrong prediction, i.e., 1.1%, belongs to
class 3, where it was predicted as class 2 by the classifier.
Alternatively, the highest percentage of wrongly predicted
class 1 was predicted to be class 3 by the classifier, and
the percentage of such wrong predictions is observed to be
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FIGURE 6. ROC curve: (a) Decision tree, (b) SVM, (c) Voting classifier.

between 1.1% and 9.9% of the total wrong predictions by the
voting classifier, as shown in Figures 3(a) and 3(b). Similarly,
other major contributors were (4, 1), (4, 0), (3, 1), (0, 1), and
(2, 0). Further, the percentage of wrong predictions in these
classes was 8.9%, 8.9%, 8.9%, 7.8%, and 6.7%, respectively.

C. DECISION TREE

Decision trees are one of the most widely used supervised
learning algorithms for classification. It is based on dividing
the original data set into smaller chunks and generating a
tree structure out of them. More specifically, nodes in the
decision tree represent data set features; branches provide
decision rules; and a leaf node denotes the final decision.
In this way, every tree node serves the purpose of a test case
with some attributes of the data set. Further, this helps in
producing decision rules associated with smaller test cases
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of the dataset (Morfino & Rampone, 2020; F. Wang et al.,
2020). The research work has also applied a decision tree
classification algorithm for service classification. Further, the
detailed classification report has been depicted in Table 5.
However, Table 5 refers to the service classification report,
and it is important to note that out of five target classes,
the precision of three classes has been found to be 1. This
reflects that all these classes, i.e., Healthcare, Order-Support,
and Traffic, were accurately predicted, and there was no false-
negative prediction in these classes. Moreover, in two of the
classes, i.e., Elementary and Utility, this ratio was observed
to be 0.927 and 0.923, respectively. Whereas the recall of
the two classes, i.e., Elementary and HealthCare, was found
to be 1. However, the recall of the classes Order-Support,
Traffic, and Utility was found to be 0.936, 0.968, and 0.923,
respectively. Additionally, the balance between precision and
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TABLE 6. Class-wise prediction performance (in%) of SVM, voting classifier, and decision tree.

Class
Model Elementary Utility Order-Support Traffic HealthCare
SVM 18.8 18.6 10.4 20.7 315
Voting Classifier 19.0 17.8 10.1 21.7 31.5
Decision Tree 19.0 17.8 10.1 21.4 31.8

TABLE 7. Class-wise f-1 score of SVM, voting classifier, and decision tree.

Class
Model Elementary Utility Order-Support Traffic HealthCare
SVM 0.816 0.912 0.854 0.912 0.908
Voting Classifier 0.962 0.976 0.967 0.976 0.994
Decision Tree 0.962 0.984 0.967 0.984 1.0

recall, i.e., the f1 score, was found to be an average of 98%
in all classes. This shows that precision and recall contributed
relatively equally to the f1 score. Moreover, the research work
has also calculated the Kappa coefficient for every class, and
it has been observed that the average Kappa value for all
the classes was approximately 95%. In addition to this, the
decision tree confusion matrix is shown in Figure 5. The
decision tree classifier shows better performance as compared
to the SVM and voting classifiers. More specifically, as rep-
resented through Figure 5, classes in elementary, healthcare,
and traffic have been significantly improved. Furthermore,
in order to examine wrong predictions during the classifi-
cation, the frequency of wrong predictions has been plotted.
In this regard, a seaborn Cat plot represents the class-wise dis-
tribution of wrong predictions using a decision tree classifier.
Additionally, it is quite clear that wrong predictions mostly
belong to classes 0, 1, and 3. Moreover, very few instances
were predicted wrong in classes 2 and 4. Likewise, a more
detailed analysis of wrong predictions in percentages has
been depicted. Figure 3 refers to an x-axis as the actual class
and a y-axis as the wrongly predicted class. It is observable
that 1.1% of the wrong predictions belong to class 1, where
the classifier predicted class 1 as class 3. Similarly, 9.9% of
wrong predictions are from class 4, where it was predicted as
class 1 by the classifier. In this way, all the wrongly predicted
classes and their percentages have been reflected in the pie
chart.

D. COMPARATIVE PERFORMANCE ANALYSIS OF

APPLIED CLASSIFICATION ALGORITHMS

Considering the above service classification discussion,
Figure 6 assesses accuracy among the applied classifiers.
In this regard, Figure 6 (a) shows the ROC curve of the
decision tree classifier, Figure 6 (b) represents the ROC curve
of the SVM classifier, and Figure 6 (c) illustrates the ROC
curve of the voting classifier. Further, it is noticeable from
Figure 6 that the decision tree classifier and voting classifier
perform better as compared to the SVM classifier. Moreover,
Table 7 provides a depiction of the class-wise individual

VOLUME 11, 2023

valuation of fl-cores. In this regard, it is important to notice
that SVM showed the lowest f1-scores in the elementary and
Order-Support classes.

TABLE 8. Performance summary of SVM, voting classifier and
decision tree.

Model Accuracy
SVM 0.876
Voting Classifier 0.969
Decision Tree 0.972

Moreover, the class-wise prediction accuracy comparison
has been depicted in Table 6. It is evident from Table 6 that
the SVM prediction ratio was lower in the Elementary and
Traffic classes. Overall, the class-wise prediction accuracy of
decision trees was found to be higher than that of SVMs and
voting classifiers. Further, this relationship between model
accuracies has also been represented in Table 8. However,
Table 8 refers to the fact that the decision tree performed well
and achieved higher accuracy values in all classes. However,
the overall prediction and classification of the decision tree
model were observed to be good and satisfactorily high.

VI. CONCLUSION AND FUTURE DIRECTION

IoT service interaction has been limited due to the hetero-
geneous nature of devices, communication protocols, types
of data, data rates, quality of service requirements, and trust
measures between applications. For instance, in many sit-
vations, IoT services want to interact with other services;
however, due to challenges such as cross-platform interaction
and service dependencies, applications are unable to commu-
nicate with each other. The problem becomes more complex
in large-scale IoT deployments, where self-configuration and
dynamic adoption of various service requirements are consid-
ered on the fly. Due to the large number and diversity of IoT
services, their relationships must be investigated. This calls
for persistent observation of the services’ interaction behavior
and scheduling resource availability accordingly. The results
of the proposed simulations are illustrated, which highlights
how well the system performs in terms of high accuracy and
efficiency. The classifiers used to investigate are as follows:
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(1) SVM, (2) voting classifier, and (3) decision tree, with
evaluation results noted as 0.876, 0.969, and 0.972. It clearly
shows that the decision tree performs well enough as com-
pared to other classifiers. Therefore, enhanced mechanisms
for exploring service-oriented relationships among IoTs are
also to be worked out. Industry-wide global standards, unified
communication protocols, highly enhanced security aspects,
and middleware problems are left for future work.
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